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Preface

Power systems are moving toward the smart grid concept, which enables the high
penetration levels of renewable energies, due to environmental concerns and energy
security risks. Renewable energy resources can be mainly divided into two cate-
gories, i.e., synchronous machine-based and inverter-based integration. The
inverter-based renewable energy sources, such as wind turbines and photovoltaic
panels, introduce new problems and technical issues to modern power systems
stability, control, protection, and security. Such energy sources highly decrease the
system total inertia which puts the system stability and security in danger. Likewise,
the high stochastic nature of renewable resources due to their generation variation
leads to increasing the power imbalances and consequently frequency fluctuations
that might threaten the overall stability and security of the system. On the other
hand, increasing the renewable-based distributed generating units in the distribution
systems introduces new challenges to the voltage stability and the phase-balancing
concerns. The recent advances in the measurements and communications systems,
i.e., phasor measurement units (PMUs) and wide-area monitoring systems
(WAMSs) open a promising environment for developing new control and protec-
tion approaches that can help solving the renewable energy and modern power
system’s technical issues. Wide-area monitoring systems provide the modern power
systems with the real-time electric quantities. Based on these quantities, the power
system stability and security can be monitored and assessed in real-time framework.
Therefore, the stability and security of the modern energy system can be guaranteed
in a suitable level using new wide-area control and protection schemes. This book
introduces chapters for developing such schemes that can bring several advantages
to both the system operators and consumers. Furthermore, the book suggests smart
wide-area sensor network (WSN) utilization beside WAMS that can enable the
deployment of smart grid features, such as demand response, demand-side
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management, smart electric transportation and electric vehicle deployments, and
active distribution networks. This book proposed new control and protection
schemes that can improve the overall stability and security of wide-area future
power systems.

Lattakia, Syrian Arab Republic Hassan Haes Alhelou
Cairo, Egypt Almoataz Y. Abdelaziz
Fisciano, Italy Pierluigi Siano
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Introduction

The book is principally focused on wide-area power system stability, protection,
and security. The book is sorted out and organized in twenty-two chapters. Each
chapter begins with the fundamental structure of the problem required for a rudi-
mentary understanding of the methods described.

Chapter “A Comprehensive Review on Wide-Area Protection, Control and
Monitoring Systems”: The damping enhancement of power system oscillations
remains one of the challenging current interests for secure and reliable operation.
This paper presents a comprehensive overview of a novel control scheme that con-
siders synchrophasors and Power System Stabilizers in coordination with an opti-
mized Load Frequency Control loop in order to resolve the undamped local and
wide-area oscillatory troubles. Accordingly, a Robust Fuzzy PSS using local signals
is first examined. Additionally, an Inter-Area PSS based on high-sampling rate
phasor measurement unit is investigated. In fact, using time-synchronized mea-
surements as control input signals will participate effectively in monitoring the
energy management process. Thus, another configuration mixing local and remote
control inputs of a Mixed-PSS is proposed. Performances of these PSSs are evaluated
in coordination with a tuned PI-based load frequency control design under different
operating conditions. Results on a modified 9-Bus IEEE test system including DFIG
wind turbines are reported in order to justify the proposal’s applicability.

Chapter “Introduction to WAMS and Its Applications for Future Power System”:
Nowadays, the increase in electrical energy consumption and power system
restructuring have posed new challenges to the operation, control, and monitoring
of power systems. In this situation, the supervisory control and data acquisition
(SCADA) system is not enough to ensure power system security and stability.
The SCADA is often unable to measure data of all buses simultaneously. In
addition, the sampling rate in this system is not enough for some power system
applications. Therefore, the information obtained from SCADA does not show
power system dynamics properly. In order to improve the power system monitor-
ing, wide-area measurement system (WAMS) has been developed to overcome the
problems of SCADA system. Phasor measurements units (PMUs) are the main part
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of WAMS system and it basically consists of three essential processes including
collecting, transmitting, and analyzing data. WAMS receives obtained data via a
high-speed communication links. After data processing and extracting appropriate
information, decisions are made to improve the power system performance.
Efficient use of power system data to achieve a secure operation strategy is targeted
using the WAMS system. Due to the effective role of WAMS and PMUs in the
reliable operation of power system, it is necessary to study their concept and
applications in this chapter. The history of PMU and its structure is presented in this
chapter. In addition, the necessity of WAMS for future power system and its
difference from SCADA system have been investigated in this chapter. Different
algorithms and application of the WAMS are also introduced in this chapter which
can be implemented to improve the performance of the future power system.

Chapter “Information and Communication Infrastructures in Modern Wide-Area
Systems”: Information and communication infrastructures (ICIs) in modern
wide-area systems handle the transmitting, receiving, and storing of high-speed,
large-volume synchrophasor data. Such infrastructures are important components in
modern wide-area systems. Although power systems are becoming rather complex,
with the introduction of synchrophasor technology, the highly accurate, high-speed,
widely deployed, and time-synchronized phasor measurement units (PMUs) are
providing operators and auditors an unprecedented way to understand the complex
power systems. Consequently, these advanced PMUs challenge the current infor-
mation and communication infrastructures. This chapter reviews the basics, chal-
lenges, and visions of the ICIs in wide-area monitoring systems (WAMS). Authors
will first overview some important wide-area ICI topics and share our experience in
building an efficient, reliable, and secure distribution-level WAMS, FNET/GridEye.
Authors will introduce some key technologies that ensure the efficiency and reli-
ability of such a WAMS. Finally, some outstanding challenges and future directions
of the contemporary ICIs are discussed and envisioned.

Chapter “Wide-Area Measurement Systems and Phasor Measurement Units”:
Wide-Area Measurement Systems (WAMS) is a collective technology to monitor
power system dynamics in real-time, identify system stability related weakness, and
helps to design and implement counter measures. It uses a global positioning
system (GPS) satellite signal to time synchronize from phasor measurement units
(PMUs) at important nodes in the power system, sends real-time phasor (angle and
magnitude) data to a Control Center. The acquired phasor data provide dynamic
information on power systems, which help operators to initiate corrective actions to
enhance the power system reliability. The goals of WAMS are real-time monitor-
ing, post disturbance analysis, adaptive protection, and power system restoration.
The major components of WAMS are Phasor Measurement Unit (PMU), Phasor
Data Concentrator (PDC), Global Positioning System (GPS for Time
Synchronization of the phasors), Communication channel (Preferably optical fiber
cable), Visualization and analysis tools, Wide-area situational awareness system,
and Wide-area protection and control.
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Chapter “Optimal Selection of Phasor Measurement Units”: Phasor Measurement
Unit (PMU) is an important device for the power system operation as it provides the
synchronized data required for the monitoring, protection, and control of the power
system. So, to deploy the PMUs for the power system, their optimal locations are
needed to be identified. This paper presents the optimal selection of PMU set from
the available sets of PMUs. Firstly, it obtains all possible sets of PMUs required for
the complete observability of the power system. Then, it defines four criteria such
as System Observability Index (SOI), Restorable Islands Observability Index
(RIOI), Critical Bus Observability Index (CBOI), and Critical Line Observability
Index (CLOI) for the selection of best PMU set. Later, the Multi-Attribute Decision
Making (MADM) techniques such as Analytic Hierarchy Process (AHP),
Technique for Order Preference by Similarity to Ideal Solution (TOPSIS),
Preference Ranking Organization Method for Enrichment Evaluations
(PROMETHEE), and Compromise Ranking Method (VIKOR) have been used for
the optimal selection of PMU set. This selection has been tested on some of the
IEEE test systems. The results are then compared to analyze the performance
of these four methods.

Chapter “Coordinated Designs of Fuzzy PSSs and Load Frequency Control for
Damping Power System Oscillations Considering Wind Power Penetration”: The
damping enhancement of power system oscillations remains one of the challenging
current interests for secure and reliable operation. This paper presents a compre-
hensive overview of a novel control scheme that considers synchrophasors and
Power System Stabilizers in coordination with an optimized Load Frequency
Control loop in order to resolve the undamped local and wide-area oscillatory
troubles. Accordingly, a Robust Fuzzy PSS using local signals is first examined.
Additionally, an Inter-Area PSS based on high-sampling rate phasor measurement
unit is investigated. In fact, using time-synchronized measurements as control input
signals will participate effectively in monitoring the energy management process.
Thus, another configuration mixing local and remote control inputs of a Mixed-PSS
is proposed. Performances of these PSSs are evaluated in coordination with a tuned
PI-based load frequency control design under different operating conditions.
Results on a modified 9-Bus IEEE test system including DFIG wind turbines are
reported in order to justify the proposal’s applicability.

Chapter “Wide-Area Monitoring of Large Power Systems Based on Simultaneous
Processing of Spatio-Temporal Data”: Accurate identification of electromechanical
oscillations on power systems and determination of its stability condition is a
fundamental process in order to carry out an appropriate control action to prevent
the partial loss or complete blackout of the system. However, the nonlinear char-
acteristics of measured variables often lead to incorrect information about the
development of the electromechanical oscillations, making wide-area monitoring a
challenging task. In addition, significant amount of information in extra large power
systems is produced, which has to be stored on local servers requiring large
amounts of central processing unit (CPU) storage. For these reasons, algorithms for
Big Data problems in power systems are required and the methods presented on this
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chapter introduce some potential solutions. In this context, different data-driving
methods based on spectral analysis of linear operator are presented for the analysis
of electromechanical oscillations from a spatio-temporal perspective. These algo-
rithms have the ability to process spatio-temporal data simultaneously, making
possible to characterize inter-area and global oscillations (from 0.1 Hz to 1.0 Hz).
To validate the effectiveness of the proposed approaches, two test systems with
different structural and generation capacities are analyzed: the Mexican
Interconnected (MI) system and the initial dynamic model of Continental Europe
from ENTSO-E. First, data collected from a transient stability study on the MI
system are used to illustrate the ability of data-driving methods to characterize
modal oscillations on longitudinal systems; where several inter-area modes produce
interactions of different electrical areas. Then, simulation results from the initial
dynamic model of ENTSO-E are analyzed to characterize the propagation of its
global electromechanical modes across Europe, which have been denominated as
the North-South and East-West modes with frequencies of approximately 0.15 Hz
and 0.25 Hz, respectively. The second analysis include the interconnection of
Turkey (TR) to Continental Europe in December 2010, which is derived on the
grow of size and complexity of the original system having as result a decrease in the
frequency value for the East-West mode and the introduction of a third inter-area
mode on the system. The chapter concludes comparing the results of the proposed
approaches against conventional methods available in the literature.

Chapter “Electromechanical Mode Estimation in Power System Using a Novel
Nonstationary Approach”: The modern power grid protection system should have
considerable operational flexibility and resiliency to hedge the variability and
uncertainty of high dimensional dependencies. The use of wide-area monitoring
systems (WAMS) in the smart grid enables the real-time supervision of power
system oscillations. With the help of advanced signal processing methods and big
data analytics, time-synchronized phasor measurements can be used to extract
valuable information concerning the electromechanical modal properties of power
system oscillations. This chapter introduces a novel method for identifying elec-
tromechanical inter-area oscillation modes with the help of wide-area measurement
data. Variational mode decomposition (VMD) can be considered as a flexible signal
processing technique on the wide-area phasor measurements in power oscillation
analysis. For the real-time operation, it is challenging to preset the value of the
mode number in the VMD process. This issue has been addressed by improving the
strategy for VMD, which is presented in this chapter. The first stage involves the
use of Complete ensemble empirical mode decomposition with adaptive noise
(CEEMDAN) technique to generate intrinsic mode functions and gives indexing
based on the correlation factor. Depending on the indexing, the mode number is
selected for the second stage VMD process. Techniques such as spectral analysis
and Hilbert transform are quite suitable for the estimation of modal parameters. The
study is based on significant features of power oscillations, such as determination of
damping ratio, amplitude, and frequency. The identification and estimation of low
frequency modes have been performed using this improvised VMD technique, and
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the results have been compared with those obtained using empirical mode
decomposition approaches. The proposed approach is also validated using real-time
data obtained from load dispatch centers. The results indicate the effectiveness of
nonlinear, nonstationary analysis methods for analyzing the low frequency modes
and provide reliable validation of these algorithms in analyzing real-time data
patterns.

Chapter “Small Signal Stability Improvement of Pumped Storage Hydropower
Using Wide Area Signal Considering Wind Farm”: The electromechanical oscil-
lations in the power system, known as local and inter-area modes, as well as power
system oscillations, in presence of wind turbines due to its inherent stochastic are
two important cases in small signal stability study. Fixed speed (FS) pumped
storage power plants (PSHP) similar to other power plants based on synchronous
machine experience low frequency power oscillations. Therefore, a power system
stabilizer (PSS) is developed for damping these oscillations. However, insufficient
damping of these oscillations limited the capacity of energy transfer. On the other
hand, state-of-the-art PSHP based on doubly fed induction machine (DFIM) known
as variable speed (VS) have different effect on both small signal and transient
stabilities of power system. Moreover, PSSs can be more important in
multi-machine power grid to be tuned in a precise method. Nowadays, in smart
power grids, PSS with wide-area signal (WAS) instead of local signal is attended to
decrease low frequency power oscillations, and therefore, improve the small signal
stability of the power system. This chapter intends to consider effect of DFIM and
SM-based PSHP with different PSS tuning methods. Aiming at this purpose, a case
of 343 MW hydro pump-turbine (HPT) coupled to DFIM with 381 MVA in
comparison to the SM with same capacity, i.e., 381 MVA, as well as an aggregated
wind farm are applied as the study case. Calculation and simulations are conducted
in Digsilent 15.1 under diverse conditions. Also, modified New England test sys-
tem, including10-machine and 39-bus system, is adopted as a large power network
in presence of a wind farm. The results show using PSS with WAS can be a good
option for FS-PSHP to improve damping low frequency oscillations.

Chapter “Impact Analysis and Robust Coordinated Control of Low Frequency
Oscillations in Wind Integrated Power System”: With rapid proliferation of wind
generation in current generation mix, the issue of low frequency oscillations (LFOs)
may get escalated in the modern power grids. The eigenvalue and dynamic sen-
sitivity analysis have been employed to examine the effect of wind integration on
system damping. Further, a wide-area based robust damping improvement control
is suggested. It involves the coordinated control of power system stabilizers (PSSs)
of synchronous generators (SGs) and power oscillation dampers (PODs) of doubly
fed induction generators (DFIGs). The robust control is attained by employing a
new fitness function based on eigenvalue and damping ratio and optimized by
Whale Optimization Algorithm (WOA). The wide-area POD inputs are selected
using modal observability criterion, obtained using phasor measurement units
(PMUs) located optimally in the system. The results are verified on IEEE bench-
mark 68 bus NY–NE (New York–New England) test system. The simulation results
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highlight the robustness of proposed control to changing system conditions and
shows its effectiveness in augmenting system damping, and thus small signal sta-
bility with high level of wind penetration.

Chapter “Frequency Stability of Two-Area Interconnected Power System with
Doubly Fed Induction Generator Based Wind Turbine”: This chapter presents a
comparison of the performance of integral (I) and proportional-integral-derivative
(PID) controllers in frequency stabilization or load frequency control (LFC) of
two-area interconnected power system considering generation rate constraints
(GRCs) with Doubly fed induction generator (DFIG)-based wind energy. Two
mathematically models are identified for investigations. Power system model 1 is
two-area interconnected power system which contains two identical non-reheat
thermal plants without DFIG participation. Whereas, power system model 2 con-
tains two identical non-reheat thermal plants with dynamic participation of DFIG at
both areas. Moreover, Harris Hawks Optimizer (HHO), Salp Swarm Algorithm
(SSA), and Sine Cosine Algorithm (SCA) are applied to find the optimal values
of the controller settings mentioned above. The effectiveness of the proposed
controllers, which are optimally designed by several optimization techniques (i.e.,
HHO, SSA, and SCA) is tested and verified through an interconnected power
system comprising of two identical non-reheat thermal power plants with/without
DFIG participation. Time-domain simulation results of the studied power system
with all mentioned optimization techniques are carried out using Matlab/Simulink®

software to validate the robustness of the proposed controllers.

Chapter “Wide-Area Measurement-Based Voltage Stability Assessment by
Coupled Single-Port Models”: As the power system becomes more stressed and
the penetration of intermittent renewable energies increase, voltage stability
assessment (VSA) becomes a key concern for maintaining and enhancing the
security of bulk power systems. Physically, the phenomenon of voltage instability is
indeed caused by an uncontrollable drop in system voltage after being subjected to
a disturbance. This deterioration may ultimately result in voltage collapse that has
been responsible for several blackout incidents. So far, a vast number of methods
ranging from simple static techniques to complex dynamic methods have been
proposed for performing VSA. More recently, with wide deployment of synchro-
nized phasor measurement unit (PMUs), PMU-based wide-area measurement sys-
tem (WAMS) has attracted lots of interests from both academia and industry. In this
chapter, recent developments of measurement-based coupled single-port models
will be presented for VSA. Generally speaking, the concept of the coupled
single-port model is to decouple a mesh power grid into several single-port local
equivalent models with considering extra coupling impedances. By collecting
real-time PMU measurements in each individual load bus, the reactive power
response derived from the extended Ward-type equivalent model can be applied to
eliminate the reactive power mismatch of the existing single-port model.
Meanwhile, these parameters of the Thevenin equivalent circuit in the existing
single-port model will be modified by a mitigation factor to improve the model
accuracy of VSA. Since the proposed method is simple, several voltage stability
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indicators can be easily extended with slight modifications. Simulations are con-
ducted on two test systems, including IEEE 57-bus and IEEE 118-bus test systems,
to validate the accuracy of the proposed method.

Chapter “Adaptive WAMS-Based Secondary Voltage Control”: Voltage instability
is a growing threat to the security and the reliability of power grids, especially as the
penetration level of intermittent renewable energies increase significantly in recent
years. Voltage instability and even voltage collapse will take place as the loss of
control of the voltage profiles in a power system. To achieve more efficient voltage
regulation in power systems, the hierarchical three-level coordinated voltage control
mechanism has been developed recently to prevent voltage collapse through the
appropriate management of reactive power sources. This chapter presents recent
developments in adaptive secondary voltage control (SVC) by utilizing real-time
measurements of power systems obtained from the wide-area measurement system
(WAMS). These methods are adaptive in the sense that load disturbances are
estimated from synchronized phasors of WAMS in nearly real-time. Thus, these
control inputs of SVC can be synthesized to minimize deviations in load voltage
profiles under the worst-case scenario. Uncertainties in measurement are also taken
into considerations by exploring the maximum likelihood (ML) method to further
improve SVC performance. Comprehensive simulations on a variety of IEEE
benchmark systems have been performed to verify the feasibility and the effec-
tiveness of these schemes.

Chapter “Applications of Decision Tree and Random Forest Methods for Real-Time
Voltage Stability Assessment Using Wide Area Measurements”: Traditionally,
voltage stability assessment (VSA) are widely investigated by model-based
appraches. Several achievements have been developed along this direction,
including continuation power flow methods (CPFLOW), direct methods, and opti-
mal power flow methods. Since precise model information are required and their
computations are very demanding, their applications to real-time VSA are chal-
lenging, especially when network operating conditions and/or network topology
may be always changed. In recent years, with wide deployment of synchronized
phasor measurement unit (PMUs), PMU-based wide-area measurement system
(WAMS) has already attracted lot of interests in investigating VSA in advanced
artificial intelligence approaches. By collecting real-time big data from power grids
and studying these historical data through statics analytics, some prediction models
can be constructed for VSA of the current operation conditions. This chapter pre-
sents some recent advances in data mining framework for power system VSA under
real-time environments. The proposed framework adapts a new enhanced online
random forest (EORF) algorithm to update decision trees (DTs), such as tree growth
and replacement. By means of weighted majority voting, one of the ensemble
learning skills, DTs in the random forest are able to reach consesus to deal with
power system changes. The proposed EORF framework is first tested on IEEE
57-bus power systems, and then is applied to Taiwan 1821-bus power system.
Through comprehensive computer simulations, the robustness, the computation
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speed, as well as the assessment accuracy, of the proposed EORF framework are
justified for assessing the power system voltage stability in real-time.

Chapter “Superseding Mal-Operation of Distance Relay Under Stressed System
Conditions”: Mal-operation of distance relay imposes serious threats to system
stability and a big reason for large-scale blackouts. These relays operate in its third
zone due to the inability of detecting fault during stressed system conditions. These
stressed conditions are load encroachment, power swing, voltage instability con-
ditions, extreme contingencies, etc. Conventional distance relay operates on the
basis of local measurements. It calculates the impedance from the relay to the fault
point for its operation. Load encroachment and power swing are very similar to the
symmetrical fault condition and it is difficult for these conventional relays to dis-
tinguish these stressed conditions from symmetrical faults. It is, therefore, important
to make the distance relay intelligent enough so that it will be able to discriminate
between a fault and stressed system condition. With the advancement in syn-
chrophasor technology, the drawbacks of conventional relays have been overcome.
The wide-area monitoring system (WAMS) is capable of development of online
intelligent techniques that can segregate the stressed system condition from any
fault. With these advanced techniques, the mal-operation of distance relays can be
avoided and thus wide-area blackouts can be stopped. In this chapter, a new scheme
for detecting the zone-III operation of distance relay is proposed to discriminate the
stressed system conditions such as voltage instability, power swing, or load
encroachment from fault. The proposed scheme is based on the monitoring of active
and reactive power of the load buses using WAMS. Various cases are created on
WSCC-9, IEEE-14, and IEEE-30 bus system to test the performance of the pro-
posed algorithm. The simulations have been done on the MATLAB Simulink
platform. Results shows that the proposed method is helpful to avoid the unwanted
distance relay operation under stressed system conditions.

Chapter “Real-Time Voltage Stability Monitoring Using Machine Learning-Based
PMU Measurements”: This chapter proposes a new MLP-based MSA algorithm for
power system voltage stability monitoring using the information provided by PMU
devices. In the proposed model, MSA algorithm is integrated to MLP network to
optimize the connection weights and biases of the network. In the second approach,
a novel hybrid model combining the adaptive neuro-fuzzy inference system
(ANFIS) and MSA is proposed to monitor the voltage stability. In the proposed
ANFIS–MSA model, authors adopt MSA algorithm to obtain proper parameter
settings for the ANFIS-based subtractive clustering (SC) technique. The results
of the proposed models have been validated and compared with existing methods
for IEEE 30-bus and IEEE 118-bus standard test systems considering different
operating conditions.

Chapter “Wide-area Transmission System Fault Analysis Based on Three-Phase
State Estimation with Considering Measurement Errors”: In this chapter, a
wide-area integrated method including a set of algorithms for transmission lines
fault analysis is introduced. The proposed method is based on extension and
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modification of state estimation formulation. Thus, the method is applicable to both
symmetrical and asymmetrical networks, as well as all fault types, including
symmetrical and asymmetrical ones. The method exploits the capacities of state
estimation formulation and the solution algorithm of weighted least squares
(WLS) to reduce the effect of inherent errors on the fault location accuracy and
detection and elimination of bad data in the measurement vectors. For this purpose,
an error model of the measurement chain including instrument transformers and
PMUs is proposed. This model is used to design measuring errors covariance
matrix in the state estimation formulation. The performance of the proposed method
has been investigated through numerous fault events simulated on different loca-
tions of all transmission lines of the IEEE 118-bus test system.

Chapter “Data-Driven Wide-Area Situation Analyzer for Power System Event
Detection and Severity Assessment”: Real-time power system monitoring and
assessment leads to two major concern, prediction and evaluation of security and
stability of power system. This assists in determination of in-time probable anomaly
of the system. However, at the same time it requires real-time technological
applications to measure network data at all strategic geographical locations.
Synchrophasor technology based wide-area situational awareness ensures real-time
monitoring and assessment of power system. This chapter proposes real-time
data-driven Wide-area Situation Analyzer (WASA). WASA first detects an event in
the system using synchrophasor measurements and then assesses its vulnerability
posed to power network. The vulnerability is measured as severity in terms of first
swing transient instability. Level of severity index is developed in terms of gen-
erator going out of step. The bus voltage trajectories going away with rest of the
system due to generator(s) transient instability are considered. The proposed new
approach is based on Center of Frequency (COF) formulated from limited (Phasor
Measurement Unit) PMU measurements. To check for an event existence in the
system, a new decision-based COF concept is defined. In order to determine the
severity of the identified event, a new Predictor Indices (PI) is proposed using COF
and PMU measurements. These predictor indices are used in assessment method-
ology, based on Adaptive Boosting (AdaBoost) of decision estimators.
Furthermore, comparative results of proposed wide-area situational analyzer with
other machine learning algorithms are also shown. The proposed WASA is insti-
gated on IEEE New England 39 Bus system, successfully validating the perfor-
mance of the proposed analyzer. The different type of events considered are
generation outage, bus outage, load outage, and line events. Additionally, if any bus
outage occurs due to line faults then it is considered as single severity. The results
reflect the efficacy of the proposed analyzer in the power system event detection and
its assessment efficiently and effectively with very less computational burden. The
ability of the proposed analyzer to identify events quickly and correctly makes it
suitable for real-time applications.

Chapter “Techno-Economic Analysis of WAMS Based Islanding Detection
Algorithm for Microgrids with Minimal PMU in Smart Grid Environment”: With
large-scale deployment of non dispatchable renewable energy sources, distributed
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generators (DGs) have paved way for multiple microgrids. Existing standards
stipulate disconnection of DGs in the event of any fault in either utility or microgrid
side. However, to ensure reliable power supply from these microgrids, the proposed
scheme operates an islanding detection algorithm (IDA) employed at the microgrid
control center (MGCC) that acts on the switch at the utility point of common
coupling (PCC). The whole microgrid is switched over to an islanded mode on
detection of an islanding event. Phasor measurement unit (PMU) data from the
utility PCC enables accurate islanding detection using islanding detection moni-
toring factor (IDMF) and rate of change of inverse hyperbolic cosecant function of
voltage (ROCIHCF) along with voltage at the PCC. Mathematical morphological
filters are employed to detect any persistent short circuit fault in the microgrid side
which may island the DG. For such faults, decision for disconnecting the DG or
islanded operation is based on probability of power balance (PoB) and probability
of islanding duration in the sub-microgrids, computed at the MGCC. Further,
performance of the IDA in microgrids is assessed using a proposed, microgrid
performance index (MGPI) considering the uncertainties in NDRES. Suitability
of the proposed indices to predict events leading to islanded operation in real-time
is also validated using decision tree (DT) method. The discrimination capability
between islanding and other transient events of DTs, yielded an accuracy of
approximately 99.9% for minimum detection time, which proves the prowess of the
method in real-time scenario. Compared to existing methods, the proposed method
promises reduced islanding detection time. Another distinct feature is that time for
islanding detection remains same irrespective of power mismatch ratios. The pro-
posed method prevents false alarms for critical non-islanding events with zero non
detection zone. Utilizing the proposed method, any redundant DG outage can be
avoided, minimizing their down time. An economic analysis of the proposed
islanding detection method using wide-area monitoring system (WAMS) with
minimal PMU deployment has also been studied to reduce the cost of PMU
installation without sacrificing the reliability benefit for the customers.

Chapter “Independent Estimation of Generator Clustering and Islanding Conditions
in Power System with Microgrid and Inverter-Based Generation”: The use of
phasor measurement units (PMU) allows us to obtain synchronized measurements
of various points in the network and whit them analyze the stability of power
systems. This chapter presents an algorithm based on participation factors to esti-
mate generator clustering and to evaluate its application on controlled islanding on
a power system, with distributed generation, using the data from PMUs after a
severe disturbance. The proposed islanding detection method uses the data obtained
from PMUs to represent the dynamics of the entire power system and form a
measurement matrix, updated using a sliding window, containing the angles of the
voltage phasors. Then, a covariance matrix is computed, and the eigenvalues and
eigenvectors of this matrix are obtained. Subsequently, the most energetic eigen-
value is identified, and its participation factors are calculated. The participation
factors are used as a contribution measurement of each generator into the most
energetic eigenvalue, i.e., they will show the contribution made by each one after a
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disturbance. The clusters will be formed by generators sharing the same partici-
pation level. Controlled islanding condition of the system will be evaluated by
using the clustering schemes proposed in the literature.

Chapter “Resilience in Wide Area Monitoring Systems for Smart Grids”: WAMS
infrastructures consist of various elements such as digital metering devices, com-
munication, and processing systems, in order to facilitate the operation, monitoring,
and control of power grids. For smart grids, resilience is a high-priority design
requirement, since they must be able to resist in failures at any layer, caused by
intentional attacks or unintentional events. In this chapter, authors review the
existing approaches in the literature for WAMS resilience. Based on our recent
work on dependency analysis for WAMS resilience, authors describe methodolo-
gies that take into consideration both optimization and resilience metrics during
WAMS design. Authors explain how WAMS resilience can be increased by
reducing the dependencies of WAMS components and by selectively adding con-
trolled redundancy of measurement units and communication links. Finally, authors
describe how this resilience model can be extended to also take into account the
dynamic structure of the smart grid caused by the integration of renewable energy
sources.

Chapter “Cyber Kill Chain-Based Hybrid Intrusion Detection System for Smart
Grid”: Today’s electric power grid is a complex, automated, and interconnected
cyber-physical system (CPS) that relies on supervisory control and data acquisition
(SCADA)-based communication infrastructure for operating wide-area monitoring,
protection, and control (WAMPAC) applications. With a push towards making the
grid smarter, the critical SCADA infrastructure like power system is getting
exposed to countless cyberattacks that necessitate the development of
state-of-the-art intrusion detection systems (IDS) to provide comprehensive security
solutions at different layers in the smart grid network. While considering the
continuously evolving attack surfaces at physical, communication, and application
layers, existing conventional IDS solutions are insufficient and incapable to resolve
multi-dimensional cybersecurity threats because of their specific nature of the
operation, either a data-centric or protocol-centric, to detect specific types of
attacks. This chapter presents a hybrid intrusion detection system framework by
integrating a network-based IDS, model-based IDS, and state-of-the-art machine
learning-based IDS to detect unknown and stealthy cyberattacks targeting the
SCADA networks. Authors have applied the cyber kill model to develop and
demonstrate attack vectors and their associated mechanisms. The hybrid IDS uti-
lizes attack signatures in grid measurements and network packets, as well as
leverages secure phasor measurements to detect different stages of cyberattacks,
while following the kill-chain process. As a proof of concept, authors present the
experimental case study in the context of centralized wide-area protection (CWAP)
cybersecurity by utilizing resources of the Power Cyber testbed at Iowa State
University (ISU). Authors also describe different classes of implemented
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cyberattacks and generated heterogeneous datasets using the IEEE 39 bus system.
Finally, the performance of the hybrid IDS is evaluated based in terms of detection
rate in real-time cyber-physical environment.

Lattakia, Syrian Arab Republic Hassan Haes Alhelou
Cairo, Egypt Almoataz Y. Abdelaziz
Fisciano, Italy Pierluigi Siano
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A Comprehensive Review on Wide-Area
Protection, Control and Monitoring
Systems

Valabhoju Ashok, Anamika Yadav, and Almoataz Y. Abdelaziz

Abstract In recent days electrical power system experiencing a rapid change
thereby inclusion of advanced equipment and expansion of transmission/distribution
network. Besides the modernisation of existing power system network, a number
of renewable energy sources such as wind parks and solar parks etc., have been
integrated to balance growing power demand due to the industrialization and digital-
ization. However, a secure and dependable operation of power system network is not
so easy because of its complex nature in terms of control, operation and maintenance
of various components in wide-area network. Inspite of gigantic developments in
power system operations, components and protection technologies, today’s power
systems are more susceptible to blackouts than ever before. In this context some
of the recorded major blackout incidents have been classified according to the time
and location as of research reference purpose. As per the survey the frequency of
occurrence of blackouts is increased over time. Practically, it is not possible to avoid
blackouts completely; though, various research studies and number of research arti-
cleswere acknowledged that by taking some rationally gainfulmeasures, incidence of
the blackouts could be abated and/or their effects could be mitigated. The forthright
approach is to minimize the peril of unplanned disturbances thereby extenuating
opportune paradigms to the extent that possible, the root causes of the disturbances
through analyses and audits followed by initiating various preventive and corrective
actions. In view of the preventive and corrective actions to avoid wide-area distur-
bances, a new paradigm has been embraced with Wide-Area Protection, Control and
Monitoring (WAPCAM) system. With the rapidly growing capabilities in advanced
computer and communication technologies such as Intelligent Electronic Devices
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(IEDs) enabled Remote Terminal Units (RTUs), Global Positioning System (GPS)
enabled PhasorMeasurementUnits (PMUs); opportunities are nowbeing available to
adopt the Wide-Area Protection, Control and Monitoring (WAPCAM) system. Such
systems receive wide-range of data or information e.g. system-wide bus voltages,
angles, active and reactive power flows, etc., and by analysing them, can estimate
whether the system is at stressed condition or not. By taking coordinated actions,
the power system network can be saved from proceeding to total collapse, or even,
mitigate the wide-area disturbance effects upon the system. WAPCAM system has
different level of hierarchies in realization of preventive and corrective actions such
as local feeder level, sub-station level and central/regional level. One of the recom-
mended preventive plans against the wide-area disturbances and the blackouts is
Wide-Area Protection and Control (WAPC) system that includes Special Protection
Schemes (SPS) (or) System Integrated Protection Schemes (SIPS) (or) Remedial
Action Schemes (RAS) based on an advanced communication infrastructure etc. To
mitigate the impact of wide-area disturbances, the remedial/corrective actions have
been initiated by implementing Wide-Area Stability and Control (WASC) system
that embraces power system stabilizers (PSS) and ON-Load Tap Changers (OLTC)
andWide-AreaMonitoring andControl (WAMC) system. It also includes out-of-step
(OSS) bus splitting and optimal islanding schemes etc. Although; the power system
exhibits unstable dynamic phenomena at stressed conditions such as Transient Angle
Instability, Voltage Instability and Frequency Instability, the WAPCAM has to bring
back the power system to normal restorative condition as soon as possible. This
chapter enlightens a comprehensive research review and explicates different type of
WAPCAM systems that can address the major blackouts to improve stability, relia-
bility and security of power system networks. A comparative assessment has been
explicated by summarizing various recently reported conventional and intelligent
schemes. It also enlightens the research insights to power system researchers and
protection engineers while planning and designing of stable, reliable and secured
power system networks.

Keywords Wide-area power systems · Blackouts ·Monitoring systems · Power
system protection ·WAMC · PMUs

1 Introduction

Topologically speaking, power system networks are may be the widest intercon-
nected networks in service today [1] and frequently exposing to thought-provoking
engineering challenges. In addition, unfortunately, growth of generation and trans-
mission networks is limited due to right-of-way restrictions and the public resist to
building neighbouring plants, substations, lines and any other bulk facilities. Opti-
mization of the available resources is then a must, leading to the operation of the
power system close to its stability and security limits. Furthermore, the power system
deregulation categorized different operating regions, that confounds the enactment of



A Comprehensive Review on Wide-Area Protection … 3

Fig. 1 Typical operating
statuses of power system [2]

network-wide policies. An appropriate power system preserves operating frequency
and voltage within tolerable range at both normal and abnormal scenarios, while also
not beyond the thermal limits of the different power system equipment.

Typical Operating States of Wide-area Power System Network: For better under-
standing of how blackouts evolve from different disturbances and contingencies, it
is very helpful to theoretically categorize the system-operating scenarios into five
statuses [2, 3]. Figure 1 shows different operating statuses ofwide-area power system.

• Normal State: The entire system parameters arewithin the ordinary ranges and no
electrical component is burdened. The system is operating in a safeway and is able
to survive an exigency without encroaching any of the constrictions. Normally,
the power system is planned for (N-1) exigency that means it is able to withstand
the disconnection of one main element.

• Alert State: The system comes in the alert state if the safety/security threshold
crosses above or below to range of adequacy, or if the likelihood of a disturbance
upsurges because of hostile weather circumstances such as wind storms etc. In the
alert state, entire systemparameters lieswithin the tolerable limits and all constric-
tions are fulfilled. Nevertheless, the system has been subjected to disturbance; the
exigency may lead to overloading of components that pushes the system in an
emergency state. If the disturbance is upsurges further, the alert state moves into
extreme emergency (in-extremis) state.

• Emergency State: In this state, electrical components loadings and system vari-
ables surpass short-range emergency ratings. However, the system in this state
is still undamaged, and may return to the alert state by the instigation of emer-
gency control actions, e.g. fault clearance, excitation control, generation-rejection,
HVDC modulation, load shedding, etc.

• In-ExtremisState: If the above-mentioned emergency actionswere not pragmatic
or unsuccessful, the system proceeds to the in-extremis state, where the results are
cascading outages and probably shut-down of amost important part of the system.
Last resort remedial actions like bulk load rejection and optimal system separation
are intended to except asmuch of the system as possible from a prevalent blackout.
The system may develop into partial or total blackouts if corrective and saving
actions are not taken or are in-effective.
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• RestorativeState: This state represents the conditions inwherein remedial actions
(or) special protection schemes [3] are instigated to recouple all the services and
bring back system load. If the fast restorations are successful, the system proceeds
to either the alert state or the normal state.

2 Blackouts in Wide-Area Power System Networks

The continuous supply of electrical power is very essential for modern human life
that is taken for granted until, unexpectedly and without any preceding cautioning,
a blackout happens, ensuing in a complete interruption of power supply in an area,
or whole regions. Most of this blackout incidents led by cascaded trippings owing
to the short circuit faults, over loading, equipment malfunction and other external
disturbances such as thunderstorms, bad weather condition and fire accidents.

Progression of Blackout Incidents: Foremost power grid blackout is originated
by an incident or else manifold incident for example a fault and a relay malopera-
tion that are frontrunners to cascading outages and subsequent failure of the whole
system. Figure 2 illustrates progression of cascading events with different stages.
This cascading events causes large disturbances to spread and exaggerates as black-
outs. When a fault (or) disturbance happens or in case of the system is under stress
and equipment is disconnected without following proper procedures, the series of
incidents may arise. For illustration, few generators and/or lines are disconnected for
maintenance, and another line may trip owing to a fault. The existing lines due to
sag, touches a tree, and trips. There may be unnoticed failures e.g. obsolete relay sets
or malfunction of hardware equipment that may lead to additional line or alternator
to trip. Thereby the power system is confronted with overloaded components and
multiple disturbances growing in due course of time. If speedy actions are not taken,
the system experiences uneven distribution of load and generation, cascades into
unintended islands and may lead to blackouts if load/generation rejection actions are

Fig. 2 Progression stages of Blackout Incidents [4]
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not commenced. Results from previous studies [4] suggest that the progressions of
cascaded blackouts may be categorized into different stages, detailed as follows:

• Preconditions
• Initiating events
• Cascade events
• Final state of events
• Restoration

However, the fact is that not all blackouts have all the phases listed above, some
may be skipped or quickly developed. Conferring to these different stages, the
phenomena of major incidents could be analysed and assessed, to identify mutual
characteristics and features, summarizing their mechanisms and thus greatly helping
to prevent future blackouts.

• Preconditions: Different preconditions thatmay exists before the initiating events
of blackout, includes weather condition, aging equipment, inadequate reactive
power reserve, significant equipment out of service. Also some natural condition
such as abnormal wind speed, high temperatures, rainstorms/thunderstorms, fog,
fires, drought, flocks of migrating birds that encounter vital overhead transmis-
sion lines, etc., are often conditions triggering the cascading disturbances and
blackouts.

• Initiating events: Different initiating events may unswervingly lead to black-
outs or deteriorate the system conditions. Any of the following initiating events
may start the chain of events and introduce the disturbance(s) viz. short-circuits,
overloading, relay maloperation and loss of generation etc.

• Cascade events: The cascading is a vigorous phenomenon. It is prompted by
the originating events causing power oscillations and voltage fluctuations, and
overloads, (propagating disturbances) as a consequence the current increases and
voltage reduces. The high current and low voltage experienced by the lines and
generators could lead them to trip according to their pre-decided settings. This
would lead to more and more oscillations, fluctuations and overloads and thus
more tripping of generators and lines making the system out of order. According
to analysis [4], we can categorize the cascade events as follows: -

Steady-state progression: In this period, the progression of cascading events or
trips is slow and the system can still maintain the equilibrium between the gener-
ation and the consumption. The situation worsens slowly in this period, and thus
there is still a good opportunity for the system operator and emergency control
systems to take corrective actions to halt the spread of the cascade overload, and
thus preventing the blackout from occurring.
Triggering events: The separating line between slow steady-state progression of
cascading and the high-speed cascade. There is no point of return.
High-speed cascade: In this period, it is mostly too-late for the operating engineer
to initiate any remedial actions to stop this fast progression of blackout, and
the system could collapse in very short time. As the equilibrium between the
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generation and the loads may be violated and thus series of equipment, numerous
line and generators, may be tripped rapidly.

• Final State of Events: The final state of the power system reached after the previ-
ously mentioned chain of stages. The system is mostly separated into unplanned
islands, some with shortage of generation and some others with excessive gener-
ation. Both will introduce tripping of loads and/or generation. This will leave
plenty of islands in partial effective blackouts, if not total.

• Restoration: This is the post-process of attempting to reconnect all system
facilities together and bring back the system to its original operating state.

2.1 Analysis of Major Blackouts in Wide-Area Power System
Network

In this section, analysis of severalmajor blackout incidents is reportedwith root cause
of the blackout followed by progression of blackout incident such as preconditions,
initiating events, cascading events and final state of events are discussed along with
summary of recommendations.

New York, USA and Canada, November 9th, 1965 [5, 6]: The foremost major power
blackout properly reported in the US and Canada that affected 30 million people.
Restoration of service was hindered for several hours and in parts of NYC for periods
up to 13 h.

• Preconditions: Substantial loading situations all over the transmission system.
There was no enough generation. Spinning reserve set aside at that time. Backup
relay settings were too low relative to the overload that was carried by the line.

• Initiating events: The operation of a backup relay on one of the 5 primary trans-
mission lines transferring power to Toronto fromOntario Hydro’s Sir Adam Beck
no. 2 hydroelectric plant on the Niagara River.

• Cascaded events: After disconnection of that line, power flow reshuffled to
the remaining four lines, causing overloading and progressively tripping. After
opening of the remaining four lines, approximately 1500 MW of power gener-
ated at Ontario’s Beck plant and the Niagara plant of the power authority of the
state of NY, that was serving the Canadian loads in the Toronto area, reversed the
power flow and endeavored to get to the loads through the only remaining US-
Canadian tie at Massena. This caused Massena intertie to overload and opened,
totally isolating the Canadian system. As a result, the American system was left
with a surplus of about 1700 MW of generation, that surged into the US. Trans-
mission flow capabilities, across the system, were exceeded and thus the breakup
of the systems in the northeastern US was triggered. A widespread separation of
systems through New York and New England monitored in a matter of seconds.
Islands in New York and New England were left without sufficient generation to
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meet their loads, resulting in ceasing all of the power generation within three to
twelve minutes (except the Maine and eastern New Hampshire areas).

• Root Cause: The major reason was the weakest transmission corridor between
the northeast and southwest.

• Summary of recommendations: New EHV (Extra high voltage) transmission
lines were planned to be constructed. Not as much of critical load shedding was
presented for emergency cases. More dispersed spinning reserve was kept into
practice.

Con Edison System, July 13th, 1977 [5, 7]: Approximately 8 million people were
left in dimness, with New York City. Blackout remained for stages of 5–25 h.

• Preconditions: The Con Edison system was in normal stable operation, with all
elements operating within allowable continuous ratings. Several major elements
were out of service for maintenance or repair. The load on the system was
6091 MW, below the day’s 4 pm peak of 7264 MW; of which 3891 were supplied
by Con Edison local generation, and about 2200 MW was being received over
interconnections to adjoining systems. Con Edison’s stated operating reserve
generation was 2021 MW, with 738 MW in 10-min reserve and 1283 MW in
30-min reserve.

• Initiating events: At 8:37:17 pm, a lighting stroke caused a fault on both circuits
of a double-circuit 345 kV TL between the Buchanan South and Millwood West
Substations. CBs at Buchanan south tripped, but due to a design error in the
protective scheme, a transfer trip signal was sent to Laden town substation. The
345 kV line carrying 427 MW from Buchanan South to Laden town opened.
Indian Point no. 3 generating unit that was generating 883 MW, without a trans-
mission path for its output, tripped off the line and shut down. Relay operation
prevented (by protective system design) the normal reclosure of the Buchanan
South breakers. The result was a total loss of 1310 MW through this connection.
Power flow into Con Edison’s system immediately increased by 1265 MW. The
remaining deficiency of 45 MW was made up by a slight increase in output of
various generators and by a slight drop in load related to a very small drop in
system frequency. One transmission line, from Pleasant Valley to Millwood West
was carrying power over its normal limit, butwithin its long-term emergency limit,
and system conditions were still stable. At 8:55:53 pm, another lightning stroke
caused simultaneous faults and breaker openings on two more 345 kV transmis-
sion circuits; from Buchanan North to Sprain Brook and from Millwood West to
Sprain Brook, both via Eastview. In 2 s, tie between Millwood West and Sprain
Brook was successfully auto-reclosed. On the Buchanan North-Sprain Brook tie,
the breaker at Buchanan North end did not reclose due to a phase angle difference
that developed across the open breaker contacts, that did not permit reclosing.
Transmission tie to Ramapo substation was isolated from the Con Edison system.
Flows on other interconnections increased to make up this loss (1044 MW).

• Cascaded events: The Pleasant Valley-Millwood West tie, tripped due to an
improper relay operation (due to bent contact), due to overload. Con Edison
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system reached a very serious emergency state, with the two remaining vital inter-
connections seriously overloaded. At 9:19:11 pm, the 345 kV line from Niagara
Mohawk’s Leeds substation to Con Edison’s Pleasant Valley substation opened
due to sagging of the thermally expanded (due to overload) conductors and their
contact with a tree. This resulted in an increase of its 1202MW load on the rest of
the remaining lines. At 9:19:53 pm, a transformer at Pleasant Valley tripped out
on an overload, resulting in the further loss of 415 MW that was flowing into Con
Edison. About 2 min later, the Long Island Lighting Co. (LILCO) operator manu-
ally opened the tie between LILCO and Con Edison, as an effort to avert a major
emergency on the LILCO system, thus, reducing another 520MWfromflowing to
Con Edison. At 9:22:47 pm, the attempt to manually restore one 345 kV transmis-
sion line from Pleasant Valley to Millwood West failed. There was no net change
in system condition resulting from this incident. At 9:29:41 pm, the 230 kV inter-
connection from Goethals to Linden opened as a result of a failure in the heavily
overloaded phase-angle-regulating transformer that was an integral part of this
connection. This resulted in the loss of another 1150 MW. The last remaining tie
from Con Edison to external sources, two 138 kV feeders from Pleasant Valley to
MillwoodWest, immediately tripped from the accompanying power swing. Now,
the Con Edison system was isolated, with net load of 5981 MW and net genera-
tion of 4282 MW. System frequency began dropping, and UFLS relays operated,
however voltage transients occurred during this period, causing the tripping of
Ravenswood no. 3 line carrying 884 MW. Over the next 4 min, outputs of other
generators deteriorated as low frequency affected their auxiliary equipment. By
9:36 pm, the Con Edison system was completely shut down.

• Root Causes: Natural thunderstorms conditions, Maloperation of equipment,
Inappropriate system design topographies and Operational errors as lack of
groundwork for foremost emergencies.

• Summary of recommendations: Proper attention to matters affecting reliability
and emergency preparedness (design of the reliability criteria to identify the
extreme sensitivity of the city network, i.e. operating reserve policy). Develop and
implement aiding tools for operational staff, providing quick and complete infor-
mation about services accessible, operating conditions, dynamic line loadings and
computer-generated alternative actions to facilitate accurate and timely decision
making. Con Edison should install load-shedding controls to allow single-action
activation of large-block load shedding. Enhancement is needed for communi-
cations associated with system operating stations. Critical review of all the extra
high voltage relay schemes and settings.

Tokyo, Japan, July 23rd, 1987 [5, 8, 9]: Affected 2.8 million customers. Approxi-
mately 8 GW of power supply was interrupted for near about 3.35 h.

• Preconditions: Unusual hot weather, leading to the increase in power demand,
i.e. air-conditioning loads. Maximum power demand forecast (38500 MW) was
updated, and 950 MW were added and 570 MW were exchanged from other
utilities to guarantee the transfer capability of 41520 MW of the new power
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demandprediction. Subsequently, the operational standbybecame1520MW, ratio
of 3.8%, that was adequate to supply the growing demand. Tokyo Electric Power
Company’s (TEPCO) major power sources are located in the eastern regions, and
thus large amounts of power flow from east to west are common on the 500 kV
trunk transmission lines.

• Initiating events: Demand increased at a very unprecedented speed
(400 MW/minute) owing to the oddly hot climate. To sustain the voltage level of
the 500 kV transmission TEPCO switched on shunt capacitors and increased the
generators’ reactive power supply. By 13:07, all shunt capacitors were switched
on, while the power demand stretched to 39000 MW.

• Cascaded events: The voltage of the trunk network progressively go down.
Finally, at 13:19, protective relays tripped (zone-4 of distance relays) due to
voltage decrease and current increase, leading to shutdown of two 500 kV
substations (Shin-Fuji and Shin-Hatano, and one 275 kV substation, Kita-Tokyo).

• Root Causes: Inadequate knowledge of load characteristics. Insufficient moni-
toring tools. Lack of policies in contradiction of voltage instability. Uneven
distribution of power plants.

• Summary of recommendations: The operation of system voltage at high level,
within 5%. To decrease power flow on the East–West lines by introducing a new
generation source. To reduce heavy loads across the 500 kV transmission network
by altering the sub-transmission network connections at 275 kV substations. To
request to customers in emergency, with interruptible load contracts. Setting up of
Static VAR compensators and shunt capacitors. Improvement of demand forecast
techniques.

Egypt, April 24, 1990 [10]: This blackout was occurred all over Egypt. Supply was
interrupted from all customers for several hours.

• Preconditions: The heavy loading conditions all over the transmission system, on
the 500 kV system in particular, during the peak loadmaking the system operating
at critical voltages.

• Initiating events: A short circuit at Kommombo (near Aswan), lead to traditional
transient instability, voltage instability and eventually voltage collapse.

• Cascaded events: The officially announced fault is a 3-phase short circuit on
the Aswan zone bus, cleared by opening one circuit of the two 500 kV circuits
between Aswan and Nag-Hammady.

• RootCauses: The loss of synchronismbetween the northern pool and the southern
pool, of the system. The voltage collapses due to sudden opening of double
circuit lines. The short-circuit recoveries at loads of major induction motors
content. Concurrent starting of some induction motor loads. The operation of
network nodes near critical voltages. Machine operation near their steady-state
limit. Uncontrolled flow of reactive power. The failure of proper results from
control and protection actions.

• Summary of recommendations: The avoidance of upcoming blackouts may be
mostly realized by continuous stabilization of voltages at load-buses. The use
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of fast controllable VAR compensators by SVC at Nag-Hammady can mitigate
voltage instability and reserve machine synchronism, i.e. avoid transient inertial
instability. The power factor correction at individual loads components must be
provided.

Western North America, July 2, 1996 [5, 11]: The most disruptive breakup, far ever
experienced by the western system. Few GW of power were interrupted.

• Preconditions: Heavy loading conditions in southern Idaho and Utah since the
adverse weather conditions. The power flow on the Pacific ac and dc interties were
high (4300 MW and 2800 MW) that exports power from the Pacific Northwest to
California.

• Initiating events: At 14:24, a flashover on a tree on the Jim Bridger-Kinport
345 kV line. The maloperation of a ground protection relay tripped the parallel
Jim Brodger-Goshen 345 kV line. The special stability controls tripped two Jim
Bridger units (1000 MW) for loss of two of the three Jim Bridger 345 kV outlet
lines. This tripping was correct, and should have confirmed stability and avoided
supplementary outages. A 230 kV line relayed in Eastern Oregon, about 500 km
away from Jim Bridger.

• Cascaded events: The main root cause of this event was voltage depressed in
Southern Idaho. Within 24 s, various small hydro generators near Boise tripped
due to high field current. In central Oregon (500 km away) voltage gradually
reduced along the Pacific intertie, due to reduced generation at the Dalles power
plant. After the 24 s, a key 230 kV intertie line (Amps line) linking western
Montana and southern Idaho tripped by zone-3 relay operating on insignificant
overload and insignificant voltage depression. Interruptions of around 300MWon
this line initiated power swing in eastern Washington and eastern Oregon. Lines,
between Hells Canyon generation and the Boise load area in southern Idaho,
causing further overloading. The loading on the summer Lake-Midpoint line also
augmented. Anaconda-Amps-Antelope line (Amps line) tripping caused quick
overload, voltage collapse and angular instability across several tie lines. About
3 s later four 230 kV lines tripped linking Snake River Hells Canyon generation
to Boise. After 2 s, the Pacific ac intertie also tripped. Further, cascading led to
five separate electrical islands.

• RootCauses: The root cause of the disturbancewas voltage collapse and Improper
action of Zone-3 of some distance relays.

• Summary of recommendations: To prevent this kind of blackouts in the forth-
coming the defense in depth method was employed. In this context, a depth anal-
ysis of zone-3 protection, where outage detection-based stability control was
altered with response-based control for quicker response and further operating
ranges were upgraded that helped to curtail generator tripping for voltage and
frequency expeditions.

North America, August 14, 2003 [12, 13]: This blackout was affected approximately
50 million people whereas fully affected 8 US states and 2 Canadian provinces.
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Approximately 70 GW of power were interrupted. It caused around $7–10 billion
of economic loss. It took over a day to re-establish power supply to NYC and other
pretentious regions; while some areas in the US lost power for two days and some
regions of Ontario faced revolving blackouts for up to 15 days.

• Preconditions: Prior to 15:05: System was being functioning in comply with
NERC operating guidelines. Prior to noon: Substantial reactive power supply
complications in the states of Indiana and Ohio. From 12:15 to 16:04: Midwest
ISO (MISO) state estimator and real-time contingency analysis software was not
working properly owing to problems in software that prevented the MISO from
carrying out early warnings. From 14:14 to 15:45: Energy management system
software experienced failures at the FirstEnergy (FE) control center, contributing
to the insufficient situational alertness at FE.

• Initiating events: At 13:31: the first foremost incident that occurred, was the
outage of the FE’s Eastlake unit 5 generators. Owing to large reactive power, the
unit’s AVR (Automatic Voltage Regulator) tripped to manual since the response
of over-excitation, and as the operator tried to reinstate the AVR, the generator
finally tripped.

• Cascaded events: At 16:10 owing to the concurrent loss of foremost tie lines
between Ohio and Michigan, the power supply between the US and Canada on
the Michigan border removed, i.e. the power flow reversed, i.e. anticlockwise
from Pennsylvania, through NY and then Ontario and finally into Michigan and
Ohio (3700 MW). At this instant voltage collapsed, owing to enormously loaded
transmission lines and cascading outage of fewer hundred lines and generators
resulted in a power failure of the whole region.

• Root Causes: The root cause of this event was identified as an insufficient system
considerate, insufficient situational alertness, the lack of tree trimming and the
lack of problem-solving sustenance from reliability establishments.

• Summary of recommendations: Make reliability standards compulsory and
enforceable, with penalties for non-compliance. Enhancing institutional attention
to reliability. Start enforceable standards for preservation of electrical consents in
right-of-way areas. Improve training of operators and associated personnel and
wider use of system protection measures. Reinforce reactive power and voltage
control practices. Advance the quality of system state estimation, modeling data
and data exchange practices. Require use of time-synchronized data recorders.

Southern Sweden and Eastern Denmark, September 23, 2003 [12, 14]: The most
severe disturbance experienced by the Nordic power system in 20 years. Approxi-
mately 4700 MW load were interrupted in Sweden and 1.6 million people affected
and 1850 MW load were lost in Denmark and 2.4 million people affected.

• Preconditions: The operating circumstances were steady and within the limita-
tionsmentioned in the operational scheduling and grid security calculation. Power
requirement in Sweden was 15000 MW, that was, comparatively, quite moderate
owing to usually warm climate conditions. Nuclear generation was inadequate
owing to on-going yearly over-haul plans, and lately pick-up for some generators
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due to nuclear safety necessities. Approximately 400 MW of generation export
was scheduled from Zealand to Sweden. Two 400 kV lines in the region were
interrupted owing to planned maintenance work. The HVDC links with Poland
and Germanywere removed because of yearly inspection and someminor repairs.

• Initiating Events: At 12:30- interruption of a single 1250 MW nuclear genera-
tion unit (due to failure in containing inside valve complications in the feed-water
routes). This was regarded as a standard contingency, and conditions were still
well at hand at this moment. Spinning reserves at Norway, northern Sweden and
Finland were activated, enabling the system to resume stable operation, within a
minute. Voltages in the southern region had decreased to around 5 kV, but persisted
within the acceptable 405–409 kV level. Frequency was somewhat below the
typical operating limit of 49.99 Hz, thus initiating further actions to advance the
frequency. Power flow was reallocated in the grid, as more power was trans-
ferred to the western side to adjust the demand in the south; however, transmis-
sion levels were still within the pre-programmed security limitations. At 12:35-
a double busbar fault (due to damage to one disconnector) happened in a 400 kV
substation on the western coast of Sweden, causing the operation of the busbar
differential protection, thus, isolating the supply from two 900 MW units. At this
moment, total of 1750 MW generation was tripped and the grid lost its transmis-
sion corridor through thewest coast.Mainly, this triggered high power fluctuations
in the network, very low voltages and an additional decrease in frequency fallen
to a level somewhat around 49.00 Hz, where UFLS relays started to function. The
grid was then severely overloaded on another part of south-east and south-central
regions in view of ability to withstand the voltages. This region/area of the grid
had no foremost generation associated and therefore the reactive power backup
was poor. One and half minute after the busbar fault, the fluctuations vanished and
the system bring-back to steady-state. The following actions of numerous trans-
formers tap-changers dropped the voltage more on the 400 kV grid miserable to
a critical level. The condition established into a voltage collapse in a segment of
the grid south-west in region of the capital of Stockholm.

• Cascaded events: In case of voltage collapsed to very lower limits, CBs in the
sensitive grid segments were tripped by reaching the low impedance measures.
Then grid fragmented into two separate sections, covering south of Sweden
and eastern Denmark, primarily continued interconnected but suffered from an
immense shortage of generation. The residual generation in Denmark was inca-
pable to supply the power demand. Eventually within seconds, the dropped volt-
ages and frequencies caused generator and other grid defenses to operate and the
whole subsystem collapsed. The northern part of the split grid stayed intact, with
the interlinks to Norway and Finland.

• Root Causes: The local accident of major faults causes a problem to the system
far beyond the exigencies observed in typical system strategy and operational
security standards.

• Summary of determined recommendations: The assessment of the scheduling
and functioning reliability policies employed within the support between the
Nordic transmission systemoperators. Compulsory technical necessities on power
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stations will be imposed, in specific to accomplish the shift to domestic-load oper-
ation on outside grid instabilities. Strengthening of the transmission capability to
the south of Sweden by constructing a new 400 kV line in the present right-of-
way of 220/135 kV existing line. Courtesy taken to the need of establishing new
power plant in the region. Additionally, the adaption of innovative system protec-
tion/remedial schemes. Restricting of the switchgear in the fault-struck substation
with reverence to the menace of flashovers among the focal busbars. Revision of
other substations of like status. Compulsory checkup of disconnectors and sched-
uled auxiliary equipment at sensitive sections. Study of the activities to secure
distant control schemes at the abnormal and transient situations.

Italy, September 28, 2003 [15, 16]: This black out was affected 57 million people in
Italy. It was affected the whole of Italy, and parts of Switzerland. The power supply
was not provided for a time period of 1.5–19 h.

• Preconditions: Italian consumers, especially industrial, import the maximum
amount of cheaper power from foreign states. The interlink between the Italian
system and the UCTE grids is through six 380 kV lines and nine 220 kV lines.
During 2002 an extra 500 MWDC undersea cable is put in service, between Italy
and Greece.

• Initiating events:At 3:01:22, a treeflashover tripped amajor tie-line between Italy
and Switzerland (380 kV). Auto-reclosing of the line, and manual reclosing both
failed owing to the great phase angles difference across the line breaker. Total
Italian importation unaffected, decreased from Switzerland, however increased
from France, Austria and Slovenia. At 3:21, the import of Italy was decreased
by 300 MW; but was not adequate to overcome the overload of the Sils-Soazza
line that tripped at 3:25.22, due to unclear reason, either overload protection or
another tree flashover.

• Cascaded events: Few seconds later Mettlen-Airolo line tripped (220 kV).
Another 3 s later, two other 220 kV lines tripped, making the southern part of
Switzerland now separate from the remaining part of the Swiss grid and supplied
only by the Italian system. The overload caused significant and fast voltage
decreases and instabilities at French buses. The mixture of low voltage and high
currents triggered distance relay to trip a main 380 kV line, at 3:25.32. This acti-
vated the loss of synchronism of the Italian system. Loss of synchronism instantly
caused tripping of another double circuit 380 kV line with France, in addition to
other 220 kV lines. The last lines to disconnect were with Slovenia. Disconnection
was complete at 3:26.24.

• Root Causes: There was not enough load shedding to equalize the generation and
load in the isolated (Islanding Italian) system.

• Summary of recommendations: should be worked to guarantee the N-1 opera-
tion and planning criterion, meaning that each/every grid has to be secured with
reverence to every single exigency. Putting an updated special programmed load
shedding strategy thatmonitors the overloading of such critical sections, and oper-
ates before the protection devices operate, to prevent parting of the interlinked



14 V. Ashok et al.

grid. Revising of the traditional load shedding schemes, and resetting the stages
in a different perspective.

India 30 and 31 July, 2012 [17]: This blackout in India affected approximately 620
millionpeople in India. Itwas affected thewhole northern, north-eastern, eastern parts
of India, and few parts of packets (areas) survived from blackout. The first blackout
was occurred at 02:33 am on 30 July 2012 and power supplywas restored at 16:00 pm
on the same day and the total 36,000 Mw was interrupted. The second blackout was
occurred at 13:00 pm in the afternoon on 31 July 2012 and total load of 48,000 MW
was interrupted however, the supply was restored after 2–8 h approximately.

• Preconditions: Due to multiple outages experienced by the grid, the transmission
system becomes weak. In addition, Northern region grid drew more power from
western grid. Therefore, the corridor linking between north and western region
grid was overloaded. Inspite of absence of any zone-3 fault, distance relay on the
Bina-Gwalior line was tripped and western region separated from the northern
region.

• Initiating events: At 02:33:11, on 30 July 2012, maloperation of distance relay on
zone-3 for load encroachment condition in the line linking between Bina-Gwalior
that led to parting of Northern grid to remaining part of the Western grid and in
due course Northern grid was collapsed and lead to blackouts in the western
region, eastern region and north-eastern region. At 13:00:13, on 31 July 2012,
maloperation of distance relay on zone-3 for load encroachment on the same line
and led to collapse of the northern, north-eastern, eastern parts of India.

• Cascaded events: First event was occurred at 02:33:11 on 400 kV Bina-Gwalior
line and Few seconds later at 02:33:13, 220 kV Bhinmal-Sanchor line was tripped
on Zone-1 due to power swing. After few seconds at 02:34:00 220 kV, Gwalior-
Malanpur was tripped. In the second of blackout, first event was occurred at
13:00:13, on 400 kVNina-Gwalior line andwithin fewmilliseconds 220 kVBina-
Gwalior line-1 and line-2 were tripped. And further 220 kV Shivpuri-Sabalgarh
line-1 and 132 kV Pichhore-Shivpuri and 132 kV Picchore-Chanderi was simul-
taneously tripped. Simultaneously some of the interconnected lines were tripped
from13:00:13 to 13:00:20 that are steady progressed and a sequence of high-speed
tripping was occurred from 13:00:25 to 13:03:18 on different lines at different
places in the most part of Indian grid except southern grid.

• Root Causes: There was weak inter-state transmission corridors owing to several
outages. Heavy loading on 400 kV Bina-Gwalior-Agra link whereas operator
utilized unscheduled interchange. Maloperation of Zone-3 at load encroachment
condition.

• Summary of recommendations: There is a need to review of protection schemes.
Frequency band needs to be tightened further and brought close to 50Hz. Ensuring
prior function of defense mechanism by enhancing under-frequency and df/dt-
based load shedding strategies. Coordinated outage planning of transmission
lines with proper reactive power planning. Optimum utilization of available assets
and deployment of WAMS. There is a need of dynamic security assessment and
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analysis of state estimation. Execution of Islanding schemes and development
of intra-state transmission system. Reduction of start-up time of generators and
review of transmission planning criteria. Strengthening of system study groups
and formation of task force to study the grid security issues including cyber
security challenges in future.

2.2 Assessment of Major Blackouts

In this section, several major blackout incidents are assessed in Table 1 wherein 1
million people have experienced blackout for minimum 1 h in the last decade, and a
brief summary of their root causes and impacts are presented. The major blackouts

Table 1 Assessment of major blackouts occurred in wide-area power system networks in the last
decade [22]

Sl. No Country/Region Date Affected
people/Outage hours

Root cause

1 Mexico and USA
[18, 19]

September 8 2011 2.7 million,
12 h

Transmission line
trip

2 Brazil [20] February 4 2011 53 million,
16 h

Line fault and
fluctuated power
flow

3 India [17] July 30 2012 620 million,
14 h

Zone-3
malfunction at
overload
condition

4 India [17] July 31 2012 700 million,
2–8 h

Zone-3
malfunction at
overload
condition

5 Vietnam [21] May 25 2013 8 million,
1–8 h

Tree Fault, Crane
operator

6 Philippines [21,
22]

August 6 2013 8 million,
12 h

Voltage collapse

7 Thailand [21, 23] May 21 2013 8 million,
10 h

Lightning strike

8 Bangladesh [24,
25]

November 1 2014 150 million,
24 h

HVDC station
outage

9 Pakistan [16] January 26 2015 140 million,
2 h

Plant technical
fault

10 Holland [26, 27] March 27 2015 1 million,
1.5 h

Bad weather
conditions, short
circuit trip and
overload

(continued)
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Table 1 (continued)

Sl. No Country/Region Date Affected
people/Outage hours

Root cause

11 Turkey [28, 29] March 31 2015 70 million,
4–7 h

Heavy loading,
Lines and
capacitor bank out
of service

12 Ukraine [13, 22] November 21 2015 1.2million,
6 h

Power system
failure

13 Ukraine [22, 30], December 23 2015 230 million,
6 h

Cyber-attack

14 Kenya [31, 32] June 7 2016 10 million,
4 h

Animal shorted
the transformer

15 Sri Lanka [33, 34] March 3 2016 10 million,
16 h

Severe
thunderstorm

16 South Australia
[35, 36]

September 28 2016 1.7 million,
6.1 h

Transmission
infrastructure
damage due to
heavy storm,
cascading events

17 The USA(NY)
[37, 38]

March 1 2017 21 million,
11 h

Cascading failure
in transmission
system

18 Uruguay [39] August 26 2017 3.4 million,
4 h

Bad weather
condition causing
to cascading
failure

19 US (southeast)
[37, 40]

September 10 2017 7.6 million,
5 h

Cascading events
and transmission
tripping

20 Sudan [41–44] January 10 2018 41.5 million,
24 h

Cascading failure

21 Azerbaijan
[45–47]

July 3 2018 8 million,
8 h

Unexpectedly
high temperature

22 Brazil [48] March 21 2018 10 million,
1 h

Transmission line
failure

during the year 2011–2020 have been assessed in Table 1. The blackout duration,
number of affected people inmillions and its root cause are specified in Table 1. It can
be understood that the blackout which occurred in Bangladesh on dated 1 November
2014 has the maximum power interruption duration of 24 h [17, 25]. The Indian
blackout on 31 July 2012 has affected the greatest number of people (700 million)
[17]. The main root causes of the blackout are associated to severe overloading
of lines and bad weather conditions, inappropriate control and protection schemes.
Figure 3 illustrates the affected people during the blackout in millions and Fig. 4
shows the outage duration of blackouts in hours.
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Fig. 3 Blackout affected country (region) versus Blackout affected people in millions

Fig. 4 Blackout affected country (region) versus Outage duration in hours

Prevention Mechanism for Blackouts: It is not persuasively imaginable to fully
eradicate blackouts; however, it can be revealed that by enforcing some rationally
cost-effective procedures, incidence of the blackouts can be curtailed and/or their
effects could be mitigated. Obviously, the most forthright means is to minimalize
the menace of unintentional disturbances by vindicating, the root causes of system
disturbances by following three steps [49–51], the first one is analyses and assess-
ments of blackouts, second step is taking preventive and corrective actions and third
step is revision of public policies and forthcoming investments.
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3 Challenges in Wide-Area Power System Operation
Against Blackouts

Any of the unstable dynamic phenomena may causes to the separation of the
intact power system into smaller islands of source and load combinations. The
resulting partial or complete blackouts are thus developed and always associated
by the different disturbance phenomena, that the power system experiences. The
most significant disturbance phenomena associated with power system instability
generally occur in wide-area power system networks are discussed as follows [2,
52];

• Transient Angle Instability (loss of synchronism).
• Voltage Instability (voltage collapse).
• Frequency Instability (frequency collapse).

3.1 Transient Angle Instability

This is also called as loss of synchronism and this disturbance phenomena can
occur when group of generators at different parts/regions in wide-area power system
network accelerate at dissimilar speeds, creates a scenario where the system is likely
to split. The initial large disturbance (e.g. transmission line fault) will lead to eccen-
tricities in generator rotor angles. If this is then trailed by insufficient coupling
between cluster of generators (owing to removal of transmission lines), it may cause
to an absence of synchronizing power and therefore an incapability for generators
at various parts/regions in wide-area power system network to keep in synchro-
nism. It results an uninterruptedly progressing angular change between groups of
generators. As the two provinces/regions in wide-area network part in angle, the
voltage in between the two regions will be miserable. Such miserable voltage may
cause to protective relays tripping of further lines and, therefore probable subse-
quent splitting of all AC transmission corridors in between the two provinces/regions.
This phenomenon happens within a few seconds. Typical remedial actions can be
employed against the transient angle instability are braking resistors (or) FACTS
devices and Fast-valving to rejection of generation (or) to reduce generation.

Small-signal Angle Instability: This kind of disturbance occurs repetitively on
the system owing to the small discrepancies in loads and generation. This kind of
instability may happen in two forms; steady upsurge in rotor angle owing to absence
of adequate synchronizing torque and rotor oscillations of growing amplitude owing
to absence of adequate damping torque. The weakening of the transmission system,
coupled with high power transmission levels, lead to an unrestrained increasing
electromechanical fluctuation between cluster of generators. The pragmatic response
are unrestrained increasingpower oscillations on transmissionpassages till protecting
relay upshot in further separating of the system. The most outdated way of damping
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those oscillations is by means of Power System Stabilizers (PSS). FACTS devices
are also used for the damping of small-signal angle oscillations.

3.2 Voltage Instability

A system come in a state of voltage instability when the system is subjected to a
disturbance or upsurge in loaddemand leading to incontrollable drop in voltage. Thus,
the system is not able to keep stable voltage profile. The main factor contributing
to this instability is upsurge of reactive power demand in the system. However,
in most cases, voltage collapse (wide-area voltage instability) may occur within
several minute range. The emergency corrective actions usually taken are resetting
of generator voltage set point (or) fast re-dispatch of generation, automatic control of
shunt switching (or) series compensation andblockingof tap changer of transformers.

3.3 Frequency Instability

When the power system fails to keep its operating frequency stablewithin operational
limits, it is known as frequency instability. Usually the operating frequency can be
maintained within a narrow range by considering the system safety and stability. In
case of large disturbance, for illustration, loss of generation, loss of load or loss of
interconnection between AC or DC, an emergency control and corrective actions
should be taken to maintain frequency stability such as tripping of generators (or)
Load shedding, fast-valving to control generation, HVDC power transfer control and
controlled islanding of network (or) load.

3.4 The Need of Wide-Area Protection, Control
and Monitoring (WAPCAM) System

In view of the major blackouts and wide-area power system disturbances, the present
conservative method of protection, control and monitoring system is unsuitable
due to lack of system dynamic view with absence of real-time measurements. The
major blackouts, wide-area disturbances, etc., may occur in a very short time span,
faster than the time the operator could take to analyse and determine the action to
initiate. Henceforth the need of smart, wide-area-perspective system with advanced
communication and computer architectures is justified. Particularly application of
cutting-edge communication technology alongwith global positioning system (GPS)
enhances the protection and control system of wide-area networks [53, 54]. The
advanced real-time measurement elements such as Intelligent Electronic Devices
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(IEDs) and Phasor measurement units (PMUs) now permit precise assessment of
measuring quantities over extensively parted locations as well as possible real-time
measurement-based control schemes. Henceforth wide-area protection control and
monitoring (WAPCAM) system should be adopted to fulfil the main purposes of not
only growing transmission capacity but also improving system stability, reliability
and security.

4 Wide-Area Protection, Control and Monitoring
Philosophy

The revelation of the power system to wide area collapse and partial or total black-
outs has amplified in the recent ages, as the system has been pushed to operate
near to its stability and security limits. The power system networks are exposed to
major disturbances, that causes the disruption of the power service to the consumers.
Even for the well-designed system, erratic incidents can stress the system outside
the pre-determined limits. The operation and maintenance of the power system is
substantially diverse from the expectancy of the system planners/engineers, predom-
inantly in an emergency condition [55]. With the rapidly growing competences in
computer and communication technologies, opportunities are nowbeing available for
the introduction of advanced WAPCAM that shows a great potential. Such systems
would receive wide-span data, e.g. system-wide voltages, angles, active and reactive
power flows, etc., and analyse them, indicating whether the system is on the urge
of a transformation into an unstable state or not. Furthermore, issuing wide-span,
coordinated actions that will save the system from proceeding to total collapse, or
even, mitigate the wide-area disturbance effects.

The major blackouts and other disturbances worldwide have highlighted the
requirement of implementation of WAPCAM systems as a gainful solution to
improve power system network planning, operation, maintenance in view of reli-
ability, stability, and security of wide-area power system networks. The WAPCAM
systems has adopted state-of-the-art technology developments in sensing, high-speed
communication, advanced computing, dynamic visualization and optimized algo-
rithms. The synchronised measurement technology (SMT) and System Integrated
Protection (SIP) Schemes are main core elements of WAPCAM that enables opti-
mized coordinated functionalities at wide-area perspective. Figure 5 demonstrates
basic view of WAPCAM and its core elements.

The synchronised measurement technology (SMT) that provides real-time
synchronised measurements using a synchronized clock enabled with Global Posi-
tioning System (GPS) and can transmit wide-area measurements for real-time moni-
toring of power system network [56]. This synchronized measurement technology
can be realized by Intelligent Electronic devices (IEDs) at local bay level and Phasor
Measurement Units (PMUs) at regional level (or) wider level. These IEDs/PMUs
processes a real-time measured signal and estimates its magnitude and phase angle
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Fig. 5 WAPCAM: System Integrated Protection Scheme (SIPS) with Synchronized measurement

in time-synchronized form using GPS clock signal. Figure 6 elucidates conversion
of a sine wave and its phasor with in a time-frame.

Intelligent Electronic Device (IED):The IED is most significant intelligent device
at local level in the basis of WAPCAM, as shown in Fig. 5. The ‘IED” incorpo-
rates the basic functionalities such as merging unit, intelligent unit and protection
relay unit in a sole inlet/bay [57]. The basic structure of the “IED” is revealed in
Fig. 7. The monitoring and control of circuit breakers and switches are employed
by digital input/output edges. This IED can provisions Sample Value (SV) commu-
nication based on IEC61850-9-2 and the Generic Object-Oriented Substation Event
(GOOSE). Some operations of protection and control, that fits to the bay digital/logic
level, are realized in IED devices in case of communication system fails. The IED
devices can be mounted close to the main apparatus. According to the principle
of WAPCAM, the existing functionalities of the local protection are optimized.
Only main protections based on local fault information are reserved in local IEDs.

Fig. 6 Conversion of sine wave to its phasor form
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Fig. 7 Architecture of Intelligent Electronic Device (IED)

The standby backup protection and controls are available only in the condition of a
substation protection failure.

Phasor Measurement Unit (PMU): The main concept of PMU is to measure
the voltage and current phasors at the identical time on the designated locations,
transmit them into a central location, where they can be compared, assessed and
further processed. The device performed measurements in real-time is called Phasor
measurement unit (PMU). Figure 8 shows basic architecture of PMU. This PMU
is embedded with the receiver of GPS signal synchronizing the measurements and

Fig. 8 Architecture of Phasor Measurement Unit (PMU)
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labelling the time stamp on them. The PMU is able to pre-processing of data. The
basic functionalities of PMUs are as follows:

• System monitoring/state estimation
• Event recording
• Analysis system/load characteristics
• System controls

PMU can estimate/process synchronized voltage, current signals, frequency and
rate of change of frequency (ROCOF) according to united coordinated universal
time (UTC) [58]. These PMUs generally installs at optimal locations in substations
and also electrical network with a standard instrument transformer such as CT and
CVT. The PMU processes a real-time measured signal and estimates its magni-
tude and phase angle in time-synchronized form. A fixed time-frame is used with
synchronized GPS-clock signal. This GPS signal having 2.046 MHz band width
and a 1575.42 MHz centre frequency. However, it has some advantages to wide-
area power system networks such as wide-area monitoring with global coverage,
free accessibility and microseconds level of timing accuracy. A GPS receiver along
with phase-locked oscillator are used to time tag the measured signals after passing
through an anti-aliasing filter and an analog-to-digital converter [59]. Further this
digital signal is sent to a micro-processor to compute the phasors and frequency, rate
of change of frequency and binary data. This whole data is transformed from PMU to
phasor data concentrators (PDCs) that are setup in local substation to archiving data
for online monitoring of system condition and offline assessment of wide-area power
system network. This PMUs will process the data as per the IEEE1344, IREG_B,
and IEEEC37.118 standards and these PMUs are having two classes in application
point of view such as measuring PMU(M-class) and protection PMU(P-class).The
M-class PMU has low response time with high accuracy but P-class PMU has high
response time with less accuracy. So, the P-class PMUs are appropriate for real-time
protection and control applications where fast response and low latency is needed.

WAPCAM and its Functionalities embedded with SPS: In this WAPCAM an
existing protection, control and monitoring schemes are reviewed to achieve an
optimal coordination between the three-level system integrated protection schemes
(SIPS) (or) special protection schemes (SPS) (or) remedial action schemes (RAS).
The latest research and developments are reviewed and reassessed in this section,
including wide-area protection and control, wide-area stability and control and wide-
area monitoring and control that is based on wide-area communication infrastruc-
ture etc. to improve stability, reliability and security of power grid. These three-level
hierarchy is a concept of system integrated protection schemes (SIPS) for wide area
power systemnetworks [57]. The hierarchy of three-level functionalities ofwide-area
protection, control and monitoring (WAPCAM) systems is illustrated in Fig. 9. From
the Fig. 9 the most significant is the first level of protection and control system that
assures the power system transient stability by rapidly removing the faulty compo-
nent (or) system using a protection relaying equipment. The second level of stability
and control system stabilizes the power system after post-fault condition (or) other
disturbance condition by using stability control actions such as generator tripping



24 V. Ashok et al.

Fig. 9 Three-level hierarchy of WAPCAM

and load shedding. The third level of control and monitoring system secures the
power system thereby balancing the separated power system after splitting, that can
prevent the accidents from causing a system collapse by using frequency and voltage
emergency control actions when serious damage is occurring.

The conventional three-level system integrated protection for wide-area power
system is based on local information and static protection and control strategy, that
is not suitable any more to wide-area power system networks. Its limitations include:
information islanding caused by separated stability control systems, in-coordination
between protection and control for different devices, static setting and configura-
tion of protection and control that cannot comply with the new necessities of power
system security and stability. The advancement of PMU is significantly enhanced
the observability of the power system dynamics. The planned automatic control
action that could be engaged to secure the power system can be divided into either
preventive or corrective. The ultimate objective would be keeping as much of the
system intact and generators coupled to the power grid. The customized WAPCAM
systems are intended to enhance power system reliability and/or upgrade the trans-
mission capability in the future [56, 60]. The architecture for such systems should be
developed conferring to what kind of technologies the operators/utilities holds at the
particular time period, in addition to the choose of fitting the technology adaptation
method that the operator/utility in request will take. Figure 10 illustrates operational
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Fig. 10 Operational
coordination of WAPCAM

coordination of WAPCAM where WAPC, WASC and WAMC are optimally coordi-
nated each other to operate the wide-area power system network safely and reliably.
The WAPC employs locally measured data to instigate special protection schemes
and WASC and WAMC operates based on wide-area measurement data to initiate
remedial action schemes at regional level.

4.1 Wide-Area Protection and Control (WAPC) System

This WAPCAM system basically consists of three-level SPS with protection and
control equipment such as IEDs at the local bay level, PMUs at the sub-station
feeder level and reginal level. The basic architecture of wide-area protection, control
system (WAPC) is shown in Fig. 11.

Local Bay Level Protection andControl: As per theWAPCphilosophy the existing
functionalities of local bay level protection are optimised to main protection based
on local measurements such as fault data measured by IEDs. The standby backup
protection and controls are activated when the substation protection fails.

SubstationLevelProtection andControl:Asper theWAPCphilosophy, the substa-
tion level protection and control does not only includes the backup protection of
transmission lines, bus and transformer, but also aids functionalities of the substa-
tion control system, that includes automatic reclosing, automatic bus transfer, circuit
breaker failure protection, under frequency andunder voltage load shedding, overload
tripping and so. The substation backup protection is employed by using the whole
substation data. The conventional protection system like over current protection and
breaker failure protection are replaced with extended current differential protection.
In contrast to enhance the reliability of main protection, the functionalities of local
IEDs are replaced by standby functionalities of the substation level protection if in
case of local IEDs fails or undergo any maintenance.

Regional Level (or Wide-Area Level) Protection and Control: In the context of
WAPC philosophy, the region level protection and control incorporated advanced
functionalities such as backup protection and control. Some functionalities can be
employed at both substation level and region level protection and control centre such
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Fig. 11 Architecture of wide-area protection and control systems

as under frequency and under voltage load shedding and automatic bus transfer. The
transmission line section safety, protection and control across wide-area network can
be done by sharing data of PMUs at regional level that includes oscillation detection
and out-of-step separation. Further, it can coordinate the substation level protection
and control with regional level to enhance wide- area protection and control.

The physical architecture of wide-area protection and control system has been
discussed [60] and the three types of architectures such as flat architecture, central
(or) hub-based architecture and multi-layered architecture are explained for power
system networks. TheWAPCwith system protection terminal methodology has been
proposed along with few case studies of practical wide-area power system networks
in [55]. The design and implementation of wide-area special protection schemes
were proposed thereby introducing a physical structure and logical structure sepa-
rately. Further testing and validation of proposed schemes have been illustrated [61].
Newwide-area relaying protection has been proposed based on twomain approaches
such as online-adaptive relay settings and fault element identification that aims to
enhance the performance of wide-area backup protection [62]. The physical archi-
tecture of wide-area protection systems such as flat architecture with system protec-
tion terminuses, central architecture and multi-layered architecture were discussed.
The adaptive controllers for wide-area measurement systems such as de-centralized
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controllers, centralized controllers and Multi-agent controllers have been empha-
sized. The existing technology and their implications in wide-area protection and
control was reported [63] as follows:

• A complete defense plan to deal with all kinds of power system instabilities to be
provided by topological and numerical observability of power system.

• A suitable physical architecture for complete defense plan to tackle with all kinds
of power system security problems whether local or global in nature.

• Dynamics of loads in power system has to be considered while dealing with
frequency instability in WAPC.

• WAMSbased adaptive relaying to dealmalfunction of relays at stressed condition.
• WAMS can be used to deal uncertainties in distance protection schemes by getting

control parameters of FACTS in a precise time.
• The real-time adaptive protection scheme should be designed by enhancing time

delay in information exchange from PDC to control center.

The administrative control of backup protection and enhancement of system
integrity protection schemes thereby making more adaptive and intelligent because
of 70% of major blackouts were occurred due to malfunction of relays. The some
of the important issues related to hidden failure and non-hidden failure such as load
encroachment, under frequency load shedding, power swing and out-of-step trip-
ping.[64, 65]. The design, development and implementation of a centralized Reme-
dial Action Scheme (CRAS) in a practical power system network (Southern Cali-
fornia Edison) was emphasized in [66]. This implementation of CRAS has enlight-
ened two major contributions; (a) How the wide-area monitoring and protection
system can be designed by using advanced information and communication tech-
nology (ICT)with the future expanding functionalities forRAS. (b)The experience of
conceptualization and implementation of proposed wide-area protection and control
system was given valuable insights to adopt for existing power system network. An
adoptive out-of-step protection scheme has been proposed based on extended equal
area criterion (EEAC) to regulate critical clearing angle (CCA) and critical clearing
time (CCT). The parameters of dynamic model and coherency between the group
of generators/system are determined in real-time investigation on 16- machine, 68-
bus network model. A logical scheme based new wide-area protection and control
system has been designed to predict transient voltage instability and the proposed
algorithm response time was 10 s after the post-disturbance that may lead to system
collapse if not predicted properly [67]. To define parameters for alarm triggering
and other protection and control modules, a key performance Indices (KPIs) can
be integrated as transient angle stability function in WAMPAC [68]. The proposed
scheme was employed on two standard network models such as IEEE 9 bus system
and Chilean’s CRO 6 bus system. A combination of current differential scheme and
phase comparison scheme are used to design a novel centralizedwide-area protection
system that enhances the performance of pilot wire relays and it hasmany advantages
such as invulnerable to power swing, mutual coupling, sequence impedance imbal-
ances, independent of load currents, good selectivity for external faults and zone
coordination is not required [69]. The coordinated substation protection system has
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been elaborated using inter-substation information and IEDs embedded with three
basic modules such as function module (FM), local coordinated module (LCM) and
remote coordinated module (RCM). The FM explores protection functionalities like
sharing data with other local IED and performs coordinated tripping actions, LCM is
used to monitor need of local IED and sends appropriate commands [70]. The RCM
module, receives data from other remote IEDs and analyse to local use. The coor-
dinated substation protection system doesn’t require any third-party for control and
monitoring and it is redundant in case of IED damages. The range of functionalities
of IEDs can be extended through standard module interface.

A multi-function line protection (MFLP) model has been designed with a combi-
nation of system integrated protection and backup protection functionalities using
wide-area measurements that tested for out-of-step condition in MATLAB/Simulink
environment [71]. Development of hardware-in-loop (HIL) test bed for traditional
protection relays and latest protection relays that operates on IEC61850-9-2LE in
laboratory environment. A precise model of IEEE 123 bus test system has been used
to simulate a large number of test sequences for confirmation of relay response times
at different substation topologies [72]. The DC power flow model with synchro-
nized measurements based an optimal bus-splitting scheme has been proposed in
[73] and the same tested on IEEE 14 bus test system. A centralized busbar differ-
ential protection scheme has been developed by considering data desynchroniza-
tion scenarios. The first-order Lagrange interpolation polynomial and voltage angle
difference between IEDs are used to recompense data desynchronization errors. And
the same protection philosophy was tested on real-time digital simulator by using
a IEC 61850-based IED that are employed on Smart Grid infrastructure evaluation
Module of MMS-EASE lite library [74]. Travelling wave theory-based fault location
estimation using wide-area measurements and the same proposed scheme has been
validated on a practical Korean power transmission network [75]. The zone division
based wide-area protection system for fault identification using positive sequence
fault component in [76] and a case study has been performed on IEEE 10 machine
39 bus network to confirm the efficacy of the proposed scheme.

Awide-area backup protection scheme has been developed based on fault compo-
nent voltage distribution. The voltage and currents at sending end of the line are used
to estimate fault component voltage at the receiving end. The proposed scheme
was validated on IEEE 39-bus system and the fault component can be detected by
the ratio between measured values and estimated value [77]. Detection of trans-
mission line outage using wide-area measurements were proposed based on bus
voltage phasor measurements and aiding to change in system topology. Addition-
ally, optimal placement of PMUs has been done to use minimum use of wide-area
measurement data [78]. A centralized multi-functional WAMPAC system has been
developed for out-of- step (OOS) tripping using wide-area measurements and the
Croatian 400 kV transmission system has modelled in MATLAB/Simulink to vali-
date proposed scheme [79]. Amulti-objective model for optimal placement of PMUs
by considering line outages has been investigated where ε-constraint method and
fuzzy satisfying approach were used to solve the optimization problem. The devel-
oped scheme has been validated successfully on IEEE-57 bus test system [80]. Power
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differential protection scheme based on wide-area measurements has been designed
and in addition CT saturation, data mismatch, latency in data transfer has been
performed. The proposed algorithmwas validated on a practical Iranian transmission
system in simulation environment [81]. A novel wide-area protection scheme based
on 3D-phase surface method using second order differential equations have been
explained. The solutions curves will move either close to the equilibrium point or
move away from the equilibrium point indicates whether transmission line is being
faulted or not [82]. This 3D-Phase surface method doesn’t need any zone settings
and can be adaptable to single and double circuit transmission lines without any
major changes. The realization of real-time Hardware-in -the-loop (HIL) test bed
for wide-area protection scheme was done by modelling 1100 bus TNB network on
Opal-RT real-time simulator. This comprehensive real-time study helps to reduce
risk of design errors and conforms the adoptability of proposed wide-area protection
in practical power system network [83]. The real-time analysis of wide-area protec-
tion scheme has been developed by deriving three types of relaying indices such as
distance relay index, over current relay index and directional relay index [84]. The
proposed scheme has been tested on New England 39 bus system. A system Integrity
Protection Scheme (SIPS) was proposed to improve wide-area protection security
during stressed condition by detecting vulnerable points to prevent maloperation of
relay [85].

The proposed scheme includes two algorithms; the first one, it updates relay
operating characteristics with respect to the system conditions and the second one,
it identifies the node at which load can be reduced to avoid relay maloperation. A
wide-area supervisory protection scheme has been designed for islanded networks
by calculating two indices; one is power flow between the line and angle difference
between the bus voltages [86]. This proposed scheme is robust to the high frequency
oscillations and changes in system configurations. The wide-area protection system
for transmission line has been developed by considering time delay in data transfer
and change in different communication links and devices as well. A comprehensive
testing method have been followed to enhance WAMPAC functionalities [87]. The
wide-area transmission line protection has been proposed by considering unattain-
ability of data of critical buses. Herein this proposed scheme three indices are derived;
the index1 identifies disturbance area by detecting changes in current injections and
then after a subsystem has been chosen. The index2 detects fault in the network by
calculating input and output power difference in the subsystem. Further the index3
helps to identify fault in the line based on the voltage feature. This proposed scheme
is thoroughly tested on NEW England 39 bus test system in OPAL RT real-time
platform and effect of stressed conditions of power system also evaluated [88].

4.2 Wide-Area Stability and Control (WASC) System

Thepower systemstability includes electromechanical (rotor angle) stability amongst
group of synchronous machines and voltage stability concerning load response to
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disturbances. Most of the stability controls are unremitting feedback controls at
power stations such as automatic voltage regulators and power system stabilizers for
generation excitation control and prime mover control [89]. The installed wide-area
stability controls are mostly based on straight detection of designated outages. This
emergency controls are called as Special protection schemes (SPS) or remedial action
schemes (RAS). The wide-area stability controls deal with feedforward/feedback
approach with the help of unremitting wide-area observability and controllability.
In present scenario wide-area stability controls measures power system response
to disturbances. Some of the wide-area stability control practices are reviewed as
fol1ows;

An adaptive wide-area damping control method has been designed by consid-
ering signal time delay for smart grid environment. The subspace system identifica-
tion (SIT) is adopted to low-order nonlinear model using wide-area measurements.
Further a newwide-area damping control method has been designed by online tuning
of wide-area damping controller (WADC) parameters with the residue method. A
simple time delay compensation algorithm was incorporated to validate effective-
ness of the method [90]. Based on wide-area measurements a load shedding method
is offered to prevent frequency instabilities by keeping line flows within acceptable
limits and rejecting the most vulnerable loads in a single instant/step [91]. Though
conventional under frequency load shedding ismost significant to dealwith frequency
instabilities some of the draw backs are identified as follows;

• It suffers with the delay in response because the conventional scheme needs the
frequency drop to some threshold value to initiate corrective actions.

• This scheme designed based on offline assumptions of load variations followed by
frequency deviations and corresponding system inertia. The conventional scheme
doesn’t contemplate the actual system state, topology, magnitude and location.

In the proposed wide-area load shedding approach, a single machine equivalent
model was designed based on wide-area measurement. The optimal load shedding
is proposed based on the estimated magnitude of disturbance. The progression of
frequency stability after a disturbance is estimated and stabilizing load shedding
has been proposed in a coordinated approach using wide-area measurements [92].
This proposed scheme overcomes delayed response of conventional load shedding
mechanism. Awide-area out-of-step (OOS) protection scheme has been proposed by
detecting stable and unstable power swings for several coherent group of generators
[93]. This proposed scheme detects transient angle instability after occurrence of first
swing of oscillation. The fault-masking emergency control to maintain stability by
considering system reconfiguration using wide-area measurements. The concept of a
virtual actuator for lure-type systemhas been presented based on the solution of linear
matrix inequality [94]. A new scheme for load shedding for self-healing of power
system under emergencies to deal with frequency and voltage instabilities. An appro-
priate load shedding has been calculated based on the disturbance power and voltage
stability condition using wide-area measurements. In this proposed scheme voltage
stability risk index (VSRI) has been assessed to find appropriate load shedding at
each/every load bus [95]. The proposed scheme has been successfully verified on
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New England 39 bus system and a real-world 246 bus Indian power system network.
The proposed adaptive under frequency load shedding scheme was compared with
traditional under frequency load shedding to conform the superiority. The parallel
optimization scheme to enhance voltage stability margin has been proposed based
on voltage stability (QV) index that helps to detect week buses and further proposed
scheme has been validated on IEEE 118 bus system and IEEE 300 bus system to
confirm the accuracy [96]. A new methodology Vector Analysis (VA) is proposed
that derives new instability index to detect voltage stability for wide-area power
system networks. This voltage stability index calculated based on active and reac-
tive power measured at generator bus. The network graph, and zoning is carried out
if proposed scheme detects the voltage collapse and disconnects weak lines in the
power system. After separating zones such as damaged and undamaged zones, load
shedding has been employed using ANFIS-TIK (AN-T). This proposed scheme is
verified on IEEE-39 bus system to conform the speed and accuracy [97].

4.3 Wide-Area Monitoring and Control (WAMC) System

When the conventional control strategy fails to predict or prevent critical exigencies
that may causes power system collapse, wide-area monitoring and control (WAMC)
system that offers an unfailing security estimation and optimized coordinated reme-
dial actions is able to moderate or avoid wide-area disturbances. The foremost chal-
lenge is early detection of power system instabilities, enhances power system relia-
bility, system operates closer to the stability limit, improves power transfer capability
without any compromise in security, and optimal load shedding. The main draw-
back of traditional system comprising of inappropriate steady-state system view
such as SCADA (or) EMS, or uncoordinated local control actions. A combination
of stability assessment and stabilization algorithms based on synchronized measure-
ments has been introduced aswide-areamonitoring and control (WAMC) system.The
power system instability assessment and various control schemes are accomplished
in WAMC as follows [98, 99]:

• Based on full observation of power system network: frequency instability
assessment, voltage instability assessment of the interconnected networks

• Based on customized observation of power system network: Oscillation detec-
tion assessment, voltage instability assessment of the transmission corridor, line
temperature monitoring.

The controlled islanding is an alternative solution for wide-area power system
networks when the system experiences major cascading incidents. The main objec-
tive of controlled islanding is to deal with power system stability of each/every
island and to maintain the minimum loss of load from the whole power system
network. A WAMS-Integrated adaptive controlled islanding scheme [100] has been
proposed based on the dynamic post-disturbance trajectories considering various
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failure modes. An Independent component analysis (ICA) based coherency identifi-
cation in wide-area power system network has been proposed in [101]. The proposed
scheme is employed to generator speed and bus angle data to find the coherent regions
of the power system. This proposed ICA applied/validated based on simulated data of
16- machine, 68-bus power systemmodel and also real-time data collected fromU.K
University usingwide-areameasurement system. This proposed scheme successfully
identified the group of generators and buses followed by a disturbance in the system.
A dynamic mode decomposition (DMD) algorithm to extract the global attributes
of transients that are measured by wide-area sensors has been proposed. This global
multi-scale based DMD infers global dynamic behaviour in the form of both spatial
patterns and temporal patterns that were associated with dynamic modes consisting
single frequency components [102]. The proposed scheme is adoptable for fast wide-
area monitoring and assessment of global instability in view of recent data fusion-
based estimation method. The integration of wind parks, solar parks and the HVDC
transmission causes inter-harmonics in thewide-area power systemnetwork thatmay
increase power system security problem. These inter-harmonics will lead to the sub-
synchronous oscillation in the phasor measurements. The impact of inter-harmonics
on wide-area measurements has been investigated there by employing frequency
transmutation principle. Further a practical case study was carried on china’s field
PMUs data and the correctness of fundamental derivations with an appropriate moni-
toring scheme is verified [103]. The estimation of actual inertia of power system
based on wide-area measurements such as ambient frequency and active power. This
proposed method helps to monitoring of inertia in continuous manner in the real-
time domain like minute and tens of minutes. In this method whole system separated
as number of different regions and operative inertia of each/every area was calcu-
lated individually by perceiving the dynamic changes between active power and
corresponding frequency deviations. This method is validated on practical Icelandic
power system network [104]. Most of the oscillations were damps out in the power
system instead few of undamped oscillations causes whole system collapse. A prac-
tical case study has been carried out by employing seven advanced signal processing
techniques such as Fast Fourier Transform (FFT),Wigner Ville Distribution (WVD),
Prony Analysis (PA), Hilbert-Hung Transform (HHT), S-Transform (ST), Matrix-
pencil Method (MMT) and Estimation of Signal Parameters by Rational Invari-
ance Technique (ESPRIT) that helps to identify low frequency mode oscillations.
The wide-area measurement data of practical Indian power system network has been
used to demonstrate themethodology. Among all seven Signal processing techniques
FFT and ESPRIT exploring good performance by extracting low frequency modes
without losing its attributes [105]. A real-time wide-area monitoring and analysis on
a hardware setup has been demonstrated to define power system security and stability
indices [106]. The online-power flow followed by a contingency analysis helps to
determine security and stability indices that can initiate corrective actions in power
system at emergency conditions. The online dynamic security assessment requires
real-time computation of dynamic equivalents. The wide-area measurements can
give exact resolutions to compute real-time dynamic equivalent. It can be realized in
two different approaches [107].
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The proposed methodology has been tested on EPRI’s 8-machine, 36-bus system
and outcomes demonstrates that dynamic equivalent model of external system can
replicate the dynamic behaviours of the practical power system accurately. Some of
the existing methods for detection of inter-area oscillation modes are assessed based
on calculation speed, accuracy, criterion and adoptability of Prony analysis method
and ESPRIT method have been compared. Based on the investigations and compar-
ative assessment of existing methods a novel scheme for monitoring low-frequency
oscillations using wide-area measurements are elucidated [108]. An extensive study
on dominant inter-area oscillation path signals and its adaptability in wide-area
damping control (WADC) has been carried out [109]. Since the performance of
WADC depends on selection of appropriate feedback signal such as dominant inter-
area oscillation path signals. The case studies have been carried out for open PSS,
fixed PSS and returned PSS. The proposed methodology has been employed on large
power system network, i.e., KTH-NORDIC32 system that confirms the applicability
for real-time power system networks. The imperialist competitive algorithm (ICA)
was used to design a multi-stage optimal under frequency load shedding (UFLS)
scheme based on wide-area measurements thereby deriving a system frequency
responsemodel (SFR) [110]. The applicability and effectiveness of proposed scheme
is evaluated on a practical SESCO grid transmission system. A novel UFLS scheme
has been proposed by considering time-domain simulations-based system frequency
response model using wide-area measurements [111]. A review on wide-area moni-
toring systems (WAMS) has been reported wherein centralized architecture, de-
centralized architecture and distributed architectures are explained for realization
of WAMPAC in future power system networks [112]. The decision tree algorithm
aided islanding disturbance detection and warning scheme [113] has been proposed
by considering islanding database of simulated records, islanding records of prac-
tical system and system geographical and topological data. The proposed islanding
scheme has been employed in Dominion Virginia Power System for practical
utilization.

5 Implementation of WAPCAM Systems in Practical
Power System Network

In this section, several cases that were encountered by the author have been
mentioned. Brief summaries of WAPCAM systems, or any SPS/RAS that classi-
fies to a wide-area nature (from the point of view of the author), are specified below
as a part of exploration. In 1985 [59] the Florida Power and Light utility installed a
system-wide fast acting load shedding system. After the addition of two new 500 kV
lines with neighbouring utilities, system studies showed that concurrent outage of
two or more large generators of FPL will affect the excessive power import into
Florida, that will result in a stable but overloaded state. However severe thermal and
reactive overloads might lead to voltage collapse and uncontrolled system partitions
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after approximately 30 s. The installed FALS package runs in the system control
centre computers in Miami, Florida. Using state-wide communications, of SCADA,
to identify a “stable system overload” that results in lines functioning above their
nominal ratings, low system voltages at pre-planned buses and heavy reactive power
demands upon generators, FALS initiates a trip signal to shed pre-planned quantity
of load to prevent uncontrolled outages of lines and generators that might cause
blackouts.

In France [59] in the early 1980s, several contingencies highlighted the cons and
weaknesses of the traditional out-of-step schemes already implemented, for example:
local processing ofmeasurements while the fact that out-of-step affects large areas. A
wide-area system, called “Syclopes”, was introduced, coming closer to the root of the
loss of synchronism problem, that are angular and frequency differences between two
points. Syclopes realizes detection of loss of synchronism, controlled islanding and
separation of different homogeneous areas and orders of load shedding, if required to
balance load and generation in the areas. TheTokyoElectric PowerCo. Inc. (TEPCO)
[114] employed an out-of-step (OOS) wide-area relaying scheme, based on power-
angle estimation method. A big nuclear generator was selected as a locus generator
and its instantaneous power and voltages data were transferred to each pumped-
storage plant via amicrowave linkage.At each plant, the received datawere processed
to predict out-of-step conditions and accordingly estimate the optimum shedding
capacity, ordering selective tripping of some local pumped-storage generators.

Again in 1989 [114], TEPCO applied another similar scheme based on Voltage-
angle estimationmethod. It measures voltagewaveforms at four locations on the bulk
500 kV transmission system and communicates using microwave communication
system. Phasor variances between the western region (load concentration) and each
of the other regions (containing most generation) of the TEPCO system is estimated
from the voltage waveforms. Phase angles for the next 10 cycles are estimated based
on extrapolation. If phasor variances surpass a pre-defined threshold phase angle,
out-of-step is detected, and system partitioning and load shedding are instigated.
In [115] a wide area protection system using Artificial Neural Networks (ANN)
for transient stability detection is proposed. Rate of change of bus voltages and
angles for six cycles after fault tripping and/or clearing is used to edify a two-layer
ANN. Coherent groups of generators, that swing together, are recognized through an
algorithm using PMUs data. Islanding and under-frequency load shedding actions
are taken by the system to counteract the system instability.

WAP systems schemes were designed in the Pacific NW and northern California
to detect 500 kV line outages and instigate suitable remedial actions to avoid over-
loads, low-voltages and out-of-step situations in the WECC system [1]. In [116], an
on-line demonstration of a Wide-Area stability and voltage Control System (WACS)
is described, at the Bonneville Power Administration (BPA). Phasor measurements
are acquired from eight BPA stations. Existing transfer trip circuits are accessible
for generator tripping and 500 kV capacitor/reactor bank switching. WACS first
processes the phasors to attain the required voltage magnitudes and active and reac-
tive powers. The voltage magnitude-based algorithm computes a weighted average
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voltage from the measurements at seven 500 kV stations. Non-linear accumula-
tors calculate volt-seconds under voltage threshold settings. Control actions are
instructed when volt-second accumulation reaches a set point. For generator tripping
the weighted average voltage must also be below a set point, taking into considera-
tion blocking of accumulation during voltage recovery. The voltage magnitude and
generator reactive power-based algorithm combines both fuzzy logic and weighted
average 500 kV voltage magnitude from twelve phasor measurements at seven loca-
tions and weighted average reactive power from fifteen transmission lines emanating
from six large power plants. With accumulator set point reached, capacitor/reactor
bank switching is commanded and then generator tripping only in severe conditions.
Also under voltage load shedding is utilized for voltage stability problems. Simula-
tions [117] showed that famous disturbances/blackouts of August 10, 1996 and June
14, 2004, could have been circumvented using these algorithms of the WACS.

In [118], a scheme of wide-area protection in contrast to chain over-load trip based
on multi-agent technology is proposed. Following a line outage, the possibility of a
chain over-load trip is analyzed by applying the elements of node impedance matrix,
that is updated from the dispatching (control) center throughWAN. Data from calcu-
lation agent is analyzed to judge whether a fault or an overload can appear, and
thus chain over-load trip can be blocked and maintain the power supply reliability
and continuity. In [119], an innovative method for the detection of voltage insta-
bility and the corresponding control in the existence of voltage-dependent loads has
been proposed. Local voltage and current phasor measurements provide basis for
calculating voltage-stability load bus index (VSLBI), in addition to the system-wide
information on reactive power reserves, will provide suggestions of control actions
for deployment when the stability margin is small and the reactive power reserves
are nearly exhausted.

Palo Verde is the largest nuclear power station in the western hemisphere [120].
The power station has 3 reactors that initially produced 1287 MW. The first unit was
further upgraded by 120 MW, and thus, restudies showed that the system will no
longer be stable after the loss of two of the generating units. It was found that the
loss of 2 units plus the added margin will cause overload problems on flows of the
California Oregon Intertie (COI-Path 66), and slight decay in frequency to less than
59.75 Hz. Moderation studies showed that shedding load, equivalent to the surplus
portion of the generation, would mitigate the problem. A scheme was developed
based on SRP’s digital communication infrastructure to permit load shedding in
small blocks at several locations all over the Phoenix metro area.

In [121] a WAP system design is proposed based on phasor measurement units
reassuring applications against different kinds of instabilities of frequency, small
signal angle and voltage. The proposed algorithm uses sliding windows of voltages
V at each bus and feeder loads P&Q.Mean values of gradients between timely neigh-
boring measurement points compose a set of load equations for different time steps
within a predictive window. These equations are then solved with a non-linear solver
algorithm that is calculated for all the system feeders to define the behavior of all
loads. Defined load parameters are then fed into the basic system model to be solved
for determining the equilibrium point. If no equilibrium is found, then collapse will
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be the predicted end. Therefore, a more accurate and early prediction of instabilities
is probable and thus corrective actions can be taken earlier and more optimized than
in traditional systems. A new prophetic method for emergency frequency control is
described in [122]. By creating control on PMU measurements, a single machine
equivalent for each power system island is computed online, modeling the evolution
of frequency stability after an exigency is detected and stabilizing load shedding is
defined in a coordinated way for the administered region. The exact quantity of load
or generation to be shed is determined in order to reinstate the frequency to a desired
value.An advanced technology has been designed byABB [123] for the identification
of voltage instability. “PsGuard” system comprises a number of phasor measurement
units (PMUs) that are placed at premeditated points all over the power system and
a central evaluation unit. They comprise an algorithm that computes the stability
of the several power line transfer circumstances based on locally measured data
of voltage/current phasors. Using the voltage instability prediction (VIP), based on
the Thevenin principle. In case of incipient voltage instability detection, the system
alerts the operator by indication of the outstanding security margin and provides
online supervision to counter this condition. Furthermore, corresponding data is
processed as input to the EMS. Also, automatic regulator actions are started if the
safety/security margin crosses a pre-defined critical level to prevent occurrence of
voltage instability; FACTS, blocking of OLTCs, maximize reactive power output
from generators and shed load as last defense measure. Another wide area protection
system [124] based on “three defensive lines” is proposed utilizing IEDs that are
in service throughout the system. The IEDs realize four functionalities. First, IED
record analog and digital information and calculate fault location and direction if any
is detected. Secondly, the fault affected IED communicates with other IEDs inside
and outside the substation transmitting and receiving fault calculation results and
information. Third, IED implements the WAP criterion to determine whether it shall
trip its local CBor send inter trips to other remoteCBs. Lastly IEDTransmit electrical
information to remote master station that will implement the WASAC controls.

The indicatedWASAC (Wide Area safety and automation control) provides func-
tion of load shedding, switching off generators, and controlling steam valve of gener-
ator etc. If the power system still suffers from major disturbances, the WAP system
will disperse the interconnected power systemnetwork into several islanded networks
to preserve stable and reliable operation.

6 Conclusion

This chapter presents a comprehensive overview of wide-area protection, control and
monitoring systems to prevent major blackouts in complex interconnected power
system. The typical operating states of wide-area power system network have been
categorized such as normal state, alert state, emergency state, in-extreme state and
restoration sate. However, this wide-area power system often experiences major
blackouts owing to inappropriate system planning in terms of protection, stability,
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reliability and security. These major blackouts events being evolved in progress of
incidents are emphasized as preconditions, initiating events, cascading events, final
state of events and restoration. Further the analysis and assessment ofmajor blackouts
in wide-area power system network have been elucidated followed by root causes of
blackouts and summary of recommendation to prevent black outs. The prevention
mechanisms of blackouts are highlighted along with the need of wide-area protec-
tion, control and monitoring (WAPCAM) systems. The most important challenges
in wide-area power system operation against blackouts (or) disturbances are expli-
cated such as transient angle instability, voltage instability and frequency instability.
The WAPCAM is designed with a combination of special protection schemes (SPS)
and synchronized measurement technology (SMT) wherein advanced technologies
such as IEDs, PMUs and high-speed communication infrastructure are most signif-
icant. The three-level hierarchy of WAPCAM is illustrated thereby describing opti-
mized coordinated operational functionalities. The WAPCAM functionalities have
been emphasized as WAPC, WASC and WAMC that are integrated with remedial
action schemes to maintain stable, reliable and secure power system. By adapting
advanced innovative technologies implementation ofWAPCAM systems in practical
power system have been discussed. This comprehensive review of literature will be
very useful for the power engineers, researcher, scientist working in the area of the
wide-area protection, control and monitoring system to prevent blackouts.
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Introduction to WAMS and Its
Applications for Future Power System

Reza Zamani, Habib Panahi, Arash Abyaz, and Hassan Haes Alhelou

Abstract Nowadays, the increase in electrical energy consumption and power
system restructuring have posed new challenges to the operation, control, and moni-
toring of power systems. In this situation, the supervisory control and data acquisition
(SCADA) system is not enough to ensure power system security and stability. The
SCADA is often unable to measure data of all buses simultaneously. In addition, the
sampling rate in this system is not enough for somepower systemapplications. There-
fore, the information obtained from SCADA does not show power system dynamics
properly. In order to improve the power system monitoring, wide area measure-
ment system (WAMS) has been developed to overcome the problems of SCADA
system. Phasor measurements units (PMUs) are the main part of WAMS system and
it basically consists of three essential processes including collecting, transmitting,
and analyzing data. WAMS receives obtained data via a high speed communication
links. After data processing and extracting appropriate information, decisions are
made to improve the power system performance. Efficient use of power system data
to achieve a secure operation strategy is targeted using the WAMS system. Due to
the effective role ofWAMS and PMUs in the reliable operation of power system, it is
necessary to study their concept and applications in this chapter. The history of PMU
and its structure is presented in this chapter. In addition, the necessity of WAMS for
future power system and its difference from SCADA system have been investigated
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in this chapter. Different algorithms and application of the WAMS are also intro-
duced in this chapter which can be implemented to improve the performance of the
future power system.

Keywords WAMS · SCADA · PMU · Power system monitoring

1 Introduction

The need to visibility, controllability, and send remote command power system has
been felt, from the beginning of the creation it. In order to operate the network
securely and with high reliability, it is necessary to have the information of different
places of the network in a center and according to that information, the necessary
decisions should be made. Telecommunication system with following specifications
was necessary for this aim [1]:

• Fast: A fast telecommunication system is required to be able to send signals to the
control center with minimum delay. Suppose that load increase in a substation in
the south of the country and control center will find out five seconds later. In this
case, there may not be enough time for preventive control.

• Bandwidth: It has a high bandwidth to be able to send a lot of information. This
information includes buses voltage, current and power of lines, and keys status.

With the passage of time, bandwidth and speed of telecommunication systems
increased. With this progress, system operators thought of creation of a control
center for network observability. At first, supervisory control and data acquisition
(SCADA) was created. This system received the information of different point of
the network in control center. This development allows the operator to control and
better operate the network in the control center.

Disadvantages of SCADA were found over the time. The lack of synchroniza-
tion of data obtained from different substations is the most important disadvantage
of SCADA. To extract the signal phase, a time reference is required, and for data
reference time, data synchronization is required. For this reason signal phase was not
calculated in SCADA. In first, state estimation (SE) was used to extract phase signal
in SCADA. SE has a lot of errors due to bad data and error of measurement device.
Sometimes, error of SE has so much such that many researchers believed that the
blackout of US occurs because of it. For this reason, the need for a system that can
measure synchronized data became very tangible.

With the help of a global positioning system (GPS), the synchronized data
of different places can be measured. With deploying this technology, researchers
focused on build a device that it could measure synchronized data. In the early 1980s,
a device that could sample synchronized data from different point of the network
was built in Virginia Tech. This device called phase measurement unit (PMU). An
example of PMU is shown in Fig. 1.
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Fig. 1 An example of first PMU that was built at 1980s

The first built PMU was a huge improvement in power system because it could
measure synchronized data from different Point. Therefore, IEEE published a stan-
dard for PMU [2–4]. PMU could extract signal phase because of synchronized
measurements. Nevertheless, the first PMU had some disadvantages such as large
scale and less input. Primary PMU was difficulty installed in panel because of large
dimensions [5–9].

After this introduction, The SCADA has been described to make it clearer why
PMU was built. Then structure of PMU and how to extract phase and frequency
of signal are described. Finally, various WAMs and PMU applications have been
discussed.

2 SCADA

As aforementioned in the introduction, the SCADA system has been used in the last
decades for the visibility of the network purpose. The SCADA system consists of
the following three parts [10–14]:

(1) Remote terminal unit (RTU)
(2) Concept and object modeling notation (COMN)
(3) Master terminal units (MTU)
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2.1 RTU

RTUs are installed in substations and measure network parameters. The variables
that RTUs can measure usually are listed as follows:

• Voltage magnitude
• Active and reactive power
• Tap changer position
• Circuit breaker status

Thefirst three cases have continuous values, but the circuit breaker statuses are sent
to the control center by binary variables. To increase the accuracy and security, status
is sent with two bits instead of one bit, for example, 01 means that the circuit breaker
is closed and 10 means that it is open. Also, these first three cases are transformed
into DC currents using transducers in the range of 4–20 mA.

2.2 COMN

The telecommunication system is stablished between the substations and the control
center. Power transmission lines have been used to send signals in some cases. In
this method, the signal is added to the transmission line in the location of capacitor
voltage transformer and the signal moves along the line to reach the upstream bus.
Signals were sent on two different phases to ensure that transmission faults did not
cause problems. The operation of this system would be disrupted if there was a fault
on the transmission line (for example, a three-phase short circuit fault). For this
reason, other methods of sending, for example, radio, etc., gradually replaced this
method.

2.3 MTU

It is the control center to which signals are sent by a special protocol from RTUs. The
most common protocol is IEC 60870-5-101 (or 104). There are several applications
in MTU, the most common of which is SE, which is designed for two purposes:

• Signal phase extraction
• Reducing measuring signal error and sending data

In addition to performing these applications, the data is displayed on the diagram
mimic and the operator sees information about different locations of the network on
a large screen.
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It should be noted that if only the time error for receiving signals assumed to be
1 ms, in the power network with a frequency of 50 Hz, this 1 ms error will caused to
18 degree error in measuring the signals phasor.

2.4 SCADA Problems

After explaining the different concepts of SCADA, its problems are described so
that by knowing these problems, the requirements for constructing an efficient PMU
system can be better understood. In general, the most shortages of SCADA system
can be summarized as bellow:

(1) Measured data are not real-time and polling rate is about 2–10 s.
(2) Measurements do not exactly belong to a given time, i.e. time deviation exists.
(3) There is not any information on phase angle while this is a necessary tool for

power system stability assessment.
(4) SE runs every few minutes, if any
(5) Dynamic of the system is not observable.

These problems were lead to several blackouts in the world such as:

• August 14, 2003 Northeast blackout due to lack of wide-area visibility of the
system.

• A report prepared by U.S.-Canada investigation stated that if a phasor system
was available at that time, this blackout can be prevented. Particularly, the voltage
problem in Ohio could be identified and fixed earlier.

• In a few minutes before the cascade event, a divergence was occurred in phase
angle between Cleveland and Michigan.

That’s why researchers have developed a device that can simultaneously measure
signals.

3 What Are PMU and WAMS?

Active power is closely related to the angle of the bus voltage.Many of the controllers
of power plants depend on the active power of the system. For this reason, the need
to measure the voltage and current angle of the buses has been considered to attract
attentions. The main issue for this aim is existence of a reference for the angle and
synchronization in the measurements. In 1980s, first PMU has been manufactured
which was able to synchronize the measured angles. By developing the GPS, a huge
change was made in synchronizing measurements. With the help of GPS, data can be
synchronized with an accuracy of 1µs that this accuracy is sufficient and appropriate
for most of the power system applications. In the past, satellites were low enough
to send signals to GPS, and the synchronization was keeping using a crystal for up
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Fig. 2 Structure of the PMU

to 4 h. But today, the number of satellites has increased so that between 5 and 8 of
these satellites are visible for GPS system.

The prototype PMU has been employed at some of substations of Bonneville
power administration, American Electric Power Service Corporation, and New York
power authority. The commercial version of the PMU was manufactured by Macro-
dyne in 1991. Nowadays, more than 50 vendors are offering PMU devices in the
world. In addition, the related standards have been published by IEEE in 1991 and
revised in 2005 and 2011.

The structure of the PMU is as shown in Fig. 2. As can be seen from the Fig. 2,
A PMU consists of following essential elements:

(1) GPS receiver
(2) Phase-locked oscillator
(3) Anti-aliasing filter
(4) A/D converter
(5) Phasor microprocessor
(6) Communication module

The analog signals are imported into the PMU. First, the high frequency compo-
nent of the signal will be removed by an anti-aliasing filter. The reason for this is that
according to the sampling theorem, if the frequency of a signal is F and it is sampled
with FS frequency, this signal is similar to another signal with the frequency of

F ± N × FS (1)

where N can be an arbitrary natural number. Figure 3 shows interface between two
signals.
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Fig. 3 Interfacing between two signals with low sampling rate

To prevent this phenomenon, a low-pass filter is considered at the beginning,
which removes high frequencies components. The signals are then imported to the
analog-to-digital (A/D) converters and converted to digital signals. In some PMUs,
the anti-aliasing filter is also digitally located inside the A/D unit.

The task of the GPS is to be able to create synchronization with high accuracy,
and the phase-locked unit is also designed to keep the clock in good accuracy until
the next GPS signal is received.

The main idea of wide area monitoring systems (WAMS) is to create centralized
data analysis capabilities that data are collected from different area of the power
systemsimultaneously and in synchronizedwith eachother. The purpose of analyzing
this data is to evaluate the actual operating conditions of the system at any time and to
compare the network parameters (voltage and current values and angles, temperature,
active and reactive power) with the standard or predetermined limits. Also, with the
help of certain algorithms, the securitymargin of stability or the distance of the system
from the stability boundary is determined. Figure 4 shows the simple structure of the
WAMS. In general, each WAMS is consist of the following processes:

• Data measuring and collecting
• Data delivering and communication
• Data analysis

The WAMS structure comprises following infrastructures:

(1) Phase measurement units (PMUs), which must be installed at key points in the
network.

(2) Synchronizing system, which is the primary element to have a simultaneous
image of the system variables, the effect of events, and the general nature of
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Fig. 4 Simple WAMS structure of power system

the system. This system synchronized the sampling frequency/time of PMUs to
collect and send data.

(3) Data communication system, whichmust have the appropriate speed, reliability,
and security for data transferring.

(4) Data collection and analysis center, which should be equipped with appropriate
software for data analysis.

PMUs serve as the mainstay of the WAMS structure. The microprocessor is the
brain of the PMU, which performs all the necessary actions on the signal, such as
amplitude and phase extraction, as well as calculating the frequency and so on. After
performing the calculations, the data is sent to the WAMS center by the communica-
tionmodule.At theWAMScenter, data fromall PMUsof the network is available, and
because simultaneous data is available on all buses, dynamic and observable studies
of the system can be performed at the same time, unlike SCADA. TheWAMS center
can be connected to different PMUs due to conduct following analysis by receiving
data:

(1) Events analysis of power system using recorded event signals
(2) The behavior of the different bus phases at different times to predict future

conditions
(3) Frequency behavior of different areas to predict generation shortages
(4) Different bus voltage behavior to improve operating conditions.
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Also, due to the simultaneous data of different network buses, dynamic studies
can be performed in the WAMS center and the network stability conditions can
be evaluated and preventive actions can be executed if the network is going to be
unstable. In addition, the protection system configuration can be considered and
performed by using wide area data and remote buses that current transformers are not
saturated and do not suffer from voltage fluctuations instead of local measurements.

4 Amplitude and Phase Angle Calculation Using PMU Data

The amplitude and phase angle of the signal can be calculated using different algo-
rithms based on the PMUs measured data. In the following, three algorithms have
been described for the purpose of amplitude and phase angle computation [7–9].

4.1 Man and Morison Algorithm

This algorithm is one of the short window algorithms that uses three samples to find
the amplitude and phase of the signal. Suppose the input signal is represented as
follows:

V = VP sin(ωt + ϕ)−→ t = 0V = VP sin ϕ (2)

The derivative of the signal with respect to ϕ can be obtained as follows:

V
′ = VP cosϕ (3)

Therefore, the amplitude andphase angle of the signal canbe calculated as follows:

VP =
√

V 2 + V ′2 (4)

ϕ = tan−1

(
V

V ′

)
(5)

The derivative of a signal in the adjacency of t = 0 can be achieved regarding to
Fig. 5 and using (6).

V ′(t = 0) = V + − V −

2ω0�t
(6)

where
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Fig. 5 Three samples for
calculating derivative at t = 0
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The fs is the sampling frequency.
Therefore, using three samples of the signal, the V and V ′ can be obtained. If the

V −, V 0, and V + assumed to be three consecutive samples of the signal, the Man and
Morison estimation algorithm can be implemented as shown in Fig. 6. Hence, the

V +0VV − V +0VV −

0 1 0
0

1
2 tω

−
Δ 0

0

1
2 tω Δ

∑ ∑

sinPV θ cosPV θ

Fig. 6 Man and Morison estimation algorithm implementation
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amplitude and phase angle of the input signal can be calculated as follows:

VP =
√

(VP sin θ)2 + (VP cos θ)2 (9)

θ = tan−1

(
VP sin θ

VP cos θ

)
(10)

Despite the simplicity and ease implementation of this algorithm, following are
the main drawbacks of this method:

(1) Has weak performance against noise.
(2) Due to the frequency response of this algorithm, in the presence of harmonics,

the obtained result of this algorithm confronts with high error.
(3) The presence of a DC component in the input signal can cause error in this

algorithm.
(4) The obtained amplitude for themain harmonic signal in this algorithm is 95% of

the actual value of the signal and indicates error in the nature of this algorithm.

The Prodar 70 algorithm was developed to cope with the problem of having a
smaller calculated amplitude by the Man and Morrison algorithm with a real signal
amplitude.

4.2 Prodar 70 Algorithm

In this algorithm, the first and second derivatives of the input signal are used to extract
the amplitude and phase angle of the signal. If the input signal and its derivative are
assumed to be as shown in (2) and (3). Also, the second order derivative of the input
signal can be obtained as follows:

V ′′ = −VP sin ϕ (11)

Therefore, the amplitude andphase angle of the signal canbe calculated as follows:

VP =
√

V ′2 + V ′′2 (12)

ϕ = tan−1

(
V ′′

V ′

)
(13)

In addition, the first and second order derivative of the signal can obtained
regarding to Fig. 7. Accordingly, the first order derivative of the signal can be
calculated as follows:
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Fig. 7 First and second
order derivative of the signal
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The derivative of the signal in two hypothetical points at times ω�t
2 and ω�t

2 can
be obtained as follows:

V ′
(

t = ω�t

2

)
= V +1 − V 0

ω�t
(15)

V ′
(

t = −ω�t

2

)
= V 0 − V −1

ω�t
(16)

Therefore, the second order derivative of the input signal can be obtained at t =
0 as follows:

V ′′(t = 0) = V ′′(t = ω�t
2

) − V ′(t = −ω�t
2

)

ω�t
= V +1 + V −1 − 2V 0

(ω�t)2
(17)

Likewise, the implementationof theProdar 70 algorithm to calculate the amplitude
and phase angle of the signal can be seen from the Fig. 8 similar to the Man and
Morison algorithm.Although the problemof estimating themainharmonic amplitude
error has been modified in this method, this algorithm is still susceptible to noise,
harmonics, and DC component.
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Fig. 8 Prodar 70 algorithm implementation

4.3 Fourier Algorithm

To improve the estimation of the phase angle and reduce the error caused by the
presence of harmonics,DCcomponent, and noise, the Fourier longwindowalgorithm
has been considered. If a periodic signal V (t) with period T is assumed, then for all
the values of K= 0, 1, 2,…, V (t) = V (t +kT ). According to the Fourier algorithm,
any periodic function can be written in the form of a Fourier series according to the
following relationships [15–18]:

V (t) = a0

2
+

∞∑

k=1

ak cos

(
2πkt

T

)
+

∞∑

k=1

bk sin

(
2πkt

T

)
(18)

where

a0 = 1

T

t0+T∫

t0

V (t)dt (19)

ak = 2

T

t0+T∫

t0

V (t) cos

(
2πkt

T

)
dt, k = 1, 2, 3, ... (20)

bk = 2

T

t0+T∫

t0

V (t) sin

(
2πkt

T

)
dt, k = 1, 2, 3, ... (21)
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Discrete Fourier transformation is equivalent to Fourier transformation for digital
signals that are specified at limited points in time. This algorithm transforms the
input signal from the time domain to the frequency domain while retaining all the
information in it. Therefore, by considering a signal in one of the domains, it is
possible to obtain the signal in another domain. If the number of samples in a period
of time is equal to M, the real and imaginary value of the signal in the frequency
domain can be calculated using the time domain samples as follows:

�{V } = Vp sin ϕ = 2

M

M−1∑

n=0

V
( n

M

)
cos

(
2πn

M

)
(22)

�{V } = VP cosϕ = 2

M

∑M−1

n=0
V

( n

M

)
sin

(
2πn

M

)
(23)

Therefore, the amplitude and phase angle of the signal can be obtained using (24)
and (25).

Vp =
√√√√

(
2

M

M−1∑

n=0

V
( n

M

)
cos

(
2πn

M

))2
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For instance, if the system frequency is equal to 60Hz and the sampling frequency
is 720 Hz, the frequency response of sinusoidal and cosinusoidal filters (real and
imaginary part of the Fourier algorithm) can be seen in Fig. 9.

It can be seen that, this algorithm unlike the previous two presented algorithms,
can reduce the impact of the DC and other harmonics.

5 Frequency Calculation Using PMU

One of the important parameters of the system is frequency. PMUs measure the
network frequency in a variety of ways. Some of these methods are listed as follows:

• Zero-crossing
• Least square
• Phase deviation
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Fig. 9 Frequency response of the sine and cosine filters

5.1 Zero-crossing

This method takes the times that the signal passes to zero. For example, if the first
pass occurs at time t1 and the second time become t2, half the period of the signal
can be obtained as follows

T

2
= t2 − t1 (26)

Therefore the frequency of the system can be easily achieved as follows:

f = 1

2 × (t2 − t1)
(27)

The aforementioned frequency estimation method is considerably weak against
harmonics and noise hence its accuracy is low.

5.2 Least Square

This approach is a statistical method that is used to solve the set of equations which
the number of equations is greater than its unknown variables. In fact, this method
is based on curve fitting of the data set. In this method, the best fit model where the
sum of the squares of the difference between the data and the values obtained from
the fitted curve is minimal.

Defining of the curve fitting problem:
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e = ax − y (28)

This definition of the error leads to the fact that if the error is positive and negative,
the true value of the error is not shown correctly the accuracy of the fitted curve. Since,
the positive and negative values may be removed together. Therefore, one way is to
use absolute magnitude of the error as follows:

|e| = |ax − y| (29)

Since it is difficult to apply absolutemagnitude inmathematics, the other proposed
solution is using the second power of the error, which is essentially the same as the
second norm concept of the error or, more fully, the energy of error.

Now by minimizing the squares of error, we are actually looking for the ax vector
to be as similar as possible to the y vector. If the input signal is assumed to be as
follows:

V (t) = Vm sin(ωt + θ) = Vm cos θ sinωt + Vm sin θ cosωt (30)

If the three-terms of Taylor series are used instead of the sinωt and cosωt , the
above relation will be rewritten as follows:

V (t) = Sin(ωt)VpCosθ + (�ω)tCos(ωt)VpCosθ + Cos(ωt)VpSinθ−
(�ω)tSin(ωt)VpSinθ − t2

2
Sin(ωt)(�ω)2Cosθ − t2

2
Cos(ωt)(�ω)2Sinθ

(31)

where �ω is the change of angular speed. Six unknown variables can be found in
(Eq. 31). Hence, seven equations are needed to obtain these variables using the least
square error method. The measured voltage signal in (Eq. 31) can be rewritten as
follows:

V (t) = S11X1 + S12X2 + S13X3 + S14X4 + S15X5 + S16X6t (32)

where

S11 = VpCosθ S12 = tVpCosθ S13 = VpSinθ

S14 = −tVpSinθ S15 = − t2

2
Cosθ S16 = − t2

2
Sinθ

(33)

X11 = Sin(ωt) X12 = (�ω)Cos(ωt) X13 = Cos(ωt)

X14 = (�ω)Sin(ωt) X15 = Sin(ωt)(�ω)2 X16 = Cos(ωt)(�ω)2
(34)

Therefore, based on the least square theorem following relation can be developed:
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[S]N×6[X ]6×1 = [V ]N×1

[X ] = [S]∗[V ]

[S]∗ = [
[A]T [A]

]−1
[A]T

(35)

After calculating the unknown variables, using the following relationships, it is
possible to calculate changes of frequency and frequency estimation:

�ω = X2 + X4

X1 + X3
(36)

f = fzero + �ω

2π f0
(37)

5.3 Phase Deviation

If the angular speed deviation from the nominal value, and the rate of change of
angular speed at t = 0 are �ω and ω′, respectively, the angular speed at any time (t)
is given by:

ω(t) = (
ω0 + �ω + tω′) (38)

The phase of signal can be obtained from the integral of angular speed as follows:

φ(t) =
∫

ωdt =
∫ (

ω0 + t�ω + tω′)dt = φ0 + tω0 + t�ω + 1

2
t2ω′ (39)

It can be rewritten in the matrix form as follows:

φ(t) = a0 + a1t + a2t2 (40)

The phase of the signal can be calculated from the algorithms in the previous
section preferably by Fourier algorithm. Afterward, three unknown variables a0, a1,
and a2 can be achieved using the least square approach. If the phase of the signal at
t = 0, t = ΔT, t = 2ΔT, t = 3ΔT are available, following relation can be derived
based on the least square error algorithm:

⎡

⎢⎢⎢
⎣

φ0

φ1

φ2

φ3

⎤

⎥⎥⎥
⎦

︸ ︷︷ ︸
ϕ

=

⎡

⎢⎢⎢⎢
⎣

1 0 0

1�t �t2

12�t 4�t2

13�t 9�t2

⎤

⎥⎥⎥⎥
⎦

︸ ︷︷ ︸
B

⎡

⎢
⎣

a0

a1

a2

⎤

⎥
⎦

︸ ︷︷ ︸
A

(41)
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Therefore, the unknown vector A can be calculated using four samples. This
matrix contains the frequency and rate of change of frequency according to (39).
The unknown vector A can be obtained as follows:

[A] = [
BT B

]−1
BT [φ] (42)

6 Communication Infrastructure of WAMS

Asmentioned, in order to implementWAMS, it is necessary to transfer the measured
data provided by different PMUs to the control center using a high-speed communi-
cation infrastructure. This infrastructure must have the required reliability and capa-
bility. The various high-speed communication systems have been developed with an
increasing need for data transferring. Therefore, there are different communication
systems such as power line carrier (PLC), fiber optic, radio, microwave, and satellite
to data transmission between PMUs and the control center [3].

The communication methods of WAMS that have different advantages and disad-
vantages are classified in two categories of wired and wireless communication. So,
according to different capability of each method, the most suitable method for trans-
ferring data securely, reliably and economically is found according to network condi-
tions. Transmission lines are used to data transferring in PLCmethod. The implement
cost of this method is low because it does not require a separate structure for signal
transmission. However the attenuation and distortion of signal while it propagate
through the transmission line, noise caused by high voltage equipment around the
transmission lines and limited band width are some of the problems of this method.
In addition, data transferring is disrupted when a faults happens on the transmission
line [19–23].

Fiber optic is another method used to data transmission in the WAMS. The high
capability of data transmission along with the wide bandwidth attracts attentions to
this method. A small portion of its bandwidth is used to data transmission and the
rest of it can be used for other proposed. The transmission delay and attenuation are
low in this method and it is not affected by noise and environmental factors. Thus,
the security of this method is high. However, the high implementation time and
initial cost are disadvantages of this method. Compare to fiber optic, the microwave
and radio methods are low cost. The radio method has limited band width for data
transmission. So, the data of PMUs may interfere with other data which may be sent
in this frequency band. Due to the lack of need for wiring, the implementation time
and cost of this method are low [24–28].

Due to the easy installation, relatively high security and lack of need for wiring,
using microwave to data transferring between two points with a relatively large
distance seems to be a good option. The microwave is a relatively low cost method
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Table 1 Comparison of different communication methods in WAMS

Features PLC Fiber optic Radio Microwave Satellite

Connection type Wired Wired Wireless Wireless Wireless

Security Low (bit
error rate
<10–2)

high (bit
error rate
10–15)

Low
(questionable)

Medium (bit
error rate
10–7)

Medium (bit
error rate 10–7)

Bandwidth Limited Not
limited

Limited Limited Limited

Transmission
delay

Low Low Low Low High

Attenuation High Almost
zero

Medium Medium Medium
(sometimes
High)

Implementation
time

Low High Low Medium High

Implementation
cost

Low High Low Low Very High

Environmental
condition

Low
affected

Not
affected

Affected Affected Affected

for data transmission. However, signal fading andmultipath propagation are the chal-
lenges of using this technology. Also, weather condition may affect the performance
of this method.

Satellite communication can be used to data transmission between PMUs and
control center. The data transmission is not depend on the distance between two
points. The high initial cost of a satellite communication structure is one of the limi-
tation of this method. The transmission delay in this method is higher than others and
weather conditions and electromagnetic interference may effect on this. Important
data transferring method used in WAMS were introduced. The summery of these is
presented in Table 1.

7 WAMS Applications Based on the PMUMeasured Data

The PMUs were manufactured to measure the phase angle, but this ability, which
could simultaneously measure the data of different locations and send it to a center,
can create many capabilities and applications [29–32]. Nowadays, these capabilities
are more and more developed so that there are several applications based on the
WAMS which are briefly described in this section.
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7.1 State Estimation

State estimation is assigning a value to an unknown variable of the system based on a
special criterion that is obtained by measured data of the system. Measurements can
be incomplete or over samples, and the state estimation of the systemperformedbased
on statistical methods, which the actual values of the state variables are estimated
with maximum or minimum of specific criteria.

Monitoring of power systems is achieved by having information about different
parts of the network. Therefore, estimating the state and knowing the information in
all parts of the network is very important for the safe operation of the network. State
estimation methods in the decade have been developed in 1970s. In these methods,
active power and reactive power flows of transmission lines and bus voltage were
obtained using measurements and the telecommunication system which is sent to
a central unit for computational process. Many countries around the world still use
the same method to estimate the state of the network. Due to the slowness of the
telecommunications network, the frequency limitations, and the asynchronous data
collection, the measured data from different parts of the network had time delay for
several seconds to some minutes. Therefore, the estimated states had good accuracy
only in the steady state condition. If a change is occurred in the system and leads to
activation of dynamic modes, the result of the state estimation using these methods
were only approximate to the actual state of the system, which in the most optimistic
view was average vales of the actual state of the system and is therefore known and
called as static state estimation [33].

Nowadays, with the expansion of telecommunication system and the implemen-
tation of PMUs, it is possible to have dynamic state estimation of the system. The
important point of the system in using phase measurement for state estimate of the
system is that it is not necessary to implement PMUs for measurement in all the
points of the system and only its observability is sufficient. Having a limited number
of PMUs at key points in the network, with the help of existing software, makes the
entire system visible, so there is no chronic concern for installing new PMUs due to
the implementation of network development projects.

7.2 Frequency Stability

As aforementioned before, PMUs are able to measure the frequency and rate of
change of frequency and send them to the control center. The frequency is very
important parameter in the network and its accurate measurement in different parts
of the network is a very important and vital achievement. Bymeasuring the frequency,
we can get the loss of generation and the area where the generation is lost. It can be
seen that there is a shortage of generation or surplus generation and by controlling it,
the balance between generation and load is established. It is also possible to inform
that if a part of the network becomes islanded. For example, if the frequency of a part
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of the network is 49 Hz and the other part is 51 Hz, and this command remains stable
for a while, this indicates the separation of the two parts in the system [34–36].

7.3 Situational Awareness

Observability means having network information in different points of the system.
This information can be the amplitude and phase angle of the bus voltage and line
current. In addition, the frequency of different parts of the network is one of the
parameters that help the observability of the network. By simultaneously measuring
network data and sending it to the control center, PMUs have created the ability to
access information from different locations. One of the special features of PMU and
WAMS center is that it can draw information in illustrated form (different diagrams)
to convey better vision and more accurate information to the reader (operator).

7.4 Power System Oscillation Detection

In the power grid, a group of generators may start to oscillate against another group.
If these fluctuations do not stop, they will cause network instability and even global
blackouts. For example, if 500 MW flows through two parallel transmission lines
and one of these lines goes out of circuit due to a short circuit fault and its load
responsibility falls on the other line, this will cause the power oscillation which will
cause to cascade line outage and blackout if it does not damped. That’s why it’s very
important to detect power oscillation. In SCADA system, it was impossible to detect
power oscillation because the information was sent every few seconds, and this could
be done in a suitable manner using WAMS structure. There are two ways to detect
power oscillation in the WMAS system:

• Oscillation detection: When power oscillations are created and its amplitude
increases, fluctuations are detected by processing the measured signals from the
PMUs and this problem is solved by appropriate control measures or opening the
lines.

• Mode meters: The various frequencies and harmonics of the signal are extracted
before the occurrence of high amplitudes of the power oscillations is detected.And
it can be prevented by taking preventive measures. In other hand, these methods
detect the power oscillations before the fluctuations become severe when the
system become closer to the critical situation.
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7.5 Voltage Monitoring

Voltage instability can occur very quickly. After growing penetration of distributed
generations, the issue of voltage stability has becomemuchmore important.Measure-
ment of voltage andmeasurement of reactive power reserve value are among the vital
issues in voltage stability that are measured and calculated by PMUs and sent to the
WAMS center. To prevent voltage instability, there are under voltage load shedding
(UVLS) relays that were operated locally in the past decades. In this approach, UVLS
relays measure the voltage of a bus and according to it values; the necessary deci-
sions have been made to disconnect the load. Nowadays, PMU data are deployed to
improve the performance of the UVLS relays using wide area measured data.

7.6 Alarming

Byhaving angles of different buses, several alarms canbe implemented on the system.
For example, the difference between the angles of the two ends of a line can be
criterion of an alarm that if exceeds from a certain value, the alarm will be sent. It
is also possible to record different buses voltage angles in different regions and then
use them during the post event analysis.

7.7 Dynamic Line Ratings

Using phasor data of the system, the lines flow can be measured instantly and their
loading status can be assessed. By implementing PMU and achieving instantaneous
data, it is possible to determine the loading of the lines using the flow information of
the lines and weather conditions to allow more power pass through the lines under
certain conditions. There are two ways for dynamic line rating:

(1) The CAT method, which uses environmental information such as tempera-
ture and wind velocity and conductor information such as voltage and current
measured data by a PMU, determines the dynamic loading limit of the lines.

(2) At both ends of the line PMUs are installed and simultaneously measure the
voltage and current data to calculate the loading limit of the line.

7.8 Security and Stability Analysis

The security of the power system means that the system will be able to successfully
pass through the disturbances without disruption in servicing to a customer group of
customers. This is largely due to the system robustness during abrupt disturbances,
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and is dependent on operation conditions as well as the likelihood of disturbances.
In other words, the security of the system means that the system is resistant to
disturbances after the power system has been forced to change its status during the
event of a disturbance.

Correct understanding of the disturbance, the place of its occurrence and the type
of happened fault help to carry out these studies. Using WAMS features, the online
snapshot is provided from the network structure, operation of protection elements,
status of control devices, load and generation characteristics, condition of reactive
power sources and etc. Then, it is examined at control center using the security
analysis software. Also, the state estimation of power system is available at the
pre-fault moment, which can be used as initial states for starting network analysis
software. Finally, the results of power systemdynamic security analysis are expressed
as a set of necessary control proceedings. These proceedings are either to prevent
faults and increase the security margin of the power system or to prevent instability
and blackouts.

7.9 Event Analysis

Extensive events occur on power system every year. To find the source of these
events and solve them, it is necessary to check the network status before and during
the event. In the SCADA system, due to the lack of synchronization of data and the
slowness of the telecommunication link, the network dynamics are not available.
Therefore, it is not possible to check the network behavior during the disturbance.
Due to the synchronization of data and large implementation of PMUs in theWAMS
system, network dynamics can be observed and it is possible to investigate network
events.

8 Conclusion

Over years, with the expansion of power system, its complexity has also increased. In
this situation, monitoring of the dynamic behavior of power system is vital for secure
operation. So, the focus of this chapter is on the concept and importance of WAMS
in power systems. Before development of WAMS, the SCADA was used to monitor
the power system condition. This chapter describes different features of SCADA.
It shows that the SCADA system is not able to follow power system dynamics
due to its features. Therefore, the advent of PMU along with increasing the data
processing speed led to the development of WAMS. By collecting and processing
the data, WAMS provides a set of results to the operators that facilitate system
monitoring. Different application of WAMS which increase system performance,
have been illustrated in this chapter.A part of this chapter is dedicated to a brief survey
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of the telecommunication systems used in WAMS because of the data transmission
importance.

In this chapter, especially attention has been given to PMUs as the main compo-
nents of WAMS. Thus, the developments, phasor calculation and frequency estima-
tion methods used in PMUs are covered. Finally, the main purpose of this chapter is
to show the importance of WAMS in modern power systems.
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Abstract Information and communication infrastructures (ICIs) in modern wide-
area systems handle the transmitting, receiving, and storing of high-speed, large-
volume synchrophasor data. Such infrastructures are important components in
modern wide-area systems. Although power systems are becoming rather complex,
with the introduction of synchrophasor technology, the highly accurate, high-speed,
widely deployed, and time-synchronized phasor measurement units (PMUs) are
providing operators and auditors an unprecedented way to understand the complex
power systems. Consequently, these advanced PMUs challenge the current infor-
mation and communication infrastructures. This chapter reviews the basics, chal-
lenges, and visions of the ICIs in wide-area monitoring systems (WAMS). We will
first overview some important wide-area ICI topics and share our experience in
building an efficient, reliable, and secure distribution-level WAMS, FNET/GridEye.
We will introduce some key technologies that ensure the efficiency and reliability
of such a WAMS. Finally, some outstanding challenges and future directions of the
contemporary ICIs are discussed and envisioned.
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1 Communication Infrastructures in Modern Wide-Area
System

1.1 Introduction

Wide-area communication infrastructures (WACIs) are a series of cyber-physical
components which act as the backbone of data transmission. In the WACIs, there are
three fundamental elements, which are protocol, method, and scheme. A commu-
nication method defines the physical medium on which the data is transmitted. A
protocol defines theway inwhich the data is formatted. Finally, a scheme specifies the
overall architecture of a communication system and the directions of data streams in
between. These components are integral to aWACI and they work together to ensure
efficient and reliable transmission of wide-area measuring data. In the following
sections, these components will be illustrated in detail.

1.2 Communication Protocols

Communications protocols in wide-area systems define the formats in which the data
are transmitted between a PMU and a phasor data concentrator (PDC). In the modern
wide-area systems, several protocols including IEEEC37.118, IEC-61850-90-5, and
Streaming Telemetry Transport Protocol (STTP) have been proposed and adopted
in real operations. Communication protocols vary on their reliability, efficiency,
security, etc. and are subject to specific use cases. This section will focus on three
widely accepted communication protocols and give a comparison to demonstrate
their pros and cons.

1.2.1 IEEE C37.118

The synchrophasor data exchange protocol IEEE C37.118 was published in 2005
[1]. Later in 2011, the standard was divided into two parts where IEEE C37.118.1
[2] defines the requirement for synchrophasor measurement and IEEE C37.118.2 [3]
defines the synchrophasor data transmission format. In 2014, the IEEE C37.118.1a
amendment [4] was published, which updated some performance requirements.

A PMU communicates with a PDC via binary frames. The IEEE C37.118.2 stan-
dard defines four frame types: configuration frame, header frame, command frame,
and data frame. A configuration frame defines the format of the synchrophasor data
stream. Hence, it must be received before data parsing. There are three types of
configuration frames: CFG-1, CFG-2 and CFG-3. The first two are identical in struc-
ture but are used in different contexts. CFG-1 provides information about the device’s
reporting capability, indicating all the data that the device reports. CFG-2 indicates
synchrophasor measurements that are currently being transmitted. CFG-3 is optional
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Fig. 1 Data frame structure of IEEE C37.118.2 protocol
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Fig. 2 Message exchange flow of IEEE C37.118.2 protocol

and indicates PMU characteristics and quantities being sent. Then, a header frame
is supposed to transmit human-readable ancillary information, such as data sources,
scaling, algorithms used and other related information. A command frame is used
to control the behavior of an established connection. Possible commands include
turn off transmission of data frames, turn on the transmission of data frames, send
the header frame, send CFG-1 frame, etc. Finally, a data frame is used to transmit
measurement data and a set of status bits. A data frame can be properly parsed only
when an active configuration frame is present. A sample structure of the message in
the IEEE C37.118.2 protocol is demonstrated in Fig. 1.

A typical IEEE C37.118.2 message exchange flow between a PMU and a PDC is
shown in Fig. 2. First, the PDC sends a command message requesting the configu-
ration frame. Then, the PMU replies with the requested configuration frame. After-
ward, the PDC sends out the command frame asking for data transmission. The
PMU responds by flushing data frames to the PDC continuously until it receives the
turn-off command from the PDC.

1.2.2 IEC 61850–90-5

IEC 61850 standard [5] is the de-facto standard for substation automation. In 2012,
IEC 61850-90-5 standard [6] was introduced as the synchrophasor data transmission
protocol within IEC 61850 stack. IEC 61850-90-5 standard is usually preferred when
IEC 61850 is already adopted. It employs existing elements of IEC 61850 and adopts
IEEE C37.118.1, which defines the measurement requirements.
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In IEC 61850, sample values (SV) and generic object-oriented substation events
(GOOSE) are two types of real-time communication services. SV is used to exchange
streaming data like phasor measurements while GOOSE is used to transmit status
and control commands. SV and the GOOSE can only be used within a local area
network (LAN) as they are Ethernet layer messages [7]. However, a WAMS requires
communication over wide-area network (WAN). The routable SV and GOOSE then
are introduced and termed as R-SV and R-GOOSE respectively. User Datagram
Protocol (UDP) is usually used due to the need for multicasting. Control blocks are
used to control the message flow. The control blocks for R-SV and R-GOOSE are
termed as Routed Multicast Sampled Value Control Block (R-MSVCB) and Routed
GOOSE Control Block (R-GoCB) respectively.

The structure of R-SV message is shown in Fig. 3, where the Sample Value
Application Protocol Data Unit (SV APDU) and Application Service Data Units
(ASDU) are expanded.A typical communication procedure is demonstrated in Fig. 4.
First, thePDCsends aManufacturingMessageSpecification (MMS) requestmessage
asking for PMU information. After the PDC receives the response, it sends out an R-
MSVCB to start the data transmission process.After receiving thismessage, the PMU
continuously sends R-SV messages to the PDC until it receives another R-MSVCB
requesting the end of data transmission.
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Fig. 5 STTP data frame structure

1.2.3 Streaming Telemetry Transport Protocol

The data losses and delivery latencies of IEEE C37.118 and IEC TR 61850 will
greatly increase when the frame size approaches 32 K byte [8]. To address this
issue, a signal-based protocol—the Streaming Telemetry Transport Protocol (STTP)
is designed, which can send the compressed data instead of the raw data in binary.
Figure 5 shows the latest version of data frame of STTP, where the length of each
element before compression is colored in red. In this version, more than 65 K
measurement values can be transmitted in one frame. In the payload of the frame, the
data packet flag is the indicator representing the data payload format,which is omitted
when UDP encryption is enabled with the UPDATE CIPHER KEYS command. The
number of measurements is recorded in the measurement count field. The data block
consists of four parts- a Unique ID that indicates a measurement, a timestamp, a
measurement value, and a quality flag.

STTPuses lossless algorithms to compress the rawdata.When it is used overUDP,
the Gzip algorithm is used to compress the payload. For STTP TCP compression,
a time-series special compression (TSSC) is implemented to compress the data [9].
The TSSC can compress streaming time-series data quickly. It works by first find
the different bits between two values with XOR calculation. Then, Only the bits
that have changed since the last measurement and the code word that represent the
length of the calculated bits are stored. This method performs well when the data has
a certain trend, for example, when the sampling rate is very high so the difference
between every two values is small.

1.2.4 Comparison of Communication Protocols

In terms of structure, both IEEE C37.118.2 and IEC 61850-90-5 are frame-based
and must transmit the configuration prior to the data transmission. However, STTP is
measurement-based and its configuration differ fromonedata packet to another. Since
variable configuration introduces extra overhead, STTP consumes higher bandwidth
than the other two. However, STTP supports compression. The experiment shows
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Table 1 Comparison of
wide-area communication
protocols

Feature IEEE
C37.118.2

IEC
61850-90-5

STTP

Structure Frame-based Frame-based Dynamic

Efficiency Good Fair Good with TCP
Fair with UDP

Scalability Limited Limited Good

Compression Yes/No No Yes/No

Encryption No Yes Yes

Multicast
supported

Yes Yes Limited

that when using TCP and stateful compression, STTP consumes bandwidth at least
30% less than IEEE C37.118 [9]. Both IEEE C37.118.2 and IEC 61850-90-5 have
a 65 K bytes frame size limitation, as a result, no more than 6700 uniquely iden-
tifiable measurements can be transmitted in one connection [9]. On the contrary,
STTP does not have such a limitation, making it more scalable. In terms of security,
IEEE C37.118.2 only utilizes a cyclic redundancy check (CRC) codes to ensure data
integrity, which can be easily modified by the intruder [10]. IEC 61850-90-5 ensures
integrity with asymmetric cryptography and ensures confidentiality with symmetric
encryption [6, 10]. STTP uses Transport Layer Security (TLS) to provide security.
Table 1 summarizes the differences of three protocols.

1.3 Communication Methods

For now, the communication methods that could be used in synchrophasor data
transfer could be basically classified into two categories: wired communication and
wireless communication.

The wired communication is the most common communication technology used
in the world. The main media in use for wired communication are power supply
cable and optical fiber [11]. The wired communication relies on the physical circuit
to exchange data, thus it could offer high reliability, huge bandwidth and high protec-
tion capacity against interference [12]. However, the wired communication also has
somedisadvantages due to its physical constraint.With the development of communi-
cation technology, wireless communication witnesses a continuous increasing share
in the communication mix. The most popular media for wireless communication are
cellular, microwave, and satellite. Table 2 shows the feature comparison between the
wired communication and wireless communication onmobility, cost, expansion, and
remote-access capability.

According to the different media adopting, the communication methods for
synchrophasor data transfer could be summarized in Table 3.
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Table 2 The feature comparison between the wired communication and wireless communication

Mobility Cost Expansion Remote access
capacity

Wired
communication

Limited by cable High cost
(physical media
depending &
installation cost)

Hard weak

Wireless
communication

Not limited to the
physical location

Low cost
(easy deployment
&
maintenance-free)

Easy Strong (could be
deployed in forest
or hilly terrains)

Table 3 The communication method for synchrophasor applications

Synchrophasor
communication method

Wired communication Power line
communication

or

Optical fiber
communication

Wireless communication Cellular
communication

Microwave-based
Communication

Satellite
communication

1.3.1 Power Line Communication (PLC) for Synchrophasor Data
Transfer

The PLC technology uses standard power supply cables to realize Synchrophasor
data transfer between two PMUs. The structure of theWAMS using PLC technology
to achieve synchrophasor data transfer could be depicted as Fig. 6.

Phasor Measurement Unit

PMUPLC Modem PLC ModemPDC

Power supply line

Fig. 6 The PLC for synchrophasor application
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PLC technology avoids additional network cables installation, it provides the
easiest and economical means for the installation and deployment of the construction
system. There are two types of PLC technologies: narrowband PLC (NB-PLC) and
broadband PLC (BB-PLC). The NB-PLC, which is also named low-speed PLC (LS-
PLC), could offer a nominal speed of few kilobytes per second and normally could
be connected to cost-effective electronic equipment in a simple way. The BB-PLC,
which is also named high-speed PLC (HS-PLC), could offer a nominal speed from
Mb to hundreds ofMb per second. Inmost of the synchrophasor applications, theBB-
PLC is adopted as its communication method for data rates requirements. However,
PLC technology also has some disadvantages. The noisy background is serious in
the power supply cables. Thus, the communication channel of the PLC is difficult to
be modeled. In addition, the fading and interference of the PLC are severe in practice
so that it is not suitable for higher bandwidth synchrophasor applications. For now,
the PLC methods are usually working with other wireless communication methods
such as cellular communication or microwave communication to provide a hybrid
communication solution for synchrophasor applications.

1.3.2 Optical Fiber-Based Communication (OFC) for Synchrophasor
Data Transfer

The OFC has been widely used in telephone signals transmitting, cable television
signals transmitting, and internet communication. The OFC uses the optical fiber to
send the pulses of infrared light to realize the data transfer from PMUs to PDC. The
typical structure of theWAMS using OFC technology to achieve synchrophasor data
transfer could be depicted as Fig. 7.

Compared to the PLC method, the OFC has higher data rates, lower attenuation,
higher reliability, and negligible interference. In spite of having several advantages,
due to its physical constraints, the OFC technology still suffers from many disad-
vantages, such as high installation and maintenance costs, potential risk of stolen or
damaged, and expansion issues.

Phasor Measurement Unit

Transceiver TransceiverPMU

Repeater

PDC

Optical Fiber

Fig. 7 The OFC for synchrophasor application
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Table 4 Data rates of
different cellular technologies
for synchrophasor
applications

Cellular technology Data rates

General Packet Radio Service (GPRS) ≤114 Kbps

Enhanced Data rates for GSM Evolution
(EDGE)

≤384 Kbps

Universal Mobile Telecommunications
(UMTS)

≤2 Mbps

High-Speed Packet Access (HSPA) Up to 384 Kbps

Long Term Evolution-Advanced (LTE-A) Up to 384 Kbps

Phasor Measurement Unit

MSC PDCNetwork
Station I

Station III

Station II

PMU

Fig. 8 The cellular communication for synchrophasor application

1.3.3 Cellular Communication for Synchrophasor Data Transfer

The cellular communication method is the most common wireless communication
method in the world. The data cellular communication network has been deployed
over most of the inhabited land area of Earth. Due to the high proliferation of the
cellular communication infrastructure, it has been regarded as an economic alterna-
tive for synchrophasor applications. The data rates of different cellular technologies
for synchrophasor applications are shown in Table 4 [13].

The typical structure of the WAMS using cellular communication technology to
achieve synchrophasor data transfer could be depicted as Fig. 8.

As shown in Fig. 8, the cellular communication system is comprised of cellular
stations, mobile switching centers (MSC) and cellular networks. The shared nature
of the cellular communication system is an advantage. However, it is unacceptable
for the synchrophasor applications due to security considerations. In addition, the
uninterrupted communication of cellular communication is difficult to be guaranteed,
but it is a forced requirement for mission-critical applications.

1.3.4 Microwave-Based Communication for Synchrophasor Data
Transfer

The microwave-based communication system could realize the several Gbps data
rates, which could cater to the demands of the synchrophasor data transfer. The
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Phasor Measurement Unit

PDC
PMU PMU Radio

Terminal
PDC Radio
Terminal

Microwave
Repeater

Fig. 9 The microwave-based communication for synchrophasor application

typical structure of WAMS using microwave-based communication technology to
achieve synchrophasor data transfer could be depicted as Fig. 9.

The process of microwave-based communication is similar to the OFC except
it is wireless communication. Microwave-based communication has a very large
information-carrying capacity due to its high-frequency characteristic. In addition,
the interference of microwave-based communication is also negligible. However,
the main disadvantage of microwave-based communication is that the signal propa-
gates in space is susceptible to cyber-physical attacks, which significantly affects its
reliability and security.

1.3.5 Satellite Communication for Synchrophasor Data Transfer

Satellite communication is a prospective solution for synchrophasor data transfer.
Compared to other communication methods, satellite communication could provide
uninterrupted communication for unaffecting by natural disasters due to its commu-
nication equipment is in space. The typical structure of the WAMS using satellite
technology to achieve synchrophasor data transfer could be depicted as Fig. 10.

The communicating process of the satellite communication system is similar to
microwave-based communication. The PMUs collect the phasor measurements data
from the power system and compress the data as packages. The main disadvantage of
the satellite communication system is its communication delay, besides, the antenna
for satellite signal receiving is quite expensive,which limits the large-scale promotion
of the satellite communication methods in the synchrophasor applications.

Fig. 10 The satellite communication for synchrophasor application
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1.4 Communication Requirement

The synchrophasor applications require high reliability of the communication
channel, to provide uninterrupted synchrophasor data measurement for the system
operators to help with monitoring the status of the modern power grid in real-time.
The primary requirements of communication methods choosing for synchrophasor
data transfer in WAMS are throughput, bandwidth, time delay, and reliability.

• Throughput

The throughput is a bottleneck for the synchrophasor data transfer in theWAMS. The
throughput represents the average data delivered per second, which is determined
by measuring the data transfer speed at a specific time. The throughput must be
considered as primary factors in the WAMS communication system design to build
a reliable communication channel while controlling the cost in a reasonable scope.

• Bandwidth

The higher bandwidth of communication methods adopted for synchrophasor appli-
cations is required to guarantee the large volume synchrophasor data transfer in the
WAMS. The bandwidth is defined as how much data can be sent over a specific
network connection per give unit time [14]. The bandwidth design in the WAMS
should keep enough redundancy for future synchrophasor applications development.

• Time delay

Time delay, i.e. latency, is one of the most stringent requirements for the commu-
nication system in the WAMS. Time delays are caused by communication distur-
bances or data alignment. The time delay could be classified as, according to the root
cause, transducer delays, the propagation delay, processing delay, communication
link transmission delay and data alignment delay. In general, the permissible time
from PMUs to PDC is 20 ms, If the PDCs also need to transfer data to Central PDCs,
an extra 40 ms is permitted from PMUs to the central PDCs. The WAMS requires a
short time delay to support the local area and wide area real-time response control
and protection [15]. However, the time delay requirements are subject to the actual
application types. Table 5 lists the communication time delay requirement of some
typical synchrophasor applications [17].

Table 5 Communication
time delay requirement for
synchrophasor applications

Synchrophasor application Communication delay (ms)

State estimation 100

Generator synchronization 50

Intelligent scheduling 50

Oscillation control 200

Islanding 50
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Table 6 Reliability comparison between different communication methods

Communication method Throughput Time delay (ms) Bit error rate

Power line communication 256 kbps ~ 2.7 Mbps 150–350 <10–2

Optical Fiber communication 10 Gbps 100–150 10–15

Wireless communication 75 mbps 100–150 10–7–10–12

Satellite communication 256 kbps–1 Mbps 1000–1400 10–7

• Reliability

The reliability of communication is the backbone of the WAMS for providing
uninterrupted, real-time monitoring, protection, and control of the power system.
The throughout, time delay and bandwidth rate support the WAMS operating at a
prescribed level of reliability. The bit error rate is usually to measure WAMS reli-
ability. Table 6 indicates the throughput, time delay, and bit error rate of various
communication methods in the WAMS to show their reliability comparison.

1.5 Advanced Topic for Communication Infrastructure:
Cybersecurity

1.5.1 Challenges of Cyber Attacks

Nowadays, with an increasing number of PMUs, PDC and other types of power
electronic devices in the power system, the communication infrastructure ofWAMSis
confrontedmore challenges including safe operation, cybersecurity, and data quality.
For example, it is reported thatmore than 360 cyber-physical attacks happened during
2011 and2014 according to theEnergyDepartment in theUSA [18].Additionally, the
safe operation of the power system is threatened by multiple aspects. At the physical
level, the GPS signal can be spoofed thereby increasing the error of synchronous
measurement. At the communication level, the denial of service and man-in-the-
middle attacks cause erroneous failures by leveraging the knowledge of grid structure.

The synchrophasors support a two-way communication channel. Synchrophasor
data measurement values flow from the power devices to the control center and
server. Then the control signals flow in the other direction. The protocol used by the
device helps the transmission and integration of data. However, the vulnerability of
the protocol puts the data security in the public eye. In the IEEE C37.118, the packet
and the CRC code can be modified and transmitted to the receiver. Thereafter, the
availability and confidentiality of the data will be changed. In the communication
system, some primary attacks include
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• Denial of service (DoS)

The power system network resources, such as the IP address and bandwidth, are
controlled by the DoS attackers. Legitimate users will be denied access to the server.
The DoS attacks control multiple devices andmachines, making the network channel
blocked or dropped.

• Man-in-the-middle (MITM)

The attackers impersonate the other end of a legitimate protocol session between
the server and a legitimate client. In the WAMS, the MITM would happen between
PDC and PMUs. The destinations and the packet of the PMU can be modified by the
MITM attacker. Meanwhile, the PDC can be deceived using fake certificates. In this
case, the entire PMU data system will be chaotic.

• Delay

When there is a lot of information redundancy in the network, the useful band-
width and throughput of the routers will be limited. In this case, the measurement
synchrophasor data need to wait longer to transfer to the target device, resulting in
the data loss and real-time control of the grid.

1.5.2 Remedies to Cyber Attacks

To address the challenge of cybersecurity, different strategies are proposed to decline
the potential damage. Specifically, the solutions can be summarized as follows:

• DoS attack Countermeasures

To detect the DoS attack, the “air-gapped” network may provide a solution because
it is completely isolated from the local machine. However, the construction of
such a separate network requires separate infrastructure, thereby increasing costs.
Some other methods, such as anomaly detection method using wavelet analysis and
cumulative sum [16], is used to detect anomalous traffic.

• Man-in-the-middle (MITM)

The primary means to prevent this MITM attack is to check and authenticate the
client and the server. One of the commonly used certificates is X.509, the devices
and system can communication only after passing authentication. The public key
cryptography is used to prevent MITM attack [19].

• Delay

To address the delay attack, it is reasonable to use the new IPMulticast protocols. This
IP multicast can minimize packet replication, which can provide higher bandwidth.
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Here, a tree construction model is used to minimize the invalid synchrophasor data,
this tree structure is sensitive to the delay [20].

1.6 Advanced Topic for Communication Infrastructure: Data
Compression

1.6.1 Challenges of Communication Efficiency from Advanced PMUs

The performance of communication systems has significant effects on the WAMs.
To build an efficient and secure PMUs communication, some factors that challenge
PMU communication should be addressed. These factors include

• The high-density deployment of PMUs

The number of PMUs has been growing rapidlywith the development ofWAMS [21].
The traffic of data stream increases with the increasing deployment of the PMUs,
which challenges the network bandwidth limit of WAMSs.

• High reporting rate

The reporting rate of PMUs can reach up to 1440 Hz, depending on the phasor
calculating algorithms. In an extreme case, several terabytes of datamay be generated
per day, causing an unprecedented burden for servers to digest it [22].

• Data communication delay

Since most of the devices accommodated in the WAMS are executed in real-time,
communication delay occurs in PMU measurement. The large volume of data puts
pressure on bandwidth, which greatly increases the delay [23]. Large communication
delays will deteriorate the reliability and accuracy of data [24].

• Data loss

Data losses are becoming serious due to the old PMUs and the incapable of the
network to accommodate high sampling rate PMUs [25]. This can lead to harmful
consequences such as affecting the performance of PMU-based control and closed-
loop control [25].

1.6.2 Data Compression for Efficient Communication

Data compression is the process of efficiently encoding data to reduce the number
of bits required to transmit or store data. An intelligent data compression algorithm
requires a prior understanding of the characteristics of the original data, in which
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some patterns, e.g. repeated data, can be reduced [26]. The compression ratio (CR)
is the primary indicator to represent the efficiency of data compression, which can
be calculated by (1).

CR = Original Data

Compressed Data
(1)

Data compression methods can generally be divided into lossy and lossless data
compression. The lossy data compressionmay incur an irreversible loss of data infor-
mation, but it may achieve a much higher CR. Therefore, lossy compressionmethods
are most used to compress multimedia data, where some loss of data quality is toler-
able. Lossless data compression methods allow data to be reconstructed without any
loss, although the CR may be sacrificed. These methods are adopted when a high
data accuracy is required. Since theWAMS ICIs have stringent requirements for data
accuracy, here, we only discuss some lossless methods.

• Entropy coding

Entropy coding, such as Huffman coding and arithmetic coding, is independent of
the specific characteristics of the data. It replaces each symbol with a sequence
whose length depends on how frequently the symbol appears in the original data set
[27]. Huffman coding is the mostly used entropy coding method. However, entropy
coding does not work well with streaming data since it needs to get the whole data
and construct the coding tree [28]. Additionally, errors in the coded sequence of bits
will tend to propagate when decoding.

• Bit-wise difference coding

As STTP provides a bit-wise coding method, which compares each value with
previous values by bit., it performs well with streaming data. However, since the
values are dependent on each other, the error propagation will be even serious
compared with entropy coding as all the values followed by the wrong bits will
be damaged.

To gain higher CR, a preprocessing is usually necessary for raw data before
compression [29]. This step is known as “data prediction”, which can reduce the
variance of data by the prior knowledge of the system [30, 31]. By doing this, a to-
compress value is compared with a predicted value instead of the original value that
is supposed to be compared. If the predictor is good enough, the errors will fall within
a tight range near zero, yielding a highly repetitive pattern so that is can be reduced.
The prediction step can be roughly divided into linear prediction and non-linear
prediction. The linear prediction is used when a linear relationship exists between
consecutive data points, e.g. phase angle.As opposed to it, non-linear predictionsmay
fit other signals, e.g. point-of-wave, considering time and other parameters [30, 32].
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1.6.3 Open Topics for Data Compression

Althoughmany efforts have beendone for PMUdata compression, there are still some
open issues such as real-time compression and the trade-off between CR and data
accuracy. First, offline compression could result in severe congestion in the communi-
cation system due to the huge data volume. However, the real-time data compression
methods generally have large sampling window and inaccurate measurement during
disturbances. This can lead to long delays or packet loss [33]. How to implement
and optimize real-time compression should be deeply investigated. Lossless data
compression algorithms are preferred in the PMU level to maintain data reliability
[30]. However, the Lossy algorithms can have much higher CRs. How to maintain
data accuracy without scarifying CR for high-resolution data still needs to be studied.

2 Information Infrastructures in Modern Wide-Area
Systems

2.1 Introduction

Wide-area information infrastructures (WAII) provide critical functionalities to
collect, process, store, and distribute information. In this verse, the data center archi-
tecture, datamanagement, and data center security are discussed. A data center archi-
tecture specifies a structure of the information infrastructures from a high-level and
defines the data streams from thePMUs to control centers.Datamanagement includes
the storage and distribution of measurement data and analytical results. Finally, the
data center security covers basic topics including firewalls, access control, etc.

2.2 Information Infrastructure Architecture

Information architectures mainly fall into two categories, centralized and decentral-
ized [13]. In a centralized architecture, all PMUs reports to one central control station.
The advantages of a centralized communication architecture are simple topology
and low cost. However, the reliability of centralized communication architecture
is worse than the decentralized architecture since the failure of the single control
station can be unaffordable. In decentralized communication architecture, there is
more than one control stations. Compared to the centralized communication architec-
ture, decentralized communication architecture is more robust, but the installation
and maintenance cost may be much higher due to the complexity of the commu-
nication architecture. Generally, the choice of communication architecture should
consider requirements such as efficiency, reliability, security, etc. Figures 11 and
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Fig. 11 Centralized information infrastructure

12 demonstrate the centralized and the decentralized communication architectures,
respectively.

A generic information infrastructure architecture is demonstrated in Fig. 13. In
Fig. 13 a decentralized architecture is employed, where each local control station
operates independently and streams data to others as a client. Heterogeneousmethods
are adopted for the PMU to control center communication. Within the control center,
multiple PDCs that communicate directly with the data server, and a load balancer
may increase the capability of digesting large amounts of data in a distributedmanner.
For security, PDCs only push data into a short-term data storage server, then such
a server periodically flushes data into another server for long-term data archive.
Moreover, a caching server acts as a high-performance interface for data access. For
performance, PDCs also push the same data into the data cache server while they
write into the short-term data server.
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2.3 Data Center Management

The main purpose of the contemporary WAMSs is to provide accurate and large-
volume measurements of electrical quantities to demonstrate the power system
dynamics. With the fast development of synchrophasor technology, to properly
manage the synchrophasor data becomes a rather important issue for control centers
nowadays. From the functionality standpoint, data center management consists of
data storage, data warehousing, and data center security.

2.3.1 Data Storage

Storage Method

Storage method defines the binary representation of the data in a computer system.
In general, data storage can be implemented in three methods, relational database,
non-relational database, and formatted files. The relational database is a mature
technology, which is primarily used to permanently store structured data. Relational
databases have advantages including well-defined structure, efficient data manipula-
tion (small volume), etc. Relational databases can provide reliable storage, but its data
is not directly readable by human-being. A database management system (DBMS)
may be required to manage such a database and its data. A known issue of relational
databases is the deterioration of insertion efficiency under large-volume data due to
the reading of a whole large page [34], which makes it difficult to storage large-
volume PMU data in WAMSs. However, formatted files can provide straightforward
views of the collected data and are directly readable by human-being. Another advan-
tage of this method is it provides better extensibility. For example, once defined, a
relational database may be difficult to change due to its defined relational struc-
ture, which, in return, makes adding newmeasurement types difficult. However, new
measurements can be easily added into the formatted files by creating new columns
without altering the relational structure. The disadvantages of the formatted files
are also obvious. Since they usually store data in plain, formatted files, the sacrifice
of storage efficiency is usually inevitable. Moreover, the plain text format usually
takes up larger space due to a lack of encoding. It is worth to note, in recent years,
non-relation databases have been proposed and developed to combine the advan-
tages of the relational databases and formatted files. Non-relational database exploits
advanced data structures to efficiently store the time-series data but also keep accept-
able extensibility. The insertion efficiency in non-relational databases is ultra-high
because it does not require the reading of a whole large page, but a small immutable
batch [34]. To sum up, relational databases provide good features to handle the
storage of structured and small-in-size data, which is an ideal storage method for the
analytical results [35]. As opposed to it, non-relational databases provide ultra-high
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Table 7 Performance
comparison of storage
methods

Relational
database

Non-relational
database

Formatted files

Reliability High High High

Efficiency Medium High Medium

Extensibility Low Medium High

Space Low Low Medium

Scenario Analytical
results

Timeseries
measurements

Timeseries
measurements

data manipulation efficiency and they are widely adopted to store real-time, large-
in-size PMU data [46]. Table 7 compares formatted files and databases on various
matrices.

Storage Scheme

The storage scheme defines how the data is stored across the information system.
Typically, there are mainly 3 storage schemes in contemporary WAMS. First, a
single machine scheme can provide the easiest and most direct way to store the
data. This scheme is usually adopted in a simple client–server paradigm. Its advan-
tage is simplicity since the administrator maintains only one machine. However, its
disadvantage it cannot reliably store the data and the failure of the machine can be
immediately unaffordable to power companies. Second, a multi-machine scheme
provides better reliability by storing the data in a simultaneous, fully redundant
manner. However, the scheme brings some other issues. First, the cost to set up
a multiple-machine data storage system can be big. Since each machine stores a
complete copy of data, it is expected to have advanced configurations to properly
handle the data. When the number of machines increases, the cost could be unafford-
able for users. Secondly, the fully redundant strategymaybeunnecessary and couldbe
a waste of storage resources. Finally, a cluster scheme can more efficiently utilize the
storage resources. It utilizes a series of conventional computers, employing a partial
overlapping strategy to store massive-volume data. A single machine is referred to
as a node in the cluster and it only stores a small chunk of data. Furthermore, a chunk
of data is replicated by n times and sent to n node when it is received from the PMU.
Figure 14 demonstrates the effectiveness of the cluster scheme. In Fig. 14, the input
stream is segmented as 4 data chunks (A, B, C, D) and each data chunk is replicated
by 3 times. As is seen, although Node #1 goes offline due to a hardware failure, other
nodes can still ensure the integrity of the input stream. The cluster scheme resolves
the issues brought by the naïve multi-machine scheme and it is widely adopted in
many industries nowadays [36].
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Fig. 14 The cluster data storage scheme

2.3.2 Data Warehousing

A data warehouse is a system that provides functionalities including data reporting,
data analysis, and business intelligence. Data warehousing is an integral part of the
modernWAMS, and it serves as a fundamental component formonitoring, operation,
analysis, and compliance for various entities.

Data Reporting

A data reporting system receives a query request from a user and prepares the
requested data. A data reporting system is an important component in a WAII since
many operations in the control room are data-driven. In general, data reporting
in modern WAMSs can be categorized as online reporting and offline reporting.
Online reporting can support various real-time WAMS applications including moni-
toring, control, analytics, alarms, etc. To support such real-time WAMS applica-
tions, an online reporting system is required to have low latency, high availability,
and high resiliency, although its throughput can be small. Offline reporting supports
other analytical applications including post-event analysis, compliance determina-
tion, transmission planning, etc. As opposed to an online reporting system, an offline
reporting system is required to have a large throughput to efficiently query large-
volume data. However, there are usually low requirements for latency, availably or
resiliency.

In modern WAMS, data reporting systems are implemented via various schemes
to meet business requirements. An online data query usually requests a small amount
of data but the tolerance for latency is low. To meet this requirement, an online data
reporting systemmay utilize a random-access memory (RAM) to enable low-latency
data reporting. In this scenario, when the PDC receives the data, it writes the data into
a RAM-based cache instead of a read-only member (ROM). When an application
files a data query request for real-time measurement data, the data reporting system
fetches the requested data from the RAM and sends it out. On the other hand, an
offline data query usually involves large-volume, historical measuring data and there
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is usually a loose requirement for latency. In this scenario, the data reporting system
directs a data query request to the ROM, where the historical data archives reside.
Moreover, solid-state drives (SSD) can be used to replace the conventional hard
disk drive (HDD) to improve the query speed, although their cost for large-volume,
high-accuracy PMU data can be big [37].

2.3.3 Wide-Area Data Center Security

Network Access Control

Network access control plays an important role in securing information systems,
including WAMS. In WAMS, PMUs and some clients must communicate with the
control center through the public Internet, which raises the concern regarding security
and therefore shall be restricted. Least functionality, the separation of duties and
role-based access control (RBAC) [38, 39] shall be considered. For example, PMUs
shall have only access to PDC. And the IEEE 1686 standard [40] suggests that the
intelligent electronic devices shall be protected with ID/password pairs and have
the ability to provide RBAC. The control center LAN can be divided into 6 subnets
according to different duties they serve.

• Critical applications subnet
• Noncritical applications subnet
• Data cache subnet
• Real-time data subnet
• Archive data subnet
• Data concentration subnet

Figure 15 shows the connection between subnets. Because subnet 1 usually
consists of real-time control and protection applications, it shall be isolated from
the Internet and should be logically isolated from subnet 2: communication between
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subnet 1 and 2 should be blocked with few necessary exceptions. Subnet 1 and 2
can only access data via subnet 3, which improves both security and performance.
PMUs on the Internet only push data to subnet 6, then subnet 6 will forward data into
subnet 3 and 4 for short-term storage. For long-term storage, subnet 4 will forward
data to subnet 5.

For individual components in WAMS, the IEEE 1686 standard [40] suggests that
the intelligent electronic devices shall be protected with ID/password pairs and have
the ability to provide RBAC.

2.4 Advanced Topic for Information Infrastructure: False
Data Injection Attack

In the smart grid, the False Data Injection Attack (FDIA) is applicable to various
layers and structures. Generally, these FDIA occur at the physical layer, network
layer, and data center [41]. Particularly, the FDIA can manipulate the measurement
value without the need to modify the code program. By exploiting communication
protocol vulnerabilities or attacking server permissions, false data candirectly replace
and disturb measurement value stored in the data center.

The FDIA has a wide range of impacts in the following two parts. The first is
economic impacts, such as energy theft, resulting in the electrical bill drop. The
FDIA attack could impact the topology of the smart grid. Under normal operating
conditions, the FDIA can cause erroneous control, leading to a significant loss. The
second is stability impacts. By injecting fake measurements, the power grid will
produce false responses, causing unstable conditions.

FDIA mainly implements attacks by tampering with data, so it is difficult to rule
out the attack using the device operating conditions or data delay. In addition, there are
many FDIA attack methods, including ramp attack, scale attack, noise attack, and
replacement attack, etc. To remedy this, two types of methods are used including
model-based and data-driven detection. In the model-based method, the real-time
measurements of the data center are used to model the static and dynamic system
parameters and configuration. For example, the Weighted Least Squares (WLS) is
utilized to find the system estimated states. However, the WLS is built based on
the assumption of stable power system state modeling. Thereafter, some dynamic
estimation methods such as distributed and extended Kalman filter, are used to simu-
late a non-linear system model, which can eventually estimate and detect FDIA at
a more accurate level. Some other estimation-free model-based methods have also
developed to detect the FDIA.The cooperative vulnerability factor andmatrix separa-
tion are introduced according to the normal and anomalies power grid under FDIA.
Different from the model-based method, the data-driven method does not depend
on the model of the power system. Using the characteristics of measurement data,
these methods are mainly divided into machine learning and data mining algorithms.
Machine learning methods learn the characteristics of the data to determine whether
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the data has been attacked. For example, the Support Vector Machine (SVM) is one
of the most common FDIA detection methods. The normal and attacked data belong
to different hyperplanes in SVM so that FDIA can be distinguished. Not only that, the
artificial neural networks, K-nearest neighbor, decision tree and random forests can
also be used to detect abnormal behavior. However, these machine learning methods
have insufficient learning ability on the one hand, and limited ability to process huge
data on the other. To eliminate this defect, the deep learning methods such as the
Recurrent Neural Networks (RNN), Deep Belief Network (DBN) and Convolutional
Neural Network (CNN) provide new workarounds for FDIA detection [42]. Typi-
cally, they have better recognition ability and accuracy when facing different FDIA
attacks.

The prerequisite for using machine learning is that the difference in attack data
is known, namely, which type of FDIA attack method is already clear. The data
mining method provides another perspective to deal with the hidden patterns or
attributes of false data. Since it’s a kind of unsupervised method, it is not necessary
to know the label of the data in advance. For example, the Principal Component
Analysis (PCA) is used to detect the FDIA using the covariance of the different
measurement data. The rest methods include Hoeffding adaptive trees, non-nested
generalized exemplars, and common path mining. The data mining method has low
computational complexity, so they are especially suitable for big data detection in
the data center of WAMS.

3 Development of a Distribution-Level Wide-Area
Monitoring System-FNET/GridEye: Infrastructures
and Applications

3.1 Introduction

As an advanced technology, a WAMS measures critical electrical quantities,
providing the system operators an unprecedented way to monitor and control
the electric power systems to meet the challenge brought by low inertia power
systems. The PMU is the most important component in WAMS. The PMUs provide
high-resolution, high-accuracy, and time-synchronized phasor measurements, which
are generally known as synchrophasors. Based on the extraordinary ability of
synchrophasor technology, FNET/GridEye, the first distribution-level wide-area
phasor measurement system, is developed in 2003. FNET/GridEye is a frequency
monitoring network. The FNET/GridEye mainly adopts two types of low-cost and
high-accuracy PMU variants, frequency disturbance recorders (FDRs) and universal
grid analyzers (UGAs), which are referred as synchronized measurement devices
(SMDs), to collect power grid quantities including but not limited to frequency,
voltage magnitude, voltage phase angle, harmonics. During the past 17 years,
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FNET/GridEye has been helping utilities, balancing authorities (BAs), regional coor-
dinators (RCs), electric reliability organizations (EROs), and theU.S. federal govern-
ment on many critical aspects including situation awareness, operations, post-event
analysis, compliance, etc., and is widely acknowledged by the power industry.

3.2 FNET/GridEye Communication and Information
Infrastructures

FNET/GridEye is developed as a pilot wide-area phasor measurement system that
can cover the national or continental level power grid at a much lower cost before the
universal PMU installations can be achieved [43]. The SMDs transmit the collected
phasor measurements to two data centers located at the University of Tennessee,
Knoxville (UTK), and the Oak Ridge National Lab (ORNL). The FNET/GridEye
data center employs a multi-layer architecture, it is designed to receive, process,
utilize, and archive a large volume of phasor measurements in real-time [44]. The
structure of the FNET/GridEye data center is shown in Fig. 16. As shown in Fig. 16,
the FNET/GridEye data center consists of four fundamental layers: data collection
layer, real-time analysis layer, data storage layer, and non-real-time analysis layer.
In the data collection layer, the FDRs and UGAs collect the phasor measurements
data from the power system and compress the data as packages. Then, the FDRs and
UGAs send connecting signals to two PDCs through Ethernet via TCP/IP protocol.
Once connected, the compressed data package will be as data frames and send to
PDCs via standard PMU communication protocols (such as IEEE C37.118.2-2011).
For protecting the information security, the Firewall is also configured on the PDCs’
server. When the PDCs receive the data frames, the main PDCs will de-compress the
data and send it to the real-time analysis layer and data storage layer, where a data
cluster is deployed. The real-time analysis layer hosts various FNET/GridEye appli-
cations that utilize the field-collected synchrophasormeasurement data tomonitor the

Fig. 16 The structure of the FNET/GridEye data center
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operational status of worldwide power grids. Frequency disturbance events including
inter-area oscillation, generator trip, and load disconnection, etc. will be detected
by the developed real-time application modules. Then the modules send disturbance
alerts to the subscribers and clients of FNET/GridEye for warning. On the other hand,
the data storage layer archives phasor measurement data streams from the main PDC
for offline applications in the non-real-time analysis layer. The non-real-time anal-
ysis layer runs an offline application to further investigate the archived data from the
real-time analysis layer and the data storage layer.With the increasing deployment of
SMDs, FNET/GridEye has evolved its data center towards reliability, availability, and
security. The multi-layer structure of the FNET/GridEye data center facilitates the
concentrating, processing, and archiving of a large volume of phasor measurements
to successfully meet the timeliness requirements of various applications.

3.3 FNET/GridEye Advanced Applications

3.3.1 Real-Time Visualizations for Situation Awareness

The purpose of the FNET/GridEye real-time visualizations is to provide control-
room situation awareness tools for industry consortium and cooperative partners. The
real-time visualizations query the real-time frequency and phase angle, which are
collected from high-resolution SMDs located across the North American continent
and the world [45]. Afterward, both data are processed by dedicated algorithms to
generate insightful visualizations. Figure 17a, b demonstrate some examples of the
real-time visualizations. In general, the FNET/GridEye real-time visualizations use
the FNETVision [46], world-wide frequency table display, world-wide frequency
map, and U.S. relative angle contour map. In addition, some sample events are also
provided to all interested researchers for advancing studies.

3.3.2 Frequency Disturbance Detection

The FNET/GridEye system exploits the real-time frequency and phase angle
measurements to detect frequency disturbances [47, 48] and determine their loca-
tion [49] and magnitude [50]. To locate the source of a frequency disturbance,
FNET/GridEye exploits the time delay of arrival (TDOA) characteristics of phase
angle data, using a triangulation algorithm to estimate the source of a genera-
tion event from the first several PMUs. Furthermore, the estimated event source
is further aligned with the location of power plants and pump storage units to
help improve the accuracy of disturbance source estimation. Apart from the source
location, FNET/GridEye also employs an disturbance magnitude estimation algo-
rithm to determine the size of a generation event. When an event happens, the
primary frequency response will be activated to stabilize the frequency and, where
the frequency change is proportional to the disturbance magnitude. Accordingly,
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(a) Frequency visualization of a forced oscillation event 

(b) Geological frequency map for world major power grids

Fig. 17 FNET/GridEye real-time visualizations

the magnitude can be calculated with FNET/GridEye frequency measurements.
Figure 18 shows an example of a generator trip event captured by the FNET/GridEye
system.



98 W. Wang et al.

Fig. 18 FNET/GridEye generation event reports
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(a) Replay snapshot (event start)                                                  (b) Replay snapshot #2 (event propagation)

Fig. 19 Event replay for forced oscillation 01/11/2019

3.3.3 Dynamic Event Replay

An important offline application of FNET/GridEye is to replay power system distur-
bance events. Taking the forced oscillation event on January 11, 2019 as an example.
An oscillationwith 0.25Hz dominant frequency happened inTampa, Florida area due
to a steam turbine control failure, which lasted for 18 min and caused a unit being
removed from service by the plant operator. After such an event, FNET/GridEye
utilized high-resolution frequency data to generate a video replay to help operators
and regulators to investigate the causes and effects of the event, then take actions
to avoid similar events thereafter. Figure 19 demonstrates the propagation of the
electromechanical wave at the start of the event. As seen, the oscillatory energy
evolves from FRCC, then travels to the test of the grid. The event replay function of
the FNET/GridEye was also used for the post-event analysis of many other similar
events with their replay videos posted on the project website [51] and the YouTube
channel [52].

3.3.4 Model-Less Forced Oscillation Source Location

Low frequency forced oscillation is one of the major threats to the security and
stability of power systems. Major state-of-the-art forced oscillation source location
methods require a known model to locate the source of the forced oscillation [53,
54]. With highly accurate synchrophasor collected from the field, FNET/GridEye
employs a data-driven approach to achieve model-less source location for forced
oscillation events [55]. Figure 20 demonstrates the observation-time maps of two
forced oscillation events. In Fig. 20, regions that are colored with shorter-wavelength
colors (purple, blue, etc.) are closer to the oscillatory source, while other regions that
are colored with longer-wavelength colors (red, orange, etc.) are farther from the
oscillatory source. Finally, an FFT-based algorithm utilizes two-cycle measurements
to locate the oscillatory source, which makes it robust to the change of dominant
frequency. As Fig. 20 indicates, the FFT-based algorithm successfully locates the
oscillatory sources for two events.
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(a) Real forced oscillation (0.25Hz) on
01/11/2019, at Tampa, FL

   (b) Simulated forced oscillation (0.5Hz) in
ISO-NE, Boston, MA

Oscillatory 
source

Oscillatory 
source

Fig. 20 Model-less ultra-wide-area forced oscillation source location

3.3.5 Load Control

SincePMUs can provide accurate frequencymeasurement in real-time and communi-
catewith the control center, they can be used to help use distribution-level resources to
improve system reliability. Figure 21a shows the framework of using local frequency
measurement to control loads at the distribution level for frequency regulation. A
mobile-device-PMU (MDPMU) is connected to the Energy Management Circuit
Breaker (EMCB) to selectively trip load when the system frequency is low [56].
The location and amount of load to be tripped is determined in a centralized manner
based on the offered price of load response and current generation-load imbalance
calculated using the ROCOF value. Figure 21b shows the simulation result of the
frequency control performance using FNET/GridEye sensors for distribution load
response in a fictitious ERCOT system. It is seen the frequency crosses the under-
frequency load shedding (UFLS) at 59.3 Hz when no load control is involved. Other
frequency curves are the system frequencies with distribution-level load response
using MDPMUs with different data reporting rates.

Fig. 21 (a) Distribution load response using (b) Frequency responses of ERCOT
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3.4 Summary

This chapter first goes through a section of wide-area communication topics
including communication protocol, method, schemes/architecture. For the wide-
area communication, major wide-area communication protocols including IEEE
C37.118, IEC61850-90-5, and STTP are explained and compared. Then, communi-
cationmethods including power line, optical fiber, cellular, microwave, etc. are intro-
duced and compared. Last but not the least, two types of communication schemes
are demonstrated. Advanced topics including data compression and cybersecurity are
also introduced and some potential applications are envisioned. Then, this chapter
introduces some basics on the information infrastructure topics including data center
paradigm, data center management, and data center security. This section first illus-
trates different data center paradigms and how various paradigms work together.
Then, it introduces important data center management topics including data storage
and warehousing. Different data storage schemes and data reporting schemes are
explained and compared. Finally, security issues including the implementation of
firewall and subdomains, and how they ensure the security of a WAMS data center
are introduced. An advanced topic on false data injection attack (FDIA) is introduced
and some effective methods to address FDIA are discussed. Lastly, the authors share
their experience on the communication and information infrastructures using the
distribution-level wide-area monitoring system, FNET/GridEye as an example. It
introduces some key technologies that ensure the efficiency and reliability of such a
WAMS. Various applications are demonstrated to illustrate the effectiveness of the
FNET/GridEye system.

In modernWAMS, the actual communication and information infrastructures can
be heterogeneous and rather complex due to the increasing integration of distributed
energy resources [57, 58], the adoption of microgrid [59], etc. In fact, blended wide-
area systems bring many new challenges in terms of compatibility, transparency,
efficiency, security, etc. Some efforts have been made to establish ultra-wide-area
communication and information infrastructures to promote interconnection-wise effi-
cient, secure data communications [60, 61]. WAMS has several vital applications in
smart grids to improve its operation, control, stability, and security [62–67].However,
the ever-growing WAMS demand continuous innovation in the communication and
information infrastructures to support the need for the next five or ten years.
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Wide-Area Measurement Systems
and Phasor Measurement Units

M. Maheswari, N. Suthanthira Vanitha, and N. Loganathan

Abstract Wide Area Measurement Systems (WAMS) is a collective technology
to monitor power system dynamics in real time, identify system stability related
weakness and helps to design and implement counter measures. It uses a global posi-
tioning system(GPS) satellite signal to time synchronize from phasor measurement
units (PMUs) at important nodes in the power system, sends real-time phasor (angle
and magnitude) data to a Control Centre. The acquired phasor data provide dynamic
information on power systems, which help operators to initiate corrective actions to
enhance the power system reliability. The goals of WAMS are real time monitoring,
post disturbance analysis, adaptive protection and power system restoration. The
major components of WAMS are Phasor Measurement Unit (PMU), Phasor Data
Concentrator (PDC), Global Positioning System (GPS for Time Synchronization of
the phasors), Communication channel (Preferably optical fiber cable), Visualization
and analysis tools, Wide area situational awareness system andWide area protection
and control. This chapter is going to discuss about the goals and benefits of using
PMUs, comparison between PMUs and SCADA system, Detailed description of
WAMS components, synchronized PMUS, different kind of applications of WAMS
in power sector, Components and operation of PMUS, real time examples of WAMS
in power system operation and control.
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1 Introduction

The objectives of the power sector are good quality, high stability and cheap. In
conventional power system, there are lot of possibilities to switch to instability
mode. It’s mainly due to the occurrence faults and the outages [1]. The stability
of the conventional power system is improved by means of interconnection. Hence
the modern power system interconnects the regional electric networks such as inter-
connection of Europe networks (UCTE) [2, 3], the japan power grid to improve
the stability of the power system [4, 5]. Interconnected power system effectively
utilize the distributed resources from different locations and accomplish the optimal
scheduling of energy sources. In addition to this, it provides support during fault
conditions which improves the reliability of the whole power system [6]. But low
frequency oscillations (LFOs) are excited quickly when the faults or disturbance
exists in the interconnected systems. There is no predefined characteristics for these
oscillations in each system.

2 Stability Problems of Interconnected Systems

The conventional power systems are interconnected to optimize the generation
of distributed energy sources from different areas, to augment the global optimal
scheduling for power utilization, also to elevate the power economic dispatch. Apart
from this, it provides the mutual power support from one area to another area which
improves reliable and security of large scale power systems. But the developments
happened in the grid structure and operating mode of interconnected systems creates
stability problems due to its complexity. The stability of power system can be clas-
sified into three classifications as mentioned by IEEE guide [7], namely rotor angle
stability, frequency stability and voltage stability as shown in Fig. 1. The ability of
the power system to sustain steady frequency followed by a severe system upset due
to the imbalance between generation and load is known as frequency stability. It

Power System Stability

Rotor Angle Stability Frequency Stability Voltage Stability

Large-disturbance 
angle stability 

(transient stability)

Fast Dynamics     
(a few seconds)

Small disturbance 
angle stability 

Large-disturbance 
Voltage stability 

Small disturbance 
Voltage stability 

Slow Dynamics     
(a few minutes)

Fig. 1 Classification of power system stability
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is determined by the ability to restore the equilibrium between the generation and
load without much affecting the load. The constant frequency swings leading to the
instability of the system by tripping of generating units and loads. Voltage stability
refers the ability of the power system to maintain the constant voltage at all buses
even after it is subjected to a disturbance. It is influenced by the ability to maintain
the equilibrium between the demand and the supply.

The continuous voltage fall or raise in buses will lead to instability of the system.
The ability of the synchronous machines of an interconnected power system to main-
tain in synchronism after it is subjected to a disturbance is called as rotor angle
stability. It is governed by the capability of maintaining equilibrium between elec-
tromagnetic torque and mechanical torque of synchronous machine in the system.
When there is an increase in the angular swings of few generators will lead to the
loss of synchronism with other generators, it leads to the instability of the system
[8]. The rotor angle stability is reduced by means of proper damping arrangements.
In case of insufficient damping, these oscillations will start to spread to the trans-
mission facilities and to the tie lines also. The frequency of power oscillations in the
interconnected systems lies between 0.2 and 3 Hz and it is called as low frequency
oscillations (LFO) [9]. It may be represented as fast dynamics with the duration of a
few seconds in the absence of effective oscillation damping control.

In interconnected systems, LFO is an existing rotor angle stability problem. In
case of IAO, the oscillation frequency lies between 0.2 and 0.8 Hz and it leads
to the threatening to the reliability operation, reduction in the transmission power
capacity and limiting the ability of interconnection between large electric networks.
The voltage swings may also be created by the undamped oscillations in some buses
and also leads to the frequency stability.

3 WAMS Technology

The concept of wide area measurement has been introduced by Bonneville Power
Administration in the late 1980s.WAMShasmadeupof advancedmeasurement tech-
nology, information tools and operational infrastructure to manage the complexity
in the behavior of large power system. It can be used as standalone infrastructure or
as a complementary system. The first one will replace the function of conventional
SCADA system and the later one designed to improve the operator’s real time situ-
ational awareness to improve the performance of the grid operation. WAMS is the
combination of synchronized phasor measurement unit, communication engineering
and information technology in electric power systems. The objective of WAMS is
to realize dynamic monitoring, analysis and control for the stability and the efficient
operation of the global power system. WAMS is mainly applied in the two fields
namely, smart grid construction and stability analysis and control based on wide
area measurements. The major components of WAMS are
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Data Resources WAMs Application

Communication 
System

Fig. 2 WAMs elementary process

• Phasor Measurement Units (PMUs) placed at different areas for measuring local
variables like voltage and current

• A monitoring and control system located in the power system dispatch center
• A digital communication network for information exchange

The application of WAMS in the power system, used to implement online moni-
toring of remote operating variables. These variables are used to disclose the dynamic
behavior of the power systems for energy management and decision making of trans-
mission system operators (TSOs). The concept of wide area measurement has been
introduced by Bonneville Power Administration in the late 1980s. WAMS has made
up of advanced measurement technology, information tools and operational infras-
tructure to manage the complexity in the behavior of large power system. It can be
used as standalone infrastructure or as a complementary system. The first one will
replace the function of conventional SCADA system and the later one designed to
improve the operator’s real time situational awareness to improve the performance
of the grid operation. There are three sub processes which are interconnected in
the WAMS, namely, data acquisition, data transmission and data processing. Each
process is performed by measurement systems, communication systems and energy
management systems respectively [10, 11]. It accumulates the data from the conven-
tional or advanced measurement devices and transmit it through proper communi-
cation systems to the control centers. The WAMS elementary process is shown in
Fig. 2.

3.1 Data Resources

The data resources are classified into two categories based on its nature such as
operational data and non-operational data. The data which is transmitted by the
installed device continuously to the control centers such as voltage, current and
breaker status. If the data is transmitted once in a while during the events then it
is called as nonoperational data like faults, lightning strokes and power fluctuations
etc., The data resource in the power system can be classified into operational and non-
operational similar to WAMs. The operational data includes supervisory control and
data acquisition, synchronized phasor measurement system. Circuit breaker monitor,
digital fault recorder and digital protective relays are coming under non-operational
data resources [12].
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3.1.1 Supervisory Control and Data Acquisition (SCADA)

SCADA is used to collect and process the data over a long distance through the appli-
cation of operational controls and it is completely assisted by the computer. There
are three major functions are executed by SCADA viz, data acquisition, supervi-
sory control and alarm display and control. These functions are carried out by the
hardware devices namely, Master terminal unit (MTU), remote terminal unit (RTU)
and communication channel. MTU is located in the control centers, whereas RTU is
located in the remote field site and it may be programmable logic controllers (PLC)
or intelligent electronic devices (IED) and the communication channel connecting
both remote site and the control center.

MTU acts as the heart of the SCADA system and installed at the control centers.
The major roles played by MTU are,

• Manage all communications
• Gathers data of RTU
• Stores obtained data and information
• Send information to other systems
• Commands the actuators connected with the RTU and
• Interfaces with operators.

RTU is used for monitors and controls the equipment through the data acqui-
sition and control at the remote sites and send the collected data to MTU. It may
be microprocessor based devices and can be used as a relay. The size of RTU is
named as small, medium and large, based on the number of analog/digital inputs.
PLC can be used to realize the operations of electrical equipment such as relays,
drum switches and mechanical timer/counters at the remote sites. PLC is a small
computer which is suitable for industries because it is more economical, versatile,
flexible and compact than RTU. The communication system provides the channel
between the master station and the remote sites through fiber optic or wireless or
satellite. SCADA employ the physical communication architectures such as point to
point,multi point and relay station architecture. The structure of SCADAarchitecture
is shown in Fig. 3.

Wide Area 
Network

Field Site 1 - IED

Field Site 2 - PLC

Field Site 3 - RTU

Workstation

Control Server 
and Router (RTU)

HMI

DB

Fig. 3 Structure of SCADA architecture
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PMU PMU PMUPMU PMU PMU

Fig. 4 Structure of synchronized phasor measurement system

3.1.2 Synchronized Phasor Measurement System (SPMS)

SPMS is an advanced device employs sample clock of common time source like
GPS and is used to measure currents, voltage and angle between them. Apart from
these, it can be customized to measure the parameters like local frequency, rates
of frequency changes, harmonics measurements, negative and zero sequence quan-
tities [13]. Phasor measurement unit (PMU), phasor data concentrator (PDC) and
communication system are the three main parts of SPMS. PMU is used to collect
the electrical signals like voltage and current at the rate of 48 samples per cycle.
PMU is a kind of microprocessor based device. The output of PMU is a time-tagged
phasors also called as synchro phasor. Synchro phasor is transmitted to the local or
remote receiver at the rate of 60 samples per second. PMU plays the role of RTU in
a SCADA system.

PDC plays a very significant role in SPMS. It collects the synchro phasors from
several PMU or PDC and fed out them as a single stream of data after several checks
on data consistency. Rejection of bad data, aligning the time stamps and creating
the coherent record of continuous recorded data. There are two major distinguish
between the SCADA and WAMs in case of streamed data. Synchro phasor data
is continuous and streaming in nature whenever it transmits the data to the master
station either in specified time intervals or required by master station and synchro
phasor data has more sensible than the data provided by RTU which requires high
bandwidth, low latency communication systems. The structure of SPMS is shown in
Fig. 4.

3.1.3 Digital Fault Recorder

Digital fault recorder is used to record the waveforms accurately during fault condi-
tions. It collects huge amount of data such as analog or status data in the different
stages of faults like pre fault, fault and post fault conditions [14]. Maximum current,
fault sequence, type of faults and the circuit breaker operation sequence are some
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Fig. 5 Digital fault recorder software modules

examples of data collected. These collected data are sampled at the very high rate of
64 to 356 samples per cycle and it cannot be used in real time applications, hence it
is stored as samples for offline processing. The above said task is achieved by using
SPMS directly. The software module for digital fault recorder is shown in Fig. 5 [15].

3.1.4 Digital Protective Relay

Themost important thing in power system is to isolate the faulty area from the healthy
one to minimize the impact. This kind of functions are taken care by protective
relays, these are controlled by digital signal recently and are known as digital protec-
tive relays (DPRs). It is a microprocessor based device and is capable of detecting
faults by means of current and voltage waveforms. It is also enabled to measure and
record analog and status data which is communicated to the centralized location. The
sampling rates of DPR is quite low and varies from 64 to 128 samples per cycle.
Obviously this sampling rate reports lower accuracy of DPR data compared with the
other data resources. The digital fault relay software module is shown in Fig. 6 [15].

3.1.5 Circuit Breaker Monitor (CBM)

CBM is an electronic device used to monitor the status of circuit breakers. It is
designed in such a way that it works in real time and capturing information about
each breaker for its proper operation either bymanually or automatically. The Circuit
Breaker Monitor Analysis Software Module is shown in Fig. 7 [15].

3.2 WAMS Communication Systems

Communication system perform a vital role in power system operation and control
because it enhances the security of the system. Ensuring the data delivery both from
data resources to the control centers and from the control center to the system actu-
ators are the two major task performed by the communication system in WAMS.
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A new developing model in communication system is open system interconnection
(OSI) layer. It deals about the comprehensive architecture for explanation, designing,
implementation, standardization and use of communication networks. There are
seven layers are present in the OSI reference model namely physical, data link,
network, transport, session, presentation and application layer as shown in Fig. 8. It
also emphasis the link between the OSI layers and data resources, applications and
communication systems.

The performance of WAMS communication systems are based on the charac-
teristics of the transmission media such as the cost, bandwidth, propagation delay,
security and reliability. Transmission data can be classified into two kinds such as
guided and unguided [16]. If the information is transferred through a solid medium
such as optical fiber, twisted cable pair, coaxial cable and power transmission lines
then it is known as guided transmission media. The transmission of information is
done by electromagnetic waves like atmosphere and outer space then it is called as
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unguided transmission media. The comparison between the characteristics of most
common media used in WAMS both in guided and unguided media is listed in
Tables 1 and 2 [17].

Table 1 Parameters comparison between different types of guided media

Type of Media Description Bandwidth Latency Security

Optical fiber It is a flexible, transparent
fiber made by glass or plastic
of thickness smaller than
human hair. It transmits the
light between two ends with
wider bandwidth for long
distance. It employs visible
light or infra-red rays for
transmission. Optical power
ground wire and all dielectric
self-supporting types are
mostly used in industries

High Low High

Power line carrier Power lines are used for
transmission medium and may
cause issues while the line
outages. It is classified into
two types as narrow band and
broad band as per data rate
values

Medium Low High

Leased line LL means using some other
communication lines for
transmitting wide area signals

Medium Low - Medium High
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Table 2 Parameters comparison between different types of unguided media

Type of Media Description Bandwidth Latency Security

WPAN Wireless Personal Area Network
connects the device around a person
over a very short distance i.e., 10 m
through wireless mode. One such
frequently used technology is
Bluetooth

Low-Medium Low-Medium Low

WLAN Wireless Local Area Network
connects the devices around through
wireless distribution method. The
most frequently adopted WLAN is
Wi-Fi

Low-Medium Medium Low

WMAN WiMAX, GPRS, GSM, CDMA and
3G mobile carrier services are the
frequently used techniques in
Wireless Metropolitan area Network

Medium Medium Low

WWAN It is Wireless Wide Area Network
using satellite communications. It is
employed under two situations like,
when a guided medium is not
possible between the remote site and
the control center and there is no
line of sight between the remote site
and pre-installed communication
network

Low-Medium High Low

3.3 WAMS Applications

The software based tools which are used to process the raw data from data resources
to extract the useful information for the power system operators are called asWAMS
Applications. In general, the WAMS applications are specific as generation, trans-
mission and distribution. In case of generation applications, it is used to control the
generator operation in real time and also monitoring the stability condition of the
generators. The group of computer aided tools which is used to control and monitor
transmission and sub transmission system is called as EMS. State estimation, load
flow, optimal power flow, load forecast and economical dispatch are the few conven-
tional EMS applications. Apart from this, the application of WAMS is extended
to

• Integrated phasor data platform
• Wide area dynamic monitoring and analysis
• Power stability prediction and alarming
• Fault analysis support
• Comprehensive system load monitoring
• Power system restoration support tool.
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In distribution side, systems that enable a distribution company to monitor, coor-
dinate and operate distribution components from the remote area in real time. It is
termed as automation applications as per IEEE community. The major objective of
this idea is to reduce the cost, enhance the service availability and better services to
the customers. It is again sub divided into substation automation, feeder automation
and consumer side automation.

WAMS applications also categorized further into two kinds in general. The appli-
cation of WAMS in measurement of quantities on only their own, area, region or
specific TSO becomes the first category. WAMS is used to measure the quantities
from neighboring national WAMS becomes the second kind. All these applications
may use online or off line to collect the information about the power system.

4 Phasor Measurement Units (PMUs)

4.1 Historical Development of PMUs

Power system engineers are interested to find the phase angles of voltage phasors of
power network buses because the real power flow in the power line is proportional to
the sine of the angle between voltages at the two terminals of the line. The real power
and the phasor angle between the voltages are the two parameters which takes major
role in power system planning and operation. The use of modern application in the
measurement of phase angle difference [18, 19]. They have used LORAN-C, GOES
satellite transmissions and the HBG radio transmissions to obtain synchronization
of reference time at different locations in power system. In general, the immediate
next positive going zero crossing of a phase voltage was used to determine the local
phase angle with respect to the time reference. By finding the difference between
the measured phase angles of voltages on a common reference at two locations was
determined. The accuracy of themeasured valueswere achieved in the order of 40μs.
These measurement techniques are not suitable for the implementation of wide area
measurement system in power system.

The origin of present era of phasor measurement technology has started when
the research on computer relaying of transmission lines has started. Before these
works, the above said research was conducted by microprocessor and its capacity
was not sufficient to carry out the calculations. In early days, the fault in the trans-
mission lines were identified by solving six fault loop equations at each instant. The
research was carried out to eliminate the solving of six loop equations for finding the
fault and derived a new technique based on symmetrical component analysis of line
voltages and currents. In the above said method, it is possible to identify the types
of fault and all types of fault calculation from the single equation. A new symmet-
rical component based algorithm for finding symmetrical components of three phase
voltage and currents [20]. This paper played a vital role in defining the algorithm
and methods to calculate symmetrical components and positive sequence voltages
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Fig. 9 The first phasor measurement units (PMUs) built at the Power Systems Research Laboratory
at Virginia Tech [13]

and currents. Later the research was recognized that the measurement of positive
sequence components in power system is of great value and it is the fundamental
importance. The importance of positive sequence voltages and currents and its uses
and it acts as starting point of synchronized phasor measurement technology [21].

The Global Positioning system (GPS) has been used to synchronize power system
measurements over a long distance. The first prototype model of PMU using GPS
was built by Virginia Tech in the year 1980 and the prototype has shown in Fig. 9.
The first commercial product of PMU was started by Macrodyne in association
with Virginia Tech [22]. Nowadays there are lot of manufacturer producing PMUs
worldwide. IEEE recommended the standards for format of data files created and
transmitted by PMUs in the year 1991 and also the same was reviewed in the year
2005 [23, 24]. There are lot of research works are carried in the worldwide regarding
the applications of PMUs.

4.2 Introduction

The PMU historical development has been discussed in Sect. 4.1 in detail. This
section aims to cover the aspects of the PMUs regarding its architecture and manage-
ment system in practical implementation. The measurements made by PMUs are
timestamped at the source and there is no issues of transmission speed. The PMU
measurements are used to identify the state of the power system at each instant
because of its time stamp. The data from PMUs will reach the central location based
on the delay in the communication channel used. But the time tags associated with
each measurement will help the operators to get the clear picture of the power system
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operation. This section address about the GPS method suitable for PMU measure-
ments, PDCs, Communication systems and the file structures for PMUS to ensure
the interoperability of the power system.

4.3 Block Diagram of PMU

The basic block diagram of PMU based on the first module developed by Virginia
Tech is shown in Fig. 10. The basic difference between the first model and the new
ones are the symmetrical component relays are replaced by computer relays. The
analog inputs like voltages and currents are obtained from the secondary of the
potential and current transformers respectively. In general, three phase voltages and
currents are measured so that it is easy to determine the positive sequence measure-
ments. PMU collects the currents from the several feeders and voltages of the various
buses in the substation. The measured values of currents and voltages are converted
into voltages usually in the range of±10 V so as to match with the requirement of the
analog to digital converters. The frequency response of the anti-aliasing filters are
decided by the sampling rate chosen. The cut-off frequency of analog filters always
chosen less than the sampling frequency to satisfy the Nyquist criterion. In relay
design process, the sampling rate is chosen high than its high cut off frequency of
the analog anti-aliasing filters. This stage is followed by a digital decimation filter.
It converts the sampled data to a lower sampling rate and this combination provides
the concatenation of digital anti aliasing filter with the analog anti-aliasing filters.
This will enhance the stable operation of the filters under aging and temperature
variation conditions. This guarantees that all analog signals have the same phase
shift and attenuation, hence the phase angle differences and relative magnitudes of
the different signals are unchanged. If the raw data from samples of analog signal
are stored, then it will be very much useful as high bandwidth digital fault recorders.
It is an added advantage of using oversampling technique.

Anti – Aliasing 

Filters
A/D converter Phasor 

Microprocessor

Modem

Phase Locked 
Oscillator

GPS Receiver

Analog 

One pulse per 
Second

Fig. 10 Block diagram of PMU



118 M. Maheswari et al.

The sampling clock is synchronized with the GPS clock pulse through phase
locked loop. The sampling rates are started with 12 samples per cycle of the nominal
frequency in the early days and it has improved to 96 or 128 samples per cycle due to
faster analog to digital converters and processors in the modern PMUs. The sampling
rate will improve in the future so as to improve the estimation accuracy further [13].
The positive sequence estimates are calculated by microprocessors for all currents
and voltages using the frequency detection techniques. The other techniques are
determination of frequency and rate of change of frequency measured locally and
included in the output of PMU. Then the time stamp signal is formed from the two
of the signals derived from the GPS receiver and it will help to identify the universal
time coordinated (UTC) second and the instant defining the boundary of the power
frequency as prescribed by IEEE standard. The output of PMU will be time stamped
and it is transferred to the suitable modems in proper file structure through proper
communication channels.

4.4 Global Positioning System (GPS)

In the year 1978, US department of defense originated the GPS by using the launch
of first Block I satellites. There were 24 modern satellites was put in place in the year
1994. These are arranged in six orbital planes displaced from each other by 60° and
inclined about 55° with respect to equatorial plane as shown in Fig. 11. The orbital
radius of the satellites are 16,500 miles and they go around the earth twice per day.
It is arranged in such a way that at least six satellites has to be visible from the earth
at a time but there are 10 satellites are visible as of now. The major function of the
GPS is to find out the coordinates of the receiver and finding the time of pulse per
second in PMUs. The pulse received from the receiver will coincide with all other

Fig. 11 GPS satellite
disposition



Wide-Area Measurement Systems and Phasor Measurement Units 119

received pulses in the earth within 1 microsecond. Nowadays the synchronization is
achieved within few hundred nano seconds.

The accurate clocks available in the GPSwill provide one pulse per second signal.
The time they use is known as GPS time and it will not account the earth’s rotation.
The corrections in the received signal is done at the receivers to provide UTC clock
time. PMU standard uses UNIX time base with a second of century (SOC) counter
which began to count at midnight on January 1, 1970. Nowadays there are lot of GPS
systems are deployed by other nations also for the same objective. GPS system will
play a major role in the synchronization for PMUs in the future also.

4.5 Hierarchy for Phasor Measurement Systems

In power system, the PMUs are installed in the substations and it depends on the
provisions made for measurements in that location. The measured phasor data is
used in the remote locations from the PMUs. Hence there should be some predefined
architecture has to be followed to realize the full benefit of the PMU measurement
system. The most commonly used architecture of the PMU measurement system is
shown inFig. 12. PMUsare used tomeasure time stampedpositive sequence voltages,
currents, frequency and rate of change of frequency of all buses and feeders in the
substation. The measured data are stored in the local storage devices and can be
retrieved from remote locations for diagnostic purpose. The storage capacity of the
local storage is always limited and the data belongs to important events needs to be
stored in the permanent storage to avoid overwritten. The measured phasor data will
be immediately available for real time applications either in locally or higher level
operations.

In the hierarchy of PMUs measurement, the next device is Phasor Data Concen-
trator (PDCs). The major function of the PDCs is to collect data from many PMUs,
discard bad data, line up the time stamps andmake a record of data fromwider part of

Super PDC

PDC PDC

PMU PMU PMUPMU PMU PMU

Applications

Data Storage

PMUs Located in Substations

Fig. 12 Hierarchy of Phasor Measurement System
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power system. The local storage facilities are also available in the PDCs along with
the application functions which made PDCs exists for the real time applications. In
the next level of hierarchy, the device available is called as super data concentrator
as shown in Fig. 12. Its function is also similar to PDCs but in large scale for the
entire power system. From the Fig. 12, it is clear that the communication between
each level should be bidirectional. In most of the cases, the data flow required is
only upward except few instants. There is a standard format available for upward
and downstream communications among the hierarchy.

4.6 Functional Requirements of PMUs and PDCs

4.6.1 Synchro Phasor Evolution

PMUs are manufactured by different manufacturers in the various parts of theWorld.
But it should be ensured that the interoperability among PMUs of different manufac-
turers should perform a common standard. The standard for synchro phasor is first
developed by IEEE in the year 1995 [23]. The early models of PMUs were tested
for interoperability based on this standard and it was found that the performance
is not identical at off—nominal frequencies [25]. Hence it was realized that the
existing standard was not enough to define the performance of PMUs at off-nominal
frequencies. It was resolved by IEEE team in the year 2005.

The phasor of a single is independent of the signal frequency. If any pure sinusoid
with any frequency is applied at the input of PMU then it is represented as a phasor of
magnitude equal to its rmsvalueof the signal and its phase angle (θ),which is the angle
between the reporting instant and the peak of the sinusoid as shown in Fig. 13. There
aremany filters are employed at the input of the PMUs and the phase delays produced
by these should be compensated before it estimates the phasor. The positive sequence
produced by the PMU must be correct at all frequencies irrespective of the balanced
or unbalanced input signal. PMU standard provides the specification for frequency
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Input Wires
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Fig. 13 PMU input signal and output Phasor estimate
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deviation of ±5 Hz from the nominal frequency. The other accuracy specifications
provided by PMU standards are standardized reporting time for phasors which is
phase locked to the GPs is 1 pps and is at intervals are multiples of nominal power
frequency.

4.7 File Structure of ‘Synchro Phasor’ Standard

Synchro phasor file structure is similar to that of COMTRADE, which describes
about the files for transient data collection and dissemination. Initially COMTRADE
standard has beenmodifiedby International ElectroTechnicalCommission (IEC) and
now it has been followed by computer relays, digital fault recorders, other producers
and users of power system transient data. There are four types of files are defined
by synchro phasor standard for data transmission to and from PMUs. In which three
files are created by PMUs and the other one is produced by PDC. Header files,
Configuration files and Data files are the files created by PMUs and Command file is
created by PDC. The common structure of all files are shown in Fig. 14. The two bytes
of first word is for synchronization of the data transfer. The second word describes
the size of the total record, data originator is identified by third word, Second of
Century (SOC) and fraction of a second (FRACSEC) is delivered by the next two
words. The FRACSEC data word length is specified by the configuration file. The
check sum is the last word used to find any errors in data transmission.

Header file contains the information need to be conveyed to the user from the
producer of the data and it is in human readable format. The configuration and data
files are in machine readable format. The Configuration file delivers the information
about the explanation of the data contained in the data file. PMU will send the
Header and configuration files once the nature of data to be transmitted is defined.
The data file comprises the phasor data which is the output of the PMU and it may
be in rectangular or polar form. The performance of the PMUs are controlled by the
Command files from the higher level hierarchy. There are several commands have
been defined and are available for current usage.

SYNC FRAME SIZE IDCODE SOC

FRACSEC DATA 1 DATA 2 DATA N CHK

First transmitted

MSB     2         LSB 22 4

4 2 Last transmitted

Fig. 14 Common structure of files transmitted from and to PMUs
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Table 3 Comparison between SCADA and PMUs

S.No Parameters SCADA PMUs

Resolution 1 sample at every 2–4 s
and used for only steady
state observability

It can be done 10–60 samples
per second and can be used for
transient and steady state
observability

Measurement It measures only
magnitudes of the
quantities

It measures both magnitude
and phase angles of the
quantities

Time synchronization There is no possibility for
synchronization

Synchronization is done with
the help of GPS

Number of Input/Output
channels

There are more than 100
analog and digital inputs
and output channels are
available

There are 10 channels for
phasors, more than 16
channels for each digital and
analog signals are available

Focus It is designed to do local
monitoring and control

It is designed to carry out wide
area monitoring and control

4.8 Comparison between SCADA and PMUs

PMUs stands at the top while comparing with its counterparts like SCADA. There
are few added advantages of PMUs compared to SCADA as described in the Table
3.

4.9 PMU scenario in Indian Power Grid

Indian power grid is one among the largest power grids in the World. The opera-
tion and monitoring of Grids in Indian power grid is carried out by National Load
Dispatch Centre (NLDC), five Regional Load Dispatch Centers (RLDC) and State
Load Dispatch Centers (SLDC). The entire grid has subdivided into five regions such
as Northern region, Southern region, Eastern region, North East region and Western
region. To enhance the advanced technologies in the power network to improve the
service and reliability of the supply to the customers, Synchro Phasor measurements
are deployed in the Indian Power Grid. The first pilot project on PMU was installed
in Northern region in the year 2010. The said project consists of PMUs along with
GPS connected at 9 selected substations in the grid. A PDC and other accessories
were located at NRLDC at New Delhi as published in an article of electrical India.

The present scenario of PMUs in India as there is one PDC is installed at theNLDC
and it is integrated with other five PDCs connected at the RLDC [15]. There are 60
number of PMUs are installed as of now in various regions respectively 12 PMUs in
Eastern region, 8 in North –east region, 14 in Norther region, 10 in Southern region
and 16 inWestern region. In most of the locations, the PMUs are used to measure the
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voltages in 220 kV and 400 kV buses. There are other pilot projects are also carried
out throughout the grid to enhance the power system reliability and security.

4.10 Applications of PMU in Power System

The implementation of PMUs in the power system and collecting the magnitude and
phase angle of voltages and currents of various buses in the substation will help us
to undergo the following applications,

• Post disturbance analysis
• Stability monitoring
• Thermal overload monitoring
• Power system restoration
• State estimation
• Real time control
• Adaptive protection

4.11 Challenges in PMU implementation

Wide area measurement and controlling leads for robust control of power system
from remote area and also it enhances the power system stability and reliability.
There are lot of benefits behind the invention of new technologies as well as the
challenges are also existing everywhere. The challenges in the implementation of
PMUs in the power system are as follows,

• Selecting suitable location for PMU placement
• Integration of synchro phasor technology with SCADA
• Communication delays
• Low frequency oscillation monitoring
• Distorted power system waveforms make prediction difficult
• High computational requirement
• Developing tools for in depth post facto analysis.

5 Challenges of Wide Area Dynamic Monitoring
and Control

There are many theoretical research works are still going on regarding WAMS and it
should be carried forward to the practical application of wide area stability control in
the large interconnected system. The challenges available in front of the researchers
are summarized as below,
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• Problem of interconnection between local controllers and wide area controllers:
Large interconnected power systems in practice employs lot of conventional
stability control devices such as PSS devices. PSS devices are using lot of local
controllers and these are designed to damp the local oscillation modes. If the
wide area damping control is employed in power system then it may reduce the
damping capability of local controllers. Hence, it is important to maintain the
overall stability of the power system by simultaneously optimizing the local and
wide are controllers. The new techniques are proposed to tune large number of
local PSSs as but only few works are carried out for the tuning on both local and
wide area controllers [26–28].

• Problem of control coordination among multiple wide-area damping controllers:
The wide area stability control employs devices such as HVDC and FACTS for
power system control and control signals withmulti-channel. It is the recent trends
used in the smart transmission grids. There are lot of LFO modes are inbuilt in
the control devices to provide multiple damping on dominant modes and improve
the overall stability of the interconnected systems.

But the interaction between the different control loops may exists if the coordination
designs are not taken care in multiple wide area controllers. These interactions may
reduce the damping performance of multiple controllers or leads to instability of the
power system. Hence it is noted that the coordination of wide area control is must
for the practical application of wide area stability control.

• Problem of how to choose optimal control-input for multiple wide-area damping
controllers: The performance of the controllers depends on the selection on the
feedback signal. Somemethods are proposed for the selection of feedback signals
for local controllers [29–34]. But inWAMS application, it is possible to select the
control signals in both local and wide area range. On comparing with the local
controllers there are more local and wide area signals are existing to select as a
feedback control input. But the research work related to these selections are only
few.

• Problem of design and implementation for practical application of online wide
area monitoring and control: Many of the research works related to wide area
stability control stays only at the theoretical stage. To implement in the practical
case, there are lot of problems encountered still such as design of advanced control
algorithm to reduce the delay effect of wide area control, embedding the wide area
control in the power system [35–37].

6 Conclusion

WAMS is a collective technology to monitor power system dynamics in real time,
identify system stability related weakness and helps to design and implement counter
measures. This chapter has described about the need for WAMS in the present
scenario power grid to manage LFO and enhance the stability of the power system.
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It also illustrates the major components of WAMS and its operation in brief. It also
emphasis on the application of WAMS in the power system generation, transmission
anddistribution. Themost important part ofWAMS isPMUdeviceswhich are located
at the remote locations to measure the physical quantities. This chapter covered the
importance of PMU in smart grid, its components, application and limitations in
detail.
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Optimal Selection of Phasor
Measurement Units

N. V. Phanendrababu

Abstract Phasor Measurement Unit (PMU) is an important device for the power
system operation as it provides the synchronized data required for the monitoring,
protection, and control of the power system. So, to deploy the PMUs for the power
system, their optimal locations are needed to be identified. This paper presents the
optimal selection of PMU set from the available sets of PMUs. Firstly, it obtains all
possible sets of PMUs required for the complete observability of the power system.
Then, it defines four criteria such as System Observability Index (SOI), Restorable
Islands Observability Index (RIOI), Critical Bus Observability Index (CBOI) and
Critical Line Observability Index (CLOI) for the selection of best PMU set. Later,
the Multi-Attribute Decision Making (MADM) techniques such as Analytic Hier-
archy Process (AHP), Technique for Order Preference by Similarity to Ideal Solution
(TOPSIS), Preference Ranking Organization Method for Enrichment Evaluations
(PROMETHEE) and Compromise Ranking Method (VIKOR) have been used for
the optimal selection of PMU set. This selection has been tested on some of the
IEEE test systems. The results are then compared to analyze the performance of
these four methods.

Keywords PMU · Observability · MADM · SOI · RIOI · CBOI · CLOI · AHP ·
TOPSIS · PROMITHEE · VIKOR

1 Introduction

The Phasor measurement unit (PMU) is becoming an important tool for monitoring,
controlling, and protecting the electric networks [1]. Hence its deployment for the
present and future power system networks has become a great challenge for the plan-
ning engineers. The optimal PMU placement (OPP) is quite an important strategy
for deploying the PMUs, optimally. With the invention of the Phasor Measuring Unit
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(PMU), the power system protection schemes such as backup protection, adaptive
protection, and model analysis based network redesigning and highly-secured power
networks have been made adapted [2]. Starting from the introduction of optimal
PMU placement [3], many authors [4–11] have suggested many algorithms to iden-
tify optimal locations of PMUs. Most of these placements were purely based on
observability constraints. And, giving the same number of PMUs, the PMU loca-
tions obtained were different from author to author. But, the power utilities are not
clear about how to select the best set that serves most of their purpose (criteria), out
of them.

Later, the additional constraints were started to be modeled as the objective func-
tions, to model a multi-constrained optimization into a multi-objective optimization
algorithm. But, this method found to be yielding more number of PMUs. Moreover,
this is highly expensive by means of convergence since it involves the selection of
Pareto fronts. And, the issues such as complexity in modeling multi-constrained
objective function, and increased computational time have made this method to find
limited application.

Towards answering these issues, in [12], authors have suggested a new technique
of placing PMUs based on three criteria such as bus voltage observability index,
voltage control area observability index and tie-line oscillation observability indices.
But, it was found that the number of PMUs obtained is almost double the number
of PMUs required for complete observability. Later, authors [13] have proposed a
method of PMU placement using Fuzzy Weighted Average (FWA) algorithm using
4 criteria. But, they have ranked only PMU installed buses using FWA technique.
Recently, paper [14] has used Revised Analytical Hierarchy Process (RAHP) to
rank the PMU installed buses. Firstly, it identifies the PMU locations required for
system observability under N-1 contingencies. Then they have applied RAHP to rank
them. But, they have not considered normal operating condition without ZIB effect.
And, none of them have considered the criteria that could help the power utilities in
improving the system security, and to reduce the chances of blackouts. Unfortunately,
both of these aspects are very important for the power companies.

As a response to all these issues, this chapter suggests a methodology that applies
the Multi-Attribute Decision-Making methods for selection criteria such as System
Observability Index (SOI), Restorable Islands Observability Index (RIOI), Critical
Bus Observability Index (CBOI) and Critical Line Observability Index (CLOI).
MADM helps the decision-makers in taking decisions in the presence of multiple
criteria. The PMU-sets obtained for observability problem [15, 16] considering
normal operating conditions with no Zero Injection Bus effect are considered as
alternatives for this selection.

This chapter is sectionalized as follows: After introducing the importance of
MADM techniques in Sect. 1, Sect. 2 formulates the criteria based on their impor-
tance. Section 3 gives an introduction to MADM techniques and then explains
AHP, TOPSIS, PROMITHEE and VIKORmethods. After obtaining the results from
Sect. 3, the comparison amongst AHP, TOPSIS, PROMITHEE and VIKOR will be
discussed in Sect. 4. The Sect. 5 will conclude the work.
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2 Formulating the Criterion

Here, as selection criteria, four indices have been proposed. They are SystemObserv-
ability Index (SOI), Critical Bus Observability Index (CBOI), Critical Line Observ-
ability Index (CLOI), and Restorable Islands Observability Index (RIOI). These can
be defined as below.

2.1 Criterion 1: System Observability Index (SOI)

It is a parameter that tells the level of system observability. It can be defined as the
ratio of the sum of a number of buses observed for at least one time and the number
of buses observed for more than one time to the total number of buses in the system.
It is given by,

SO I = 1 + No. of buses observed formore than one time (np)

N
(1)

Since the PMU placement is done only on the basis of system complete observ-
ability, there we get ‘1’ in the above formula. Its value is typically greater than or
equal to (≥) unity. High is the SOI, maximum will be the system redundancy level.
So, the solution that corresponds to high SOI can be considered as the best solution
to the OPP problem.

2.2 Criterion 2: Restorable Islands Observability Index
(RIOI)

This index gives the observability of the islands resulting from the system islanding
studies [17]. This section presents a network partition algorithm before determining
the observability of islands.

2.2.1 Proposed Network Partition

This partition will be processed in two phases [18]. Initial partition gives stable
islands which may or may not be observable. The final partition assures observable
islands obtained by moving the unobservable bus to suitable islands. After the initial
partition, it is to be noted that all the transformers must be allocated to respective
regions to which the transformer buses are incident. This enables each region to run
independently.
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2.2.2 Initial Partition

For partitioning the network, the first step starts with identifying the number of
islands equal to theminimum of the number of generator buses, load buses, and PMU
installed buses. Then, formulate a regional matrix R in which each row represents
one region. Initially, all the elements of a row are set to zero (0) except for one
generator bus and a load bus that could be afforded by the generator. After, the next
order regional bus can be calculated using the system connectivity matrix as (2):

Rk = R′
k−1 × A, k > 1 (2)

Here, R
′
k−1 is Rk−1 after corrections. This equation has to be executed iteratively

until all the buses are considered.The following instructions are needed tobe followed
while constructing the higher-order regional:

1. No node should be considered for the next iteration once it is assigned.
2. No entry should be greater than unity. If they exist, correct them to unity.
3. A node will be assigned to a particular region if and only if the region satisfies

the generation-load balance constraint. Otherwise, reset the entry and consider
it for the next iteration.

4. In any iteration, if a node appears in two or more regions then do the assignment
based on the nature of the bus. The process of assigning a bus based on its type
is explained below:

Load Bus:

• Assign it to a region that could afford it sparing less generation-load balance.
• If no single region could afford the load alone then join the two regions that are

incident it so that they could supply the load.

Zero-Injection Bus (ZIB):

• Assign to any region incident to it.

Generator bus:

• Assign it to a region with less generation-load balance. This improves the stability
of an island.

2.2.3 Final Partition of Network

This section ensures the observability of the islands. For this, first, check whether all
the buses are observable or not. If any bus in a particular island is not observed,make it
observable by taking suitable actions. If a Load/Generator bus is unobserved, move it
to an island which could make it observable without disturbing the generation-load
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balance. Else if, a ZIB bus is unobserved, move to an island that would make it
observed.

2.2.4 Calculation of RIOI

After partitioning the network into islands, calculate SOI for the only islands which
are completely observable. Let us consider the vector S with each element as SOI of
the respective island which is completely observable.

S = [s1, s2, s3, ... sr ], r ∈ c

Here, c is the number of completely observable islands. Then, calculate RIOI by
multiplying it with the set of number of buses of completely observable islands (3).

RI O I =
r∑

i=1

sr · Nr (3)

Here, Nr is the number of buses in rth island. The regional information for the
test systems considered of case study is given in the Tables 1, 2 and 3, below.

Table 1 Regional Information for IEEE-30

IEEE-30

Region Buses

r1 1, 3

r2 2, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 16, 17, 19, 20, 21, 22, 24, 25, 26, 27, 28, 29, 30

Table 2 Regional Information for IEEE-57

IEEE-57

Region Buses

r1 1, 2, 16

r2 3, 4, 5, 14, 15, 18, 19, 20, 21, 22, 23, 24, 25, 30, 31, 38, 44, 45, 46

r3 12, 17

r4 6, 7, 8, 9, 10, 11, 13, 26, 27, 28, 29, 32, 33, 34, 35, 36, 37, 39, 40, 41, 42, 43, 47, 48,
49, 50, 51, 52, 53, 54, 55, 56, 57
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Table 3 Regional Information for IEEE-118

IEEE-118

Region Buses

r1 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 14, 16, 17, 18, 19, 20, 21, 22, 34, 36, 43, 113, 117

r2 28, 29, 31

r3 23, 24, 25, 26, 27, 32, 114, 115

r4 44, 45, 46

r5 13, 15, 33, 35, 37, 38, 39, 40, 41, 42, 47, 48, 49, 50, 51, 55, 56, 57, 58, 59, 60, 61,
62, 63, 64, 65, 66, 67, 68, 52

r6 68, 69, 70, 71, 72, 73, 74, 75, 76, 77, 78, 116, 118, 82

r7 53, 54

r8 79, 80, 81, 96, 97, 98, 99

r9 92, 93, 94, 95, 100, 101, 102, 103, 104, 105, 106, 107, 108

r10 83, 84, 85, 88, 89, 90, 91

r11 86, 87

r12 109, 110, 111, 112

2.3 Criterion 3: Critical Bus Observability Index (CBOI)

The critical buses are the system buses whose outage causes network instable, and
may lead to power system blackout. So, it is desirable to monitor them dedicatedly.
This index is modelled here as a non-beneficial attribute. There are two cases that
may arise while calculating CBOI. They are:

1. If the bus is directly observable, its CBOI is zero (0).
2. If the bus is indirectly observable, then it’s CBOI becomes 0.5 * n. Where, n is

the number of PMU installed buses incident to it. And, 0.5 is the proposed CBOI
index of an indirectly observed bus from a PMU installed bus.

Here, the identification of critical buses and critical lines is done by usingNewton–
Raphson load flow method. As per the definition of critical element, the Newton–
Raphson would get diverged for during the outage of critical elements. The details
of critical elements identified are listed in Table 4.

Table 4 Critical elements
identified for different test
systems

System Critical lines Critical buses

IEEE-30 1–2 2, 6

IEEE-57 1–15, 3–15, 41–43, 49–50, 50–51 8, 12

IEEE-118 68–65, 38–65 10, 26, 65, 66
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2.4 Criterion 4: Critical Line Observability Index (CLOI)

As similar to critical buses, the critical lines are also defined as system branches
whose failure leads to unstable oscillations in large systems, and then to a system
power-halt. So, it is most important to monitor the critical lines exclusively. The
CLOI can be determined as the sum of the CBOI of the critical line buses ignoring
their physical connection. This helps in restoring the critical line after its outage.
Means, if i and j are the two buses of critical lines, then CLOI will be (4),

CLOI = CBOIi + CBOI j (4)

There are three possible situations that may arise while calculating CLOI.

Case1: Directly observed critical line: As shown in Fig. 1, if the two ends of
critical lines have PMU installed buses it’s CLOI becomes, CLOI = 0.
Case2: Partially observed critical line: Here, only one end of the critical line will
have a PMU installed bus as shown in Fig. 2. The CLOI becomes, CLOI = 0 +
0.5 * n, where n is the number of PMU installed buses connected to jth bus.
Case3: Indirectly observed critical line: In this case, none of the ends of the critical
line will have PMU. But, as shown in Fig. 3, they may have PMU installed buses
incident to them. So, CLOI = 0.5*ni + 0.5 * nj. Here, ni and nj are the number
of PMU installed buses incident to the buses i and j respectively.

From this, it is clearly understood that these indices would be valued in ascending
order from the directly observed critical line case to indirectly observed critical
line case. In order to keep them ascending order from case1 to case3, the CLOI of
case2 and case3 are multiplied with the multiplication factors (0.5)N and (0.5)−N ,

Fig. 1 Directly observed
critical line

PMU

PMUi

j

Fig. 2 Partially observed
critical line

PMU

PMU
i j
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Fig. 3 Indirectly observed
critical line

PMU PMU

i j

respectively. Here, N is the maximum connectivity of a bus with the highest degree.
The values of N are 7, 6 and 9 for IEEE-30, 57 and 118 test systems, respectively.

The possible maximum and minimum values of CLOI for different IEEE test
systems are given in Table 5. Now, the new CLOI factors of case2 and case3 are
listed in Table 6. The criteria and the respective sets of weights we have considered
for decisionmaking are tabulated in Table 7. The list of alternatives and their attribute
values, for different test systems, are given Tables 8, 9 and 10.

In this selection, except System observability index (SOI) all the remaining
attributes are considered to be non-beneficial. Since thePMU-set has to ensure system
observability completely, SOI is considered as a beneficial attribute.

Table 5 Maximum and Minimum values of CLOI

Test
system

Case1 Case2 Case3

Maximum
value

Minimum
value

Maximum
value

Minimum
value

Maximum
value

Minimum
value

IEEE-30 0 0 1 0.0078125 1 0.015625

IEEE-57 0 0 1 0.015625 1 0.03125

IEEE-118 0 0 1 0.001953125 1 0.00390625

Table 6 New CLOI factors of case2 and case3

Test
system

Case1 Case2 Case3

Maximum
value

Minimum
value

Maximum
value

Minimum value Maximum
value

Minimum
value

IEEE-30 0 0 0.0078125 0.000061035156 128 1

IEEE-57 0 0 0.015625 0.000244140625 64 1

IEEE-118 0 0 0.001953125 0.000003814697 512 1
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Table 7 The criteria and the respective sets of weights

Weight_set (WS) SOI CBOI CLOI RIOI

Weight_set1 (WS1) 0.2 0.2 0.2 0.2

Weight_set2 (WS2) 0.5 0.2778 0.1667 0.0556

Weight_set3 (WS3) 0.5 0.1667 0.2778 0.0556

Weight_set4 (WS4) 0.0556 0.1667 0.2778 0.5

Weight_set5 (WS4) 0.0556 0.2778 0.1667 0.5

3 Multiple Attribute Decision Making (MADM) Methods

MADM helps the decision-maker in the process of evaluation. Even though many
conventional methods were introduced earlier, they have confronted with quite
different situations while solving MADM problems. So, all the fields have started
developing newmethods to serve their purposes particularly. And, their intentionwas
to understand and estimate decision behavior but not to guide for accurate decision-
making. But, if we defineMADM, narrowly, as a decision that could identify the best
alternative to maximize more than one attribute, many of the above methods would
fail in identifying the best alternative [19]. The most common aspects in MCDM are
described below:

Alternatives: These are the choices available for the decision-maker in making a
decision. These are supposed to be prioritized and ranked ultimately.

Attributes: Attributes can be referred as goals or decision criteria. Even though alter-
natives can be viewed from the attributes, they may conflict with each other. The
decision-maker may also determine the weights of the relative importance of criteria.
In order to prioritize the criteria, MADM methods assign criteria with the weights
of importance. Based on the ideal values of the attributes, they will be classified as;
beneficial that is desired to be maximized, and non-beneficial that is desired to be
maximized.

Decision matrix: It is a m × n matrix whose element dij represents the performance
of ith alternative with respect to jth criteria.

3.1 Analytic Hierarchy Process (AHP)

The Analytic Hierarchy Process (AHP) [20, 21] is one of the best techniques for
solving MADM problems. AHP enables us to define as many levels as possible
to formulate a decision criterion. Its multiple functional characteristics have made
AHP a more powerful tool in MADM. This includes handling subjective judg-
ments, multiple decision makers, etc. It handles both subjective and objective criteria
effectively. The steps involved in the AHP method are been explained below [22].
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Step 1: Identify the attributes and the alternatives. Formulate the hierarchy among
objectives, attributes, and alternatives.

Step 2: Formulate a pair-wise comparison matrix (Cn×n) (5), where n is the number
of available alternatives. The element (cij) ofC represents the importance of attribute
i over attribute j. The integers 1, 2 …9 will be used for representing comparative
importance between two attributes.

ci j =
{
1, i f i = j

1/
C ji

, i f i �= j
(5)

Step 3: Determine the relative normalized weights (Wj) (6). It uses geometric mean
method for identifying these weights.

Wj = Mj

/
n∑
j=1

Mj
(6)

where

Mj =
⎡

⎣
n∏

j=1

ci j

⎤

⎦
1/n

Step 4: Calculate C1 and C2, using C1 = C ∗ WT and C2 = C1
/
WT .

Step 5: Calculate λmax which is the average of C2.

Step 6: Determine the consistency index using, C I = (λmax −n)
/
(n − 1). Lower

the CI better is the consistency.

Step 7: Obtain random index (RI) for all attributes available. The Table 11 gives the
RI values.

Step 8: Calculate the consistency ratio CR = CI/RI. A typical value of CR should be
less than equal to 0.1.

Step 9: Do the pair-wise comparison of alternatives based on their dominance.

Table 11 RI values

Attributes 3 4 5 6 7 8 9 10

RI 0.52 0.89 1.11 1.25 1.35 1.4 1.45 1.49
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Step 10: Calculate the scores of all alternatives by multiplying Wj of each attribute
with the corresponding normalized weight, and then sum it over attributes for each
alternative.

3.2 Technique for Order Preference by Similarity to Ideal
Solution (TOPSIS)

It is developed by Hwang and Yoon in 1981. It is developed based on the idea that
the best alternative should always be close to the ideal value and far away from the
non-ideal value [23]. For this, they have used the concept of Euclidean distance. The
best solution alternative should always be close to the ideal (best) solution and far
away from the negative ideal (worst) solution. The ideal solution is the solution for
which all the attributes mean maximum values. But, practically, it is not feasible to
have that kind of solution from the set of alternatives. Similarly, a negative ideal
solution is also an imagined solution for which all attributes mean minimum values.
So, the solution that will be obtained from this method is not only closest to an ideally
best solution but also farthest from ideally worst solution. The steps involved in the
TOPSIS method are given below:

Step 1: Determine the attributes.

Step 2: Construct the decision table AT . And, it is to be noted that the subjective
attributes must be represented with a ranked value on a scale.

Step 3: Obtain the normalized decision matrix (7), NTij:

NTi j = ETi j

/⎡

⎣
m∑

j=1

E2
T i j

⎤

⎦
1/2

(7)

where, i = (1, 2, …, n), j = (1, 2,…,m), ETij is the performance of ith alternative for
jth attribute, m is the number of attributes,

Step 4: Estimate the weights (WTj) of the different attributes according to their
objective. It is very important to remember that their cumulative sum should be
unity.

Step 5: Calculate the weighted normalized matrix, MTij, using (8),

MTi j = WT j . NTi j (8)

Step 6: Identify the best and worst solutions from (9) and (10), given below:
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S+ =
{(

max∑

i

MT i j

/
j ∈ J

)
,

(
min∑

i

MT i j

/
j ∈ J

′
)

/ i = 1, 2, ..., n

}

= {
S+
1 , S+

2 , ...., ...., S+
m

}
(9)

S− =
{(

min∑

i

MT i j

/
j ∈ J

)
,

(
max∑

i

MT i j

/
j ∈ J

′
)

/ i = 1, 2, ..., n

}

= {
S−
1 , S−

2 , ...., ...., S−
m

}
(10)

where, J = (j = 1, 2…m); j is associated with beneficial attributes.

J’ = (j = 1, 2… m); j is associated with no-beneficial attributes.

Let Sj+ and Sj− are the best and worst values of the jth attribute in table AT .Means,
Sj+ becomes the higher value of the attribute j if it is a beneficial attribute and lower
value otherwise. Similarly, Sj− becomes the lower value of the attribute j if it is a
beneficial attribute and higher value otherwise.

Step 7: Using the following Euclidean distance formula (11) and (12), measure the
separation of each alternative from the ideal one.

D+
i =

⎧
⎨

⎩

m∑

j=1

(
Mi j − S+

j

)2

⎫
⎬

⎭

1/2

(11)

D−
i =

⎧
⎨

⎩

m∑

j=1

(
Mi j − S−

j

)2

⎫
⎬

⎭

1/2

(12)

Step 8: Calculate the relative closeness (13) of alternatives to the best solution using:

Ri = D−
i

/(
D+

i + D−
i

)
(13)

Step 9: Arrange the alternatives in the descending order of their Ri values to identify
the most and the least preferred alternatives.

3.3 PROMETHEE (Preference Ranking Organization
Method for Enrichment Evaluations)

It is an outranking-based method introduced by Brans in [24]. The strength of pref-
erence of each alternative for a particular attribute will be identified by comparing it
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over other alternatives. The steps involved in decision making using PROMETHEE
are given below.

Step 1: Identify the alternatives and attributes from the data. Let x is the set of
alternatives and y is the set of attributes.

Step 2: Construct the decision making matrix, AE .

Step 3: Estimate the weights, WEj.

Step 4: Define preference function (14) as,

Fj
(
d j

) =

⎧
⎪⎨

⎪⎩

0, d j ≤ s j(∣∣d j

∣∣ − s j
)/(

p j −s j
)

1, d j > p j

, s j < d j ≤ p j (14)

where, pj and sj are the preference and indifference cut-offs.

Step 5: After getting the preference degree for each pair of alternatives for each
criterion, calculate the overall preference (15) as,

p
(
Ax , Ay

) =
n∑

j=1

ω j Fj
(
Ax , Ay

)
(15)

where, ω j is the weight of jth criterion.

Step 6: Calculate the incoming (16) and outgoing flow (17) for each alternative.

The inflow of alternative Ax is,

�−(Ax ) =
∑

p
(
Ay, Ax

)
(16)

The outflow of the alternative Ax is,

�+(Ax ) =
∑

p
(
Ax , Ay

)
(17)

Step 7: Determine the net flow (18), �(Ax ), from

�(Ax ) = �+(Ax ) − �−(
Ay

)
(18)

Step 8: Later, the ranking will be done from best to worst using this net flow values.

Alternative Ai is indifferent from Aj, if �(Ai ) = �
(
A j

)
, and Alternative Ai is

preferential to Aj if �(Ai ) > �
(
A j

)
.
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3.4 Compromise Ranking Method (VIKOR)

This method was developed by Yu and Zeleny in [25, 26]. This method is helpful in
the situations when the decision-maker is unable and does not have an idea to give
the preference for the attributes. This method works based on Lp-metric suggested
in [22]. This method gives the most feasible solution as it yields a maximum utility
of majority and minimum of the individual regret of the opponent. The procedure of
the VIKOR method is explained below:

Step 1: Identify the attributes.

Step 2: Calculate the best ((mij)max) and the worst ((mij)min) values of all attributes.

Step 3: Determine Ei and Fi values using (19) and (20), given below.

Ei =
M∑

j=1

ω j
[(
mi j

)
max − (

mi j
)]/[(

mi j
)
max − (

mi j
)
min

]
(19)

Fi = Max of
{
ω j

[(
mi j

)
max − (

mi j
)]/[(

mi j
)
max − (

mi j
)
min

]
, j = 1, 2, 3, ...M

}

(20)

Step 4: Calculate Pi using (21) as,

Pi = v
(
(Ei − Ei−min)

/
(Ei−max − Ei−min)

)

+(1 − v)
(
(Fi − Fi−min)

/
(Fi−max − Fi−min)

) (21)

where, Ei−min and Ei−max are the minimum and maximum values of Ei . Similarly,
Fi−min and Fi−min are the minimum and maximum values of Fi . v is the weight of
the strategy, and it can take values from 0 to 1. Generally, it can be taken as 0.5.

Step 5: Obtain the three ranking list by arranging the alternatives in the descending
order of their Pi, Ei and Fi values respectively. For a given value of v, compromise
the ranking list based on P value.

Step 6: Compromise the solution.
For the Alternative Ak to become the best by the measure P it should follow two

conditions [27]:

1. Acceptable advantage: P(A1) − P(Ak) ≥ 1
/
(m − 1)(22)

where, Al is the second best in the rank list by P.

2. Acceptable stability in decision: alternative Ak should also be ranked best by E
and F. This compromise solution is stable I the DM process. The compromise
solution contains:

• Alternatives Ak and Al if the condition 2 is not satisfied.
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• Alternatives Ak,Al…Ap if the condition 1 is not satisfied. where Ap can be
calculated from (23),

P(Ap) − P(Al) ≈ 1/(m − 1) (23)

4 Results and Discussions

The rankings obtained using AHP for the available alternatives, for the three test
systems, are given in the Tables 12, 13 and 14 respectively.

The rankings obtained, using TOPSIS, for the available alternatives are given in
the Tables 15, 16 and 17 respectively.

Using PROMITHEE, the rankings for the available alternatives are given in the
Tables 18, 19 and 20 respectively. The Table 21 gives the rankings for the available
alternatives obtained using VIKOR.

After the alternatives are ranked using AHP, TOPSIS, PROMITHEE and VIKOR,
the performance of those methods is compared. For weight_set1, for IEE-30 bus
system, AHP has ranked the alternative-20 followed by the alternatives 4 and 18,
whereas TOPSIS identifies the alternatives 20, 6 and 10, PROMITHEE identifies
the alternatives 20, 4 and 16, and VIKOR finds the alternatives 20, 6 and 10 as the
first three best alternatives respectively. For IEE-57 bus system, AHP has ranked
the alternative-14 followed by the alternatives 9 and 8, whereas TOPSIS identifies
the alternatives 14, 11 and 5, PROMITHEE identifies the alternatives 15, 10 and
5, and VIKOR finds the alternatives 14, 13 and 9 as first three best alternatives
respectively. Similarly, for IEEE-118 bus system, AHP has ranked the alternative-9
followed by the alternatives 15 and 3, whereas TOPSIS identifies the alternatives
12, 14 and 6, PROMITHEE identifies the alternatives 12, 15 and 11, and VIKOR
finds the alternatives 10, 15 and 1 as first three best alternatives respectively. This
comparison is tabulated in the Table 22.

For effective comparison, the 2-D charts are drawn for all the alternatives with
their ranks obtained from these four methods, in the same plot for a particular test
system, as shown in Figs. 4, 5 and 6. These are with respect to weight-set1.

Tables 23, 24, 25 and 26 list the rankings identified these four MADM techniques
for the weight-sets 2, 3, 4 and 5 respectively. For the weight_set2, the 2-D charts are
shown in the Figs. 7, 8 and 9.

The Figs. 10, 11 and 12 give the rank analysis for weight_set3, for all the test
systems. The comparisons of performance for the remaining weight_sets are given
in the Figs. 13, 14, 15, 16, 17 and 18.

As a future work and research gaps, the applications of PMU in modern
power systems operation, control, stability, protection and security should be well-
investigated [28–34]. PMUs are the backbone of wide are monitoring system that can
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improve the overall security and stability of power systems. Therefore, it is suggested
to make in-depth evaluation of the power system security under the new environment
control based one PMUs data.

5 Conclusions

The selection of better alternatives from the set of best results is always the best policy.
In the decision making, the alternative that outperforms the remaining alternatives
will become the optimum alternative (or solution to our decision-making problem).
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This paper first defines four indices that are essential for the power system oper-
ation and security. Then, using AHP, TOPSIS, PROMITHEE, and VIKOR, it finds
the best alternative from the set of available alternatives. The miscellaneous features
of the proposed algorithm will be as follows:

• Simplest method to identify best PMU-set that could serve the system many
functions

• Since this approach ignores ZIB effect, the reliability of the solution is high.
• Apart from the collections of alternatives, it is fast and easiest method to identify

best PMU-set
• Since the criteria consider critical element selection, the solution set assures

prevention of power blackouts
• The islanding criterion considered for attributes formulation ensures a faster

restoration scheme.

Based on the performance of MADM techniques, it is the utility’s own choice
to choose a suitable MADM technique. Interestingly, this approach gives a wider
scope for the utilities who want their PMUs to serve system operation, control, and
protection schemes. The only effort that they have to put for this is to formulate their
criteria with relative priority. And, for more service-specific, the suitable PMU-set
can be even identified by the selection of weights using any of the Artificial Neural
Network, Fuzzy Logic, and the heuristic or meta-heuristic optimization techniques.
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Coordinated Designs of Fuzzy PSSs
and Load Frequency Control
for Damping Power System Oscillations
Considering Wind Power Penetration

Nesrine Mekki and Lotfi Krichen

Abstract The damping enhancement of power system oscillations remains one of
the challenging current interests for secure and reliable operation. This paper presents
a comprehensive overview of a novel control scheme that considers synchrophasors
and Power System Stabilizers in coordination with an optimized Load Frequency
Control loop in order to resolve the undamped local and wide-area oscillatory trou-
bles. Accordingly, a Robust Fuzzy PSS using local signals is first examined. Addi-
tionally, an Inter-Area PSS based on high-sampling rate phasor measurement unit is
investigated. In fact, using time synchronized measurements as control input signals
will participate effectively in monitoring the energy management process. Thus,
another configuration mixing local and remote control inputs of a Mixed-PSS is
proposed. Performances of these PSSs are evaluated in coordination with a tuned
PI-based load frequency control design under different operating conditions. Results
on a modified 9-Bus IEEE test system including DFIG wind turbines are reported in
order to justify the proposal’s applicability.

Keywords Phasor measurement unit · Load frequency control · Inter-area
oscillations · Power system stabilizer · Fuzzy logic controller · Damping
enhancement
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DFIG WTs Doubly Fed Induction Generator Wind Turbines
ACE Area Control Error
TG Turbine Governor
PI Proportional-Integral
PID Proportional-Integral-Derivative
PSS Power System Stabilizer
MB-PSS Multi Band-Power System Stabilizer
FLC Fuzzy Logic Controller
WACS Wide Area Control Systems
PMU Phasor Measurement Unit

1 Introduction

Recently, with the continuous increasing of electricity demand and high complexity
of power grid interconnections, power systems will be eventually vulnerable to
several problems during the system operation mainly caused not only by low
frequency oscillations but also by inter-area oscillations. In fact, poorly-damped
oscillations may lead considerably to system wide breakups especially under severe
operating conditions. As local measurements based controls have restricted modal
observability [1], using wide-area signals control determinations in such circum-
stance could be considerably beneficial in damping inter-area oscillations. Hence, in
order to enhance the stability of power system swings prompted by these oscillatory
modes, Power System Stabilizer (PSS) installation is economically and effectively
adopted. Particularly, conventional PSS is not able enough to damp sufficiently inter-
area oscillations. Getting in real time the system state variables would certainly be
effective. Thus, the use of fast communication devices like PMUs will facilitate
mostly the Wide Area Control Systems functionalities [2] and allow consumers to
participate rationally in the electricity markets especially during peak demands when
the system is more susceptible to experience the instability problem.

Traditionally, candidate input signals which are all locally available at the power
plant ensure supplementary control action over the generator excitation system.
Later, several advents use remote signals that are derived from PMUs as PSS inputs
including local signals of the remaining plants [3]. Primarily, this technology affords
globally-synchronized measurements of current and voltage phasors, phase angles,
line flows and frequency resulting in generating accurate system-wide data sets
mainly appropriate for damping targets. Over the past decades, several approaches
have been suggested to damp local and inter-area oscillations. Some of them consider
different control devices like PSS and FACTS [4] while others are suitable for opera-
tional conditions. Literately, various researchers have been presented a global PSS [5]
based on multiple methods such as mixed integer non-linear programming, genetic
algorithm-based dynamic search spaces and deviation-error vector and dynamic feed-
back control signal scaling [1, 5]. Likewise, another review has been specified several
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basis in PSS design including frequency response method, modal decomposition
method [6], adaptive wide area PSS, and Eigen-structure-based performance index
[7]. Other techniques like adaptive time delay compensator approach and fuzzy logic
wide-area damping controller [8] have been stated for signal delays compensation
purposes. In the same regard, damping inter-area oscillations stills as a challenging
issue oriented primarily for system dynamic security enhancement as reported by
Murali and Rajaram [9]. Currently, power system utility uses practically conven-
tional PSS in their control process even it cannot provide satisfactory results over
wider ranges of operating conditions [9, 10]. Equally, other types of PSS have been
proposed such as proportional-integral PSS and proportional-integral derivative PSS.
Subsequently, several studies regarding the PSS design have been preferred Fuzzy
logic based technique. In fact, experienced human operators afford qualitative rules
for effective control purposes especially in case of the unavailability of a mathemat-
ical model for the power plant [9]. Similarly, in order to improve the performance of
Fuzzy logic based PSSs, Hybrid PSSs using fuzzy logic and/or neural networks or
Genetic Algorithms have been illustrated in some literature surveys [10].

One of the most important aspects for damping unstable inter-area oscillations is
to select the appropriate control signals. Over the last years, many procedures have
been industrialized and verified to damp these oscillations by using both of local
and global signals. Some of them focused on the signal type while the others taken
into account the signal selection methods. Commonly, generator speed, active power
and terminal-bus frequency are used widely as PSS input signals. For local control,
generator speed deviations is mostly selected as an input signal [11]. Further studies
in [12] have been chosen angle differences between buses as input signal. In fact,
several methods based on modal observability have been developed for input signal
selection in the literature. In [13], the interchanged active power of lines have been
proposed as a stabilizer global signal for damping improvement aims. This input
signal ensures high inter-area modes observability under different operating condi-
tions. Using wide-area signals, the power transfer could be maximized. Another
review that is based on sensitivity analysis of eigenvalues has been investigated in
[8, 9, 14] to identify the transmission lines that are involved in each swing mode
while analyzing the modal observability related to the network variables like voltage
and current phasors which are delivered by PMUs. In [15], the clustering algorithm
is recommended. Correspondingly, a comparison between geometric and residue
approaches for selecting the global signal has been mentioned in [16]. As well, other
methodologies based on virtual generators concept and trajectory-based supplemen-
tary damping control have been literately reported [15, 17]. Additionally, thorough
attempts have been studied the PSS control signals using the center of inertia concept
and calculating the frequency damping ratio for each inter-area mode [18].

In addition toPSSs control,modern energymanagement systems associate another
multi-level supervisory schemes such as importantly the load–frequency control
(LFC). Actually, it is considered as an additional secondary control which increases
damping the system oscillations. The first step in the LFC mechanism is to add an
Area Control Error (ACE) that acts on the Turbine Governor’s (TG) load reference
settings [19]. It is a function of the exchanged real power deviations that the LFC
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desires tomake zero. For amulti area system, different generation control approaches
have been proposed literately since the 1970s [19, 20]. In [21], an overview regarding
the LFC issue have been stated, it describes its schemes, system models, control
procedures, load characteristics, and the mutual interaction with the renewable
resources. Similarly, various approaches in relation with Proportional–Integral–
Derivative (PID), adaptive structure, intelligent, and networked control schemes
have been revealed. Pandey et al. suggested an LFC’s survey for distribution and
conventional power systems [22]. Rerkpreedapong et al. proposed two decentralized
control designs [23] using the linear matrix inequalities method and Proportional-
Integral (PI) controller which is tuned by the genetic algorithm. Likewise, the fuzzy
controller is considered in [24]. Particularly, PI controllers are commonly used in
industrial applications which aim to reduce the steady-state error to zero [25].

Almost, previous studies have been proven that optimally-tuned PSSs with local
signals are not able enough to damp inter-area swings. Thus, the main contribu-
tion of this paper is to investigate a novel control scheme that combines a Robust
Fuzzy Power System Stabilizer (RFPSS) with an optimized PI-based LFC in order
to increase damping of power system oscillations and improve the dynamic perfor-
mances. The availability of PMUs signals affords new accurate measurement sets
that are evaluated alongside traditional local signals. Hence, a new Inter-Area PSS
(IAPSS) design is proposed taking into account both of local and wide-area signals
in order to regulate the generator excitation system and then provide better system
response. In addition, another configuration mixing local and remote control inputs
of a Mixed-PSS (MPSS) is suggested. The rest of paper carries out the simulation
studies of a modified IEEE 9-bus test system including DFIG wind turbines to judge
the control scheme applicability under different operating conditions.

2 Description of the Power System Under Study

The undamped oscillations problem is analyzed by considering a 3-machine, 9-bus
IEEE test system, whose single line diagram is represented in Fig. 1. The system
frequency is 50 Hz. The generator ‘Gen 1’ is connected to the reference bus. The
standard system state is reconfigured by replacing the generators ‘Gen 2’ and ‘Gen
3’ with new power plants which involve new control schemes. Each area is equipped
with the performed PSSs and an optimized LFC process. Effectiveness of these
controllers will be tested whenever incorporating DFIGwind turbines into the power
system with different rates under different operating conditions in an advanced step.

• Fi: Frequency of a PMU-Equipped Generator, in Hz.

With I = 1, 2 (when Considering a Two-Area System Where Each Area Includes
One Generator).
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Fig. 1 Single line diagram of a 3-machine, 9-bus IEEE test system

3 Proposed Control Scheme

3.1 PSS-Based Local Control

Literately, compared to conventional PSSs, fuzzy logic based PSSs show better oper-
ational performances. In fact, by utilizing the output values of the power plant, it could
apply the appropriate control actions in conformitywith the rule-base. Thekey feature
of a fuzzy controller is that it handles approximate data in a systematic way. It is ideal
for modeling complex systems where an inexact model or ambiguous knowledge
exist and for controlling non-linear systems [26]. Typically, the main configuration
of a FLC consists of four basic components: selection and fuzzification of the input
variables, fuzzy rule identification, rule inference and defuzzification. The dynamic
performance of the system is primarily defined through its state variables which are
taken as input signals to the proposed FLC. The fuzzified input and output variables
are expressed into linguistic variables which are distinguished by different labels
and membership functions. In fact, several studies have been reported that seven
linguistic variables are practically enough, but, although the control accuracy will be
improved as much as the number of variables increase, the computational time will
rise too. In addition, choosing the appropriate membership function shape is crucial
for a particular problem in relation with the fuzzy inference system. Comparisons
between the different shapes such as triangular, trapezoidal, Gaussian and sigmoidal
have been proved that both of the Gaussian and the triangular membership functions
ensure similarly the most effective performance of the fuzzy logic based PSS design
for all test conditions [27].
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Table 1 Decision table for FLC

Accelerating power

NB NM NS Z PS PM PB

Speed deviation NB NB NB NB NB NM NS Z

NM NB NB NM NM NS Z PS

NS NB NM NM NS Z PS PM

Z NM NM NS Z PS PM PM

PS NM NS Z PS PM PM PB

PM NS Z PS PM PM PB PB

PB Z PS PM PB PB PB PB

In the present work, the performed control scheme based on a RFPSS design
uses the rotor speed deviation (Δω) and the accelerating power (Pa) as local input
linguistic variables. The output linguistic variables elected for this controller is the
stabilizing voltage (Vs). Each variable is assigned seven linguistic fuzzy subsets.
Each subset is associated with a triangular membership function, which is chosen
for reasons of simplicity in terms of implementation and fast computation [28].
Particularly, the trapezoidal shape is designated only for the upper and the lower
boundaries. The fuzzy sets that define the relation between the inputs and the output
is done through a rule-base by utilizing seven linguistic terms which are Negative
Large (NL), Negative Medium (NM), Negative Small (NS), Zero (Z), Positive Small
(PS), Positive Medium (PM) and Positive Large (PL) such as given in Table 1. The
rules are framed taking into account the nature of the system performance and the
communal sense.

Generally, the ith rule can be presented as:
If speed deviation (Δω) is NB and active power deviation (Pa)i is NB then (Vs)i

is NB.
Commonly, these control rules are consequent results from past experiences, intu-

itions, off-line simulations and expert operator decisions. The Mamdani inference
mechanism and the Centroid method of defuzzification are selected for the proposed
controller. Accordingly, the input–output control surface is obtained as displayed in
Fig. 2.

Afterward, in order to justify the effectiveness of the proposed control scheme,
the damping performance of the RFPSS is compared to a tuned Multiband-PSS
(MB-PSS) that has already shown great improvements of the system response when
compared to other types of PSSs. Its conceptual representation is depicted in Fig. 3.
Actually, the tuning strategy of the MB-PSS is based on the symmetrical approach.
Therefore, only six parameters are required. The center frequency and gain of each
band of the lead-lag compensation block are suitably varied so as to get a nearly flat
phase response at the frequency of interest. In fact, the differential filters are supposed
to be symmetrical bandpass filters tuned at the center frequencies FL ,FI and FH .
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Fig. 2 Input–output control surface of RFPSS

Fig. 3 Conceptual representation of the tuned MB-PSS

The peak magnitude of the frequency responses is settled individually through the
three gains K L , K I and KH .

Based on the literature review [29], the MB-PSS parameters are optimally tuned
and summarized in Table 2.

ThePSS structure is based on three separateworking bands. Thefirst bandpresents
the low band which is associated with global oscillation modes. The intermediate
one is related to inter-area modes while the high band deals typically with the local
modes. Each band is composed by a differential bandpass filter, a gain, and a limiter.
In order to guarantee robust damping of the existing electromechanical oscillations,
this PSS may include at all frequencies of interest reasonable phase advance that
will compensate the inherent lag between the resultant electrical torque and the field
excitation.
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3.2 PMU-Based Wide-Area Control

Depending on the control design purposes, some signals are better competitive candi-
dates than others. Lately, global signals measured directly by PMUs are considered
favorably as new alternatives to local signals. The Δω signals must be synchronized
whenever used [30]. Till date, the aspect of PSSs using PMU control input signals
has not been addressed in the literature but currently being investigated by numerous
researchers. PMU is a high-accuracy platform that could contribute valuably to the
dynamic monitoring of transient processes in modern electric power systems. Actu-
ally, it samples real-time values of currents and voltages. The time synchronization
through GPS allows comparing the measured synchrophasors from different loca-
tions far apart and providing situational awareness which diminishes uncertainty in
the decision-making.

The PMU block used in this paper is inspired by the IEEE Std C37.118.1-2011.
It is based mainly on a Phase-Locked Loop which calculates the positive-sequence
component of the input signal. In fact, the three-phase PLL tracks evidently the phase
and frequency of the sinusoidal three-phase signal via an internal frequency oscillator
which is regulated through the control system in order to keep the phase difference
at zero. Afterwards, the positive-sequence components including the magnitude and
phase of the input signal are computed over a running window of one cycle of the
fundamental frequency that is tracked previously throughout the PLL closed-loop
control system. Importantly, the reference frame needed for the computation is set
via the angle given also by the PLL and varying between 0 and 2*pi, synchronized on
zero crossings of the positive-sequence of the fundamental. The PMU outputs define
the magnitude, the phase, the frequency and the rate of change of frequency of the
positive-sequence component of the input signal at the fundamental frequency. The
sample time TS is expressed as follows:

TS = 1

fn × Nsr
(1)

f n Nominal frequency, in Hz.

Nsr Sampling rate, in point/cycle.

3.2.1 PSS with Two Remote Inputs

In the present study, a new inter-area fuzzy based PSS design (IAPSS) is suggested
considering two input signals which are the frequency difference (Δf) and its differen-
tiation (�̇ f ), and a single output which represents the stabilizing signal (Vs). Before-
hand, each generator terminal is equipped with one PMU to measure accurately the
desired input signals which will vary as well as the consumed power changes. The
exciter input of each generator is controlled using the generators frequencies given
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Fig. 4 Block diagram of FLC for one area

by the existing PMUs. These PMUs outputs are evidently considered as wide area
measurements that communicate each generator to the remaining areas constituting
the power system. Based on this scheme, inter-area controllers are performed refer-
ring to the fuzzy inference mechanism mentioned in the previous section. The basic
configuration of a Mamdani FLC is presented in Fig. 4.

3.2.2 PSS with Remote and Local Inputs

As global signal’s involvement shows satisfactorily results regarding the damping
of system oscillations, further examinations combining one local PSS input and one
remote input obtained by PMU are carried out. In fact, in the present work, another
fuzzy based PSS design is performed considering a mixture between the frequency
difference (Δf) as a global input signal and the accelerating power (Pa) as a local
input signal.

The main objective is to investigate superior local mode damping with higher
inter-area mode observability by using simultaneously local and global control input
signals. Accordingly, performances of the suggested Mixed-PSS (MPSS) configu-
ration are compared later against the previously-mentioned designs of PSSs Viz.
RFPSS and IAPSS controllers.

4 Involvement of LFC Design

The aim of this section is to discuss the efficiency of combining an enhanced LFC
design with the performed PSSs in order to increase the damping of system oscilla-
tions. In fact, the LFC scheme will involve an appropriate control loop that is able
enough to adjust the system frequency to the scheduled set point values effectively
after any load change or fault occurrence. Particularly, PI controller is chosen to be
applied for the current LFC system due to its simplicity in execution and its ability
to afford fast response and zero steady state error. Actually, choosing randomly the
controller parameters will not guarantee the best dynamic performances regarding
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the system stability. Hence, special attentions are given for establishing an optimal
tuning approachof thePI parameters in ordermeet the desired requirementswhenever
exposed to load demand variations or sudden disturbances.

The Nonsmooth H∞ minimization technique is adopted in the present paper for
optimal tuning purposes. This approach is adopted in multiple control designs for
damping of large power systems [31]. It solves in general the following constrained
problem:

Minimize max
i

fi (x) (2)

Subject tomax
j

g j (x) < 1, f or xmin < x < xmax (3)

The optimization is reached by resolving a sequence of unconstrained subprob-
lems given by:

min
x
max(α f (x), g(x)) (4)

fi (x)and g j (x): Normalized values of soft and hard tuning requirements.

x: vector of PI parameters to tune.

xmin and xmax:Minimum andmaximum values of the free parameters of the controller.

α: A multiplier which is adjusted until convergence to the solution of the original
constrained problem.

The auxiliary action of the LFC based-tuned PI controller is incorporated into the
studied power plants in coordinationwith the performed designs of PSSsViz. RFPSS,
IAPSS and MPSS as depicted in Figs. 5, 6 and 7, respectively, in order to restrain
the system deviations efficiently while maintaining fast response and robust stability.
In an advanced step, the simulation results will address mainly the effectiveness of

Fig. 5 Block diagram of the LFC-RFPSS control scheme in a single area power plant
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Fig. 6 Block diagram of the LFC-IAPSS control scheme in a single area power plant

Fig. 7 Block diagram of the LFC-MPSS control scheme in a single area power plant

the suggested control scheme whenever integrating the wind energy sources in the
power system.

5 Simulation and Discussion

For reasons of simplicity, this study elects as example of concern the generator
number 2, ‘Gen 2’, and a variable load located at the nearest bus, ‘Bus 8’. The system
under study is subjected to an increase in load demand at 3 s and a three-phase fault

Fig. 8 Frequency response measured at generator ‘Gen 2’
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of 0.2 s duration on that bus at 15 s. The main interest first is to evaluate the efficiency
of applying an optimized LFC loop in reaction to the changing loading conditions.
Hence, Fig. 8 which presents different frequency responses of ‘Gen 2’, from which,
it can be noted that the tuned PI-Based LFC shows better damping for the frequency
oscillations than the non-tuned controller. Actually, during overloading and fault
conditions, the frequency fluctuations persist for a long period, but, the application
of the tuning process helps the governor system to absorb effectively the arising
swings which are attenuated gradually in number and amplitude and maintain finally
a frequency recovered close to the scheduled values.

5.1 Local Versus Wide-Area Damping Control

Generally, local PSSs are not able enough to provide global and real-time vision of
power systems. Hence, the inclusion of accurate remote inputs in the PSS’s control
loop becomes a key factor in considering better dynamic performances for wide-area
oscillations. The major goal of the present work is to investigate the efficiency of the
designed controllers in combination with the suggested LFC loop whenever exposed
to sudden disturbances. For instance, several comparisons between the performed
PSSs among different operating conditions are made to achieve further damping
enhancement. The simulation results obtained for the frequency response of the
machine of concern are shown in Fig. 9.

It is noticeable that the system operating without any control scheme is highly
oscillatory according to Fig. 8. Yet, the MPSS with LFC integration shows the most
effective output response for reducing the overshoot and settling time. Actually, all

Fig. 9 Frequency response measured at generator ‘Gen 2’
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the oscillations decay much faster by utilizing the mixed configuration of local and
remote inputs than using the tuned MBPSS or RFPSS or IAPSS designs.

The numerical values of the frequency response for different cases are mentioned
in Table 3. Under normal operating conditions, when the machine is equipped with
the proposedMPSS scheme in coordination with the LFC design, the peak overshoot
and settling time are reduced reaching the value of 0.04Hz and time of 1 s. Compared
to the other responses, this combination shows more stable performances too when
the system is forced by a disturbance.

As well, compared to the remaining types of PSSs, the designed MPSS demon-
strates powerful capabilities in regaining the nominal values and keeping the system
equilibrium as shown in Figs. 10 and 11 which display the electromagnetic torque
and the rotor angle deviation of the generator of concern ‘Gen 2’, respectively.

These results confirm the critical role that the MPSS plays in damping the
maximum of undesirable fluctuations at a short period of time in reaction to load

Table 3 Frequency responses for different scenarios

Normal operating conditions Fault operating condition

Peak overshoot
(Hz)

Settling time (s) Peak overshoot
(Hz)

Settling time (s)

With LFC-MBPSS 0.18 3.8 0.34 4.7

With LFC-IAPSS 0.14 2.35 0.32 3.23

With LFC-RFPSS 0.08 1.76 0.24 2.9

With LFC-MPSS 0.04 1.17 0.22 2.05

Fig. 10 Electromagnetic torque measured at generator ‘Gen 2’
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Fig. 11 Rotor angle deviation measured at generator ‘Gen 2’

Table 4 Electromagnetic torque responses for different scenarios

Normal operating conditions Fault operating condition

Peak overshoot
(pu)

Settling time (s) Peak overshoot
(pu)

Settling time (s)

With LFC-MBPSS 0.25 2.9 0.4 3.8

With LFC-IAPSS 0.2 1.47 0.33 2.9

With LFC-RFPSS 0.18 0.58 0.16 2.35

With LFC-MPSS 0.16 0.29 0.08 1.7

demand variations and under fault condition. Correspondingly, the different elec-
tromagnetic torque responses are improved significantly as summarized in Table
4.

Referring to these numerical results, the performed control design of the combined
LFC-MPSS produces effectively not only the least peak overshoot values but
also the least settling time of all responses. Therefore, an important increase in
damping system oscillations is obviously checked under different operating condi-
tions. Furthermore, the stability enhancement is achieved by accelerating the settling
time and reducing the peak overshoot of rotor angle deviation as shown in Table 5.

Compared to the responses of the remaining cases, it is proven that coordinated
LFC-MPSS control scheme is able enough to provide the best performance while
maintaining reduced values of the peak overshoot and settling time under normal
and fault operating conditions.
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Table 5 Rotor angle deviation responses for different scenarios

Normal operating conditions Fault operating condition

Peak overshoot
(rad)

Settling time (s) Peak overshoot
(rad)

Settling time (s)

With LFC-MBPSS 0.12 3.75 0.27 4.75

With LFC-IAPSS 0.1 2.75 0.22 4

With LFC-RFPSS 0.04 2.5 0.2 3.5

With LFC-MPSS 0.01 2 0.07 2.5

5.2 Wind Power Integration

In order to test the efficiency of the proposed control scheme in improving the system
stability in presence of DFIG wind turbines, diverse penetration levels ranging from
10 to 30% are examined. For that, two wind farms are connected to bus 9 and bus 7,
near to the performed power plants (‘Gen 3’ and ‘Gen 2’), respectively. Each wind
farm is consisted of DFIG wind turbines which are connected to a local 25 kV distri-
bution system and rated 9 MW each. Initially, the simulation results are carried out
considering only the LFC loop. The dynamical frequency responses of the gener-
ator of concern, ‘Gen 2’, for three levels of wind power penetration are presented in
Fig. 12 under normal and fault conditions.

Clearly, injecting an intermittent wind energy with rates of 10 and 20% reveal
relatively similar results. However, compared to these cases, when wind penetration
increases up to 30%, the frequency stability is significantly degraded. Hence, the rest
of analysis will be conducted chiefly for a penetration level of 20% of wind power

Fig. 12 Frequency response of generator ‘Gen 2’ with three levels of wind penetration
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to keep stable operation of generators. The installed DFIG wind turbines export to
the test system a total power of 72 MW.

Almost, wind energy incorporation affects the power system functionality. As
much as the electrical power is produced, small fluctuations will definitely occur.
Additionally, fault operation condition may force the system to lose its dynamic
stability.Accordingly,DFIGwind turbineswill operate till the fault is cleared.During
the disturbance, the wind farms generate sufficient reactive power that supports the
systemoutputs. The performed controllers try then to increase damping the appearing
swings and approximatively adjust the waveforms to the specific set points as proven
in Fig. 13 which depicts the frequency responses of the machine under test using
different PSSs in coordination of the LFC loop.

The frequency response yields the best damping performance using the proposed
LFC-MPSS control design when compared to the remaining operation scenarios.
Accordingly, the mixed PSS configuration demonstrates satisfactorily results
revealing rapidly-damped out oscillations.

Fig. 13 Frequency response measured at generator ‘Gen 2’

Table 6 Frequency responses for different scenarios considering DFIG WTs integration

Normal operating conditions Fault operating condition

Peak overshoot
(Hz)

Settling time (s) Peak overshoot
(Hz)

Settling time (s)

Without LFC/PSS 0.23 >10 0.54 >10

With LFC-IAPSS 0.14 3.06 0.34 4.08

With LFC-RFPSS 0.05 2.55 0.29 3.5

With LFC-MPSS 0.03 1.27 0.27 2.55
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Fig. 14 Electromagnetic torque measured at generator ‘Gen 2’

The numerical results are listed in Table 6 which proves that the frequency
response improvement is achieved when the MPSS is integrated in the test system.
Under normal operating conditions, the peak overshoot and the settling time are
reduced significantly and reach the values of 0.03 Hz and 1.27 s, respectively. Like-
wise, comparison between the different simulated cases shows that combined LFC-
MPSS design is able enough to damp effectively the frequency oscillations. The
settling time and the peak overshoot are the least ones reaching the values 2.55 s and
0.27 Hz, respectively, when the system is subjected to a disturbance. Meanwhile, the
dynamic stability margin of the system is kept within the permitted limits in presence
of the intermittent energy of DFIGs WTs.

Further investigations on different operation scenarios prove the effectiveness of
the proposal as depicted in Figs. 14 and 15 which show the electromagnetic torque
and the rotor angle deviation of the generator of concern ‘Gen 2’, respectively.

It’s noticeable that coordinating the designed LFC with the MPSS increased defi-
nitely the damping of system oscillations which take less time to stabilize and settle
back to steady state. Along with an increase in load demand, the oscillatory swings
are reasonably kept limited relatively at the scheduled values under fault conditions.

From Table 7, it is inferred that the settling times and amplitudes of electro-
magnetic torque oscillations are very high without adding any PSS. Yet, after the
introduction of coordinated LFC-MPSS design in the system, the peak overshoot
and settling times of oscillations are reduced at the values of 0.06 pu and 1.1 s,
respectively, under normal operating conditions. Likewise, under fault condition, the
simulation results show that the peak overshoot and the settling time are improved at
the values of 0.12 pu and 1.76 s, respectively, compared to the remaining scenarios.

Equally, Table 8 proves that the coordination between the performed LFC and
MPSS control designs is able to enhance the damping of the oscillatory response
of rotor angle deviation. The peak overshoot is reduced and reaches the value of
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Fig. 15 Rotor angle deviation measured at generator ‘Gen 2’

Table 7 Electromagnetic torque responses for different scenarios considering DFIG WTs
integration

Normal operating conditions Fault operating condition

Peak overshoot
(pu)

Settling time (s) Peak overshoot
(pu)

Settling time (s)

Without LFC/PSS 0.5 >10 1 >10

With LFC-IAPSS 0.25 1.76 0.5 3.23

With LFC-RFPSS 0.1 1.47 0.25 2.35

With LFC-MPSS 0.06 1.1 0.12 1.76

Table 8 Rotor angle deviation responses for different scenarios considering DFIGWTs integration

Normal operating conditions Fault operating condition

Peak overshoot
(rad)

Settling time (s) Peak overshoot
(rad)

Settling time (s)

Without LFC/PSS 0.14 >10 0.4 >10

With LFC-IAPSS 0.12 2.77 0.28 3.6

With LFC-RFPSS 0.1 1.9 0.2 3.3

With LFC-MPSS 0.08 1.38 0.1 1.66

0.08 rad while the settling time is achieved at time of 1.38 s under normal oper-
ating conditions. These oscillations are more efficiently damped out reaching low
overshoot and settling time with values of 0.1 rad and 1.66 s, respectively, when the
system is subjected to a disturbance.
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Accordingly, numerical andgraphical results confirm the satisfactory performance
of the proposed controllers in damping power system oscillations. In fact, compared
to RFPSS and IAPSS performances, by using remote and local input signals,
the MPSS shows improved and fast responses recovering the scheduled values in
coordination with the optimized LFC loop under different operating conditions.

6 Conclusion

The present paper presents a novel control scheme that combines an optimized PI-
basedLFCwith newdesigns of PSSs aimingmainly to increase the damping of power
system oscillations. Great attention is given first to the LFC design which shows
better responses whenever the loading conditions are unpredictably fluctuating. It
is based on a tuned PI controller whose parameters are optimally set by using the
H∞ methodology. Additionally, a novel RFPSS regulator based on fuzzy system is
investigated in coordination with the LFC design for system’s damping improvement
purposes. Furthermore, a review of wide-area damping control is discussed in this
work. In fact, global measurements from PMUs are considered first as the input
signals of the suggested IAPSS design. Later, a mixed configuration that combines
single remote input with a local input is presented. The simulation studies on a
modified IEEE 9-bus test system prove that the MPSS design yields the best and fast
damping characteristics under different operation scenarios taking into account the
impact of wind energy incorporation. In conclusion, the current work demonstrates
that the application of real-time fuzzy logic PSS based PMUconsidering local inputs,
whenever combined with an optimized LFC loop, exhibits high quality of the control
signal that contributes in providing efficient dynamic system performances.
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Wide-Area Monitoring of Large Power
Systems Based on Simultaneous
Processing of Spatio-Temporal Data

Emilio Barocio, Josue Romero, Ramon Betancourt, Petr Korba,
and Felix Rafael Segundo Sevilla

Abstract Accurate identification of electromechanical oscillations on power
systems and determination of its stability condition is a fundamental process in
order to carry out an appropriate control action to prevent the partial loss or complete
blackout of the system.However, the non-linear characteristics ofmeasured variables
often lead to incorrect information about the development of the electromechanical
oscillations, making wide-area monitoring a challenging task. In addition, signifi-
cant amount of information in extra large power systems is produced, which has to
be stored on local servers requiring large amounts of central processing unit (CPU)
storage. For these reasons, algorithms for Big Data problems in power systems are
required and the methods presented on this chapter introduce some potential solu-
tions. In this context, different data-driving methods based on spectral analysis of
linear operator are presented for the analysis of electromechanical oscillations from
a spatio-temporal perspective. These algorithms have the ability to process spatio-
temporal data simultaneously, making possible to characterize inter-area and global
oscillations (from 0.1 Hz to 1.0 Hz). To validate the effectiveness of the proposed
approaches, two test systems with different structural and generation capacities are
analysed: the Mexican Interconnected (MI) system and the initial dynamic model of
Continental Europe from ENTSO-E. First, data collected from a transient stability
study on the MI system are used to illustrate the ability of data-driving methods
to characterize modal oscillations on longitudinal systems; where several inter-area
modes produce interactions of different electrical areas. Then, simulation results from
the initial dynamic model of ENTSO-E are analysed to characterize the propagation
of its global electromechanical modes across Europe, which have been denominated
as the North-South and East-West modes with frequencies of approximately 0.15 Hz
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and 0.25 Hz, respectively. The second analysis include the interconnection of Turkey
(TR) to Continental Europe in December 2010, which derived on the grow of size
and complexity of the original system having as result a decrease in the frequency
value for the East-West mode and the introduction of a third inter-area mode on the
system. The chapter concludes comparing the results of the proposed approaches
against conventional methods available in the literature.

Keywords Central processing unit · WAMs · Mexican interconnected system ·
PMUs · Smart grid · Interconnected power systems

1 Introduction

Interconnections among different electrical power systems (EPS) offers signifi-
cant technical, economic and environmental advantages. In the same way, energy
exchange over distant regions provides flexibility in terms of maintaining the balance
between generation and demand as result of the energy transfer condition [1, 2].

On the other hand, despite the advantages offered by these interconnections, there
are several technical and economic limitations related to it. Particularly when the
energy has to be transferred over long distances (generally over more than 100 km),
which in power systems commonly represents spanning over one or more countries
[3]. The interconnection of the EPS represents a complex problem for the system
operators and is the main cause of low frequency oscillations when negative events
such as trip of generation units, load variation or three-phase faults on transmission
lines occur [4].

The presence of this type of oscillations, commonly referred as electromechanical
oscillations, is a typical problem of interconnected systems around the world [3]. The
electromechanical oscillations, which are the responsible of the low frequency oscil-
lations can be classified as: local, inter-area and inter-continental oscillation modes,
respectively [4]. These modes are characterized by its frequencies range, the number
of participating and the location of generation units involved during the oscillatory
process. Local modes oscillate between ~0.8 and 2Hz and the participatingmachines
are located in the same power station, which can accommodate up to 10 generation
units. Inter-area modes range from ~0.25 to 0.7 Hz are characterized by oscillations
between large groups of machines, which are located at different defined regions,
especially when the interconnection in the system is weak. Intercontinental oscil-
lation modes present a similar pattern as inter-area modes, however, the oscillation
frequency is lower (between ~0.1 and 0.2 Hz) and involves large groups of machines
during the oscillatory process, which are located on different countries [1, 2].

The effect and behaviour of low-frequency oscillations on interconnected power
systems depends on different factors such as size of the areas conforming the
interconnected system, the geographic distance between areas, the generation and
power transfer capacity between the different areas, the demand of the loads, the
synchronous machine type and the network topology. Identification of inter-area
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oscillations in large power systems represents an extra degree of complexity due to
the processing capacity required from classical analysis tools, which are affected by
the volume, speed and variety of the input data generated from numerical simulation
based on models or monitoring systems [2, 5]. For these reasons, it is necessary to
use new alternative approaches for the analysis of large dimensional power systems.

The recent development of wide area monitoring systems (WAMS) has open the
opportunity to observe and track variables such as frequency and voltage magnitudes
and angles of the voltage and current at strategic locations such as directly on the
generation units, relevant loads andEPS compensation [6]. The fast recording (5–120
samples/s) achieved by phasor measurement units (PMUs), which is data including
also the time stamp open new opportunities to develop tools for monitoring, analysis
and control of electromechanical oscillations on EPS [7, 8]. However, is not straight-
forward to accomplish these tasks given the challenges related to these devices such
as having partial observability of the system, the limitation for the detection and
prediction of an instability condition in case of a disturbance and the capacity to
process the data correlating the spatio-temporal information contained in the EPS.

The development and improvement of analytical tools [6–8] represents a difficult
task due to the particular characteristics inherentwithin these datasets such as volume,
variety and speed on which the data is generated, such as computer simulations or
real measurement systems. These characteristics vary depending on the order (nodes,
generators, among others), of the dynamic model of the EPS, the sampling and
simulation time. Furthermore, the volume of data obtained from the measurement
recordings varies depending on the number of PMUs placed in the network, as well
as the sampling frequency and the window size collected. Therefore, one of the
alternatives adopted in recent years to address this issue is the inclusion of data
mining and data-driven techniques for evaluation of the security of the EPS, fault
detection, as well as monitoring and analysis of electromechanical oscillations [8].

The aforementioned challenges motivate the development of algorithms with
potential to process data that consider the spatio-temporal information available
in the EPS. The proposed approach should include the ability to process volume,
variety and speed within the data in order to capture the dynamic behaviour that
occurs during an electromechanical oscillation. Similarly, the proposed methods
should provide analytical information to understand themechanismof propagation of
the electromechanical oscillations. Upon this premise, this chapter presents different
alternative approaches, to extract relevant modal characteristics of electromechanical
oscillations that help to analyse this phenomenon on large interconnected electrical
power systems.
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2 Dynamic System Analysis Based on the Koopman
Operator

The basis of the method referred as dynamic mode decomposition (DMD) is in fact
the theory of the Koopman operator, which was introduced in 1931 for the analysis
of Hamiltonian systems in discrete time [9]. DMD can be used as one algorithm
for finding Koopman modes from spatio-temporal data. Each Koopman mode may
be associated to a unique frequency and growth rate and interpreted as a nonlinear
generalization of global eigenmodes of a linearized system. Based on the original
definition of the Koopman operator in continuous time [10]:

Consider a continuous time dynamic system:

dx
dt

= f (x) (1)

where x ∈ M is the state within a manifold M of dimension N . The Koopman
operatorK is a linear operator of infinite dimension, which operates on all observable
functions g : M → C such that

Kg(x) = g( f (x)) (2)

it is established that the Koopman operator performs a transformation from the
representation in state space that considers a non-linear dynamic of finite dimen-
sion, towards the Koopman representation that considers a linear dynamic of infinite
dimension.

In this case, the f (∗) term represents the dynamic of the system and the Koopman
operator can be defined as a dynamic system in discrete time [11]. From (1), it can
be induced a discrete system given by the flow map F : M → Mmapping the state
x(t0) to a future time x(t0 + t):

F(x(t0)) = x(t0 + t) = x(t0) +
t0+t∫

t0

f (x(τ ))dτ (3)

From the previous definition, the dynamic system is induced in discrete time as
follows:

xk+1 = F(xk) (4)

where the discrete time vector is defined as xk = x(kt) and F represents the flowmap
in discrete time. The analogue operation for the discrete timeKoopmanoperatorK for
the observable function g is based in the continuous time Eq. (2) and it is formulated
using the following expression:



Wide-Area Monitoring of Large Power … 193

Kg(xk) = g(F(xk)) = g(xk+1) (5)

where K denote the discrete time Koopman operator. By considering the spectral
decomposition of the Koopman operator as an eigenvalue problem it is possible to
represent the dynamic solution of the system:

Kϕk = λkϕk (6)

where ϕk are the Koopman’s eigenfunctions. Expanding these eigenfunctions ϕk
based on the solution of theKoopman operator it is possible to represent the evolution
of the dynamic of the system through expansion of the nonlinear observable functions
g in terms of ϕk :

g(x) =

⎡
⎢⎢⎢⎣

g1(x)

g2(x)
...

gm(x)

⎤
⎥⎥⎥⎦ =

∞∑
k=1

ϕk(x)vk ! (7)

where vk is the mode kth associated to ϕk . Considering the eigenvalue problem
described on (6), with the definition (7) it is possible to represent the dynamic
evolution of the system using the following equation:

Kg(x) =
∞∑
k=1

Kϕk(x)vk =
∞∑
k=1

λkϕk(x)vk = g(xk+1) (8)

This expression represents the solution of the operator K in terms of the modes vk

and the eigenvalues λk of the system by means of an infinity sum. The dimensional
problem can be tackled with a finite sum of modes that approximate the spectral
solution of Koopman.

In the following section, amethodology to approximate a linearKoopmanoperator
using considerations such as the measurements of the system under investigation is
provided.

2.1 Schematic Visualization of Finite Dimensional
Approximation of the Koopman Operator

To approximate the operator of infinite dimensionK, in [12] is considered one restric-
tion in the group of nonlinear observable functions g in the form of an invariant
subspace defined asRN , which includes eigenfunctions of the Koopman operator K .
With this restriction, the formation of a finite dimension operator K is induced and
also the observation functions in the subspace RN are mapped.
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Figure 1a represents the transition of the flow map in state space x to the flow

map of nonlinear observable functions g =
[
g1 g2 . . . gm

]T
restricted by a finite

subspace R
N through the Koopman operator K . The space R

N can be interpreted
as a delineation from which the mapping of the states of the system operate. On the
other hand, Fig. 1b represents the sequence of the observation functions mapping
g(xk) = yk conducted by the operator K . In this case, the mapping of the operator
K approximates the original trajectory on a linear space of infinite dimension. The
mapping effect of the Koopman operator on dynamic systems has been numerically
illustrated at Ref. [12].

Through this finite dimensional approximation, the DMDmethod was developed
as an alternative to approximate themodes of theKoopmanoperator K . The following
sectionpresents the relationship of theKoopmanmodal decompositionwith theDMD
model.

Fig. 1 Schematic visualization of the Koopman operator mapping in the invariant subspace RN :
a represents a linear space of finite dimension onwhich the operatorK acts and bmapping equivalent
of the observable functions y and the states x [12]
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Fig. 2 Transition of DMD model approximation to Koopman model [12]

2.2 Dynamic Mode Decomposition (DMD) as Approximation
to the Koopman Operator

As introduced on Sect. 2.1, DMD approach only requires the vector measurement

of the states of the system, which is defined as xk = [
x1(tk) x2(tk) . . . xm(tk)

]T ∈
R

m, k = 1, 2, . . . , N , to approximate the dynamic of the system by means of the
linear operator A ∈ R

mxm :

xk+1 = Axk (9)

In (9), the operator A represents the approximation of the DMD model to the
finite dimensional operator K in discrete time through a noise-free process [13]. The
assembling of the DMDmodel as an approximation to the Koopman model is shown
on Fig. 2.

From Fig. 2 it can be observed that the Koopman model is put together from
nonlinear observable functions yk = g(xk), from which the columns of the matrices
Y N−1

1 and Y N
2 are formed as follows:

Y N−1
1 =

⎡
⎢⎢⎢⎣

y1(t1) . . . y1(tN−1)

y2(t1) . . . y2(tN−1)
...

. . .
...

ym(t1) . . . ym(tN−1)

⎤
⎥⎥⎥⎦ = [

y1 . . . yN−1

] ∈ R
mxN−1 (10)
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Y N
2 =

⎡
⎢⎢⎢⎣

y1(t2) . . . y1(tN )

y2(t2) . . . y2(tN )
...

. . .
...

ym(t2) . . . ym(tN )

⎤
⎥⎥⎥⎦ = [

y2 . . . yN
] ∈ R

mxN−1 (11)

where N is the total number of snapshots and m is the total number of observations
or states respectively.

In this case, the columns of yk corresponding to the spectral analysis of Koopman
represent the transition in the physical space of the mapping to a space of observable
functions. Within this space, a representation of the dynamic of the system using (8)
can be created. Using this representation, the intrinsic properties of the dynamic of
the system represented in (1) are meet. Moreover, the eigenfunctions define a change
of coordinates that linearize the system and where the observable functions yk define
a lineal evolution of the characteristic space.

In contrast, the DMD model is developed from direct measurements of the state
vector xk , from which the matrices XN−1

1 and XN
2 are derived:

XN−1
1 =

⎡
⎢⎢⎢⎣

x1(t1) · · · x1(tN−1)

x2(t1) · · · x2(tN−1)
...

. . .
...

xm(t1) · · · xm(tN−1)

⎤
⎥⎥⎥⎦ = [

x1 · · · xN−1

] ∈ R
mxN−1 (12)

XN
2 =

⎡
⎢⎢⎢⎣

x1(t1) · · · x1(tN )

x2(t1) · · · x2(tN )
...

. . .
...

xm(t1) · · · xm(tN )

⎤
⎥⎥⎥⎦ = [

x2 · · · xN

] ∈ R
mxN−1 (13)

The relation between the models deduced with DMD and Koopman is based on
the following two criteria:

1. The spectral decomposition of the operator A through the eigenvalue problem:

AW = Wλk (14)

where λk and W represent the eigenvalues and eigenvectors, respectively.

2. From the spectral decomposition of A, the Theorem from [9] is presented:
“Take ϕk as the eigenfunctions of K and eigenvalues λk , and assume ϕk ∈
span

{
g j

}
, such that

ϕk(x) = w1g1(x) + w2g2(x) + · · · + wmgm(x) (15)
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For some W =
[
w1 w2 . . . wm

]T ∈ C
m . If W ∈ R(X), where R is the rank of

the matrix X , then W is a left eigenvector of the operator A with eigenvalues λk

such that W∗A = λkW∗.”

In this case, the associated eigenvectors W to the operator A are used to approx-
imate the Koopman eigenfunctions ϕk and the eigenvalues λk represent an approx-
imation to the eigenvalues λk associated to the operator K by means of the DMD
algorithm.

After the relation between the DMD and the Koopman models have been
presented, in the next section the different forms to compute the operator A and
the potential applications of the DMD method are introduced.

2.3 Standard Approximation of the Operator A

Taking the formulation depicted on [13, 14] as reference, the development of the
approximation of the operator DMD in a general form is introduced. From (9) and
with the help of the Krylov sequence [15]:

X = [
x1 Ax1 A2x1 . . . AN−1x1

] = [
x1 x2 x3 . . . xN

]
(16)

XN−1
1 = [

x1 Ax1 A2x1 . . . AN−2x1
] = [

x1 x2 x3 · · · xN−1

]
(17)

XN
2 = [

Ax1 A2x1 A3x1 . . . AN−1x1
] = [

x2 x3 x4 . . . xN

]
(18)

in this case, Eq. (16) shows the succession from x2 = Ax1, x3 = Ax2 = A(Ax1) =
A2x1 to xk = Axk−1.

This technique is based on Arnoldi’s method [15], which is related to the solution
of a polynomial approximation problem. This technique assumes that the polynomial
operator is invariant and the system measurements are linearly independent. With a
sufficiently large number of snapshots it is considered that the last vector xN can be
represented as a linear combination of the previous snapshots [14], as indicated in
the following expression:

xN = c1x1 + c2x2 + · · · + cN−1xN−1 + r (19)

From Eq. (19), a more compact form of the expansion of vector xN by means of
the coefficient vector c = [

c1c2 . . . cN−1
]T ∈ R

N−1 is shown.

xN = XN−1
1 c+ r (20)
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The expansion of the sequence XN
2 can be represented using the following

equation:

XN
2 = [

x2 x3 x4 . . . XN−1
1 c

] + r (21)

and in matrix form using the companion matrix S:

XN
2 = SXN−1

1 + r (22)

where the structure of the S matrix is shown in the following expression:

S =

⎡
⎢⎢⎢⎢⎢⎣

0 0 . . . 0 c1
1 0 . . . 0 c2
0 1 . . . 0 c3
...

...
. . .

...
...

0 0 . . . 1 cN−1

⎤
⎥⎥⎥⎥⎥⎦

∈ R
N−1xN−1 (23)

On the other hand, by approximating the sequence XN
2 using the operator A

through XN
2 = AXN−1

1 and taking (22) it can be shown that:

XN
2 = AXN−1

1 = SXN−1
1 + r (24)

Conversely, two of the approximations for obtaining the companion matrix S are
presented by means of the following algorithms [16]:

• Pseudoinverse

The solution through pseudoinverse matrix, also known as the Moore–Penrose
matrix, is a generalization of the inversematrix and represents the best approximation
of the solution to the mean square error corresponding to the following optimization
problem:

r = ∥∥XN
2 − XN−1

1 S
∥∥
2 (25)

The solution to this optimization problem focused on the Companion matrix is
given by the following equation:

S = XN†
2 XN−1

1 ∈ R
N−1xN−1 (26)

where † represents the Moore–Penrose matrix. With this expression, an approxima-
tion of the operator A is obtained through the Companion S matrix in an N − 1
dimension.
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• Orthogonal Projection Matrix

In this technique, the approximation of operator A is obtained from a low order
model using a reduction technique such as proper orthogonal decomposition (POD).
The basis of this technique is the singular value decomposition (SVD).

The SVD decomposition is based on a matrix representation M ∈ R
mxN using

two orthogonal unitary matrices U ∈ R
Nxm and V ∗ ∈ R

NxN , which are denomi-
nated left and right singular vectors respectively, and a diagonal matrix Σ ∈ R

mxm ,
which contains the singular values of the matrix in descending order. It is possible to
compute a reduced version of the SVDdecomposition using the first r singular values
of �, where the dimension of U , V ∗ and Σ is reduced to Ũ ∈ R

Nxr , Ṽ
∗ ∈ R

r xr and
Σ̃ ∈ R

r xr .
From the SVD decomposition of the sequence XN−1

1 :

XN−1
1 = UΣV ∗ = [

Ũ
][

Σ̃0
][ Ṽ

∗

Ṽ
∗
s

]
(27)

The approximation of the sequence XN
2 is posed through the operator A using the

following equation:

X̃ N
2 ≈ AŨΣ̃ Ṽ

∗
(28)

As mentioned in [14], a representation of A is obtained in the base covered by
the left singular vector’s modes of the sequence XN−1

1 by means of the following
expression

S̃ � Ũ
∗
AŨ

∗ = Ũ
∗
XN

2 Ṽ Σ̃
−1

(29)

This approach seeks a reduced representation based on r dominant modes that
capture the larger energy content in the dynamic of the system.

3 DMD Based Data-Driving Methods for Simultaneous
Processing of Spatio-Temporal Data

Nowadays, the application of data-driven techniques in the modelling and control of
physical systems is a field that has evolved rapidly due to the potential to work with
measurements, either from historical data, numerical simulations or experimental
data [12, 14]. DMD is one of themethods that has the potential to obtain the dynamics
of complex and large systems. The DMD method was introduced by Schmid &
Sesterhen for the analysis of dynamic fluids and was defined in [14] as a form to
decompose complex flows into a representation based on coherent spatio-temporal
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structures. However, DMDhas beenwidely used for the analysis of nonlinear dynam-
ical systems, such as stock market [17], neuroscience [18], climate phenomena
[19], thermodynamic process [20], foreground/background video separation [21]
and more.

In the context of power system applications, DMD is one of the most recent
post-processing tools for application on power system, where a large volume of
data is collected from diverse monitoring systems (WAMS, SCADA, AMI), taking
advantage of its ability to process simultaneously spatio-temporal data. Based on the
pointed-out ability, DMD has been applied on ring-down modal identification anal-
ysis, [13, 22–26] state estimation and prediction and control [27], coherency iden-
tification [28–31], distortion harmonic identification [32], short-term electric load
forecasting [33], voltage analysis [34] and various other power system applications
[35].

In this chapter a comparison among DMD variants is carried out; its perfor-
mance is evaluated through various experiments conducted on different power system
scenarios with different interconnected system network. The effectiveness of the
DMD based method is verified by comparing the results with conventional power
system stability methods. The promising results suggest that the some of the DMD
approach can be used as an efficient candidate for estimating the power system
frequency and amplitude, damping rate, coherency groups identification on large
interconnected power systems.

3.1 SVD Based DMD (SVD-DMD)

One form of interpreting the dynamic behaviour of a system can be obtained from the
modal decomposition of the S̃ operator by taking the orthogonal projection matrix
as a basis

S̃
SV D = ϒ SV D�SV Dϒ SV D−1 (30)

where ϒ SV D represents the matrix of the left eigenvectors, ϒ SV D−1 is the matrix of
the right eigenvectors and �SV D is a diagonal matrix of eigenvectors and are defined
by the following expressions:

�SV D ∈ R
mxm =

⎡
⎢⎣

λSV D
1 . . . 0
...

. . .
...

0 · · · λSV D
m

⎤
⎥⎦ (31)

ϒ SV D ∈ R
mxm =

⎡
⎢⎢⎣

...
...

...

vSV D
1 · · · vSV D

m
...

...
...

⎤
⎥⎥⎦ (32)
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With the modal decomposition of the operator S̃ the analytical solution to the
problem of reconstructing data is presented:

X̃
N
2 ≈ �SV D�SV D�SV D(t) (33)

where the structure �SV D represents the spatial term of the dynamic of the system
and is defined as follows:

�SV D ∈ C
mxm = Ũϒ SV D = [

φSV D
1 . . . φSV D

m

]
(34)

and the structure �SV D(t) represents the temporal evolution of the modes of the
system and is defined as [13]:

�SV D(t) ∈ C
mxN−1 = ϒ SV D−1�̃Ṽ∗ =

⎡
⎢⎢⎢⎢⎢⎣

m∑
k=1

Υ SV D−1
1k aSV D

k (t)

...
m∑
k=1

Υ SV D−1
1m aSV D

k (t)

⎤
⎥⎥⎥⎥⎥⎦

=
⎡
⎢⎣
ãSV D
1 (t)

...

ãSV D
m (t)

⎤
⎥⎦

(35)

Figure 3 shows a schematic representation of the spatio-temporal structure asso-
ciated to the dynamic of the system through the solution of the data reconstruction
problem.

In this case, the spatio-temporal structure shown on Fig. 3 displays the principal
components, a spatial component φ, a temporal component ãk and a weighting factor
λ. With these three components, the associated characteristics of the spatio-temporal
structure of the dynamic of the system can be identified.

Identification of frequency and damping associate to mode φSV D
j can be

represented as follows [13]:

f SV D
j = �{

log
(
λSV D
i

)}
�t
2π

(36)

Fig. 3 Spatio-temporal modal decomposition structure of data by SVD-DMD
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ζ SV D
j = �{

log
(
λSV D
i

)}
/�t (37)

On the other hand, due to the spatial structure of the dynamic of the system
associated to the modes of the system defined as φSV D

j a participation factor related
to each mode at instant t0 can be calculated using the normalized magnitude of
each mode

∥∥φSV D
j

∥∥. Similarly, the existing groups can be visualized with a similar
dynamic behaviour using the phase ∠φSV D

j .
One form of visualizing the participation factors for each state of the system is

through the time structure associated with the expression (35). When the energy
resulting from each temporal term defined on Eq. (38) is considered

Ẽ SV D
k = ∥∥̃aSV D

k (t)
∥∥ (38)

the relation mode-state is defined as in the Ref. [13]:

X̃
NSV D
2 =

⎡
⎢⎣

αSV D
11 αSV D

1 j αSV D
mm

...
. . .

...

αSV D
m1 αSV D

mj αSV D
mm

⎤
⎥⎦ (39)

αSV D
i j = ∣∣φSV D

i j λSV D
j Ẽ SV D

k (t)
∣∣ (40)

where the term αSV D
i j is a measure of the participation factor of mode φSV D

j in the
states of the system.

It is important to note that the use of each variant depends on the characteristics
of the dataset X , whether m < N or m > N , since the matrix structure in each case
will be different. One of the application approaches to the S̃ variant allows a compact
representation in the sense of the use of a certain amount of singular values, unlike
the Companion S matrix, which focus its approximation on the number of available
snapshots.

In the same way, in the modal identification approach, by means of the operator S̃
the modal analysis is based on the selection of the r singular values with the largest
energy content considered in the SVD decomposition. In this case a full range matrix
is assumed, i.e. r = m; on the other hand, the operator S considers N − 1 modal
components. This part represents an advantage in the selection and display of a
certain number of modal components for on-line applications.

Recently, one of the trends in the search for a solution to the problem of calculating
the approximation to operator A based on (15) is through the use of optimization
methodologies. This approach aims to improve the extraction of the dominant modal
characteristics associated with the dynamics of the system. Several DMD algorithms
have been developed with the inclusion of optimization methodologies applied to
different fields of knowledge, with different analysis approaches and different objec-
tives. In the following section seven approximations to the operator A based on
optimization methodologies are presented.
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As discussed before, the conventional approaches for approximating the operator
A are mainly based on a polynomial variant S and a reduced variant S̃, which is
stablished on an orthogonal projection. From thesematrices, several works have been
developed on diverse applications and proposing DMD algorithms with optimization
methodologies that have converge to different results [36–38].

In the following sections, three methodologies based on optimization within
the DMD method are presented. The analytical solution to the data reconstruction
problem of each methodology is presented, and as an additional point, the mathe-
matical formulation to obtain the characteristics of frequency, damping, mode shape,
modal energy and participation factors in three of the methodologies is presented in
the subsequent sections.

3.2 Optimal Mode Decomposition (OMD)

This methodology introduced by Goulart et al. in [36, 39] is a variant of the DMD
technique that workswith projections in low rankmatrices. Themathematical formu-
lation is proposed by means of an objective function that aims to identify a low
dimensional subspace in a large dimensional system in which the trajectories of
the system are optimally characterized. The formulation of the objective function is
expressed by the following formulation:

min
O

∥∥XN
2 − OXN−1

1

∥∥2

2 (41)

where the operator OMD O is defined as O = LMLT , matrix L is a base of Stiefel
type is defined as L ∈ R

r xr |LT L = I, r ≤ m and r is the rank of the matrix, in this
case, a full rank is assumed such that r = m. The main objective is to maximize the
base L through the following formulation:

max
L

∥∥LT XN
2 QL

∥∥2

F (42)

QL = XN−1T
1 L

(
LT XN−1

1 XN−1T
1 L

)−1
LT XN−1

1 (43)

This optimization problem is solved using the ascending gradient-based algorithm
described in detail in [39].

Alternatively, the matrix M represents an approximation of the operator S̃ and is
dependant of the base L. The assembling of this matrix is based on the solution to
the following equation:

M(L) = LT XN
2 XN−1T

1 L
(
LT XN−1

1 XN−1T
1 L

)−1
(44)
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This relationship is associated with the development of the optimization problem
formulated in [36] where the dependence of the operator M with the orthogonal base
L and the matrices XN−1

1 y XN
2 is stressed. Comparing this approach as an analogue

formulation of the DMD method, substituting the base L with Ũ on Eq. (44) and
considering the orthogonal characteristics of Ũ , it can be proved that:

M(U) = Ũ
T
XN

2 XN−1T
1 Ũ

(
Ũ

T
XN−1

1 XN−1T
1 Ũ

)−1 = Ũ
∗
XN

2 Ṽ Σ̃
−1 = S̃ (45)

After finding the solution to the optimization problem, the analytic solution to the
problem of data reconstruction is presented with the following expression:

X̃
N
2 = OXN−1

1 = LMLT XN−1
1 (46)

Equation (46) can be represented through mode decomposition of the operator

M = Υ OMDΛ̃
OMD

Υ OMD−1, which result on the following equation:

X̃
N
2 = LϒOMD�̃

OMD
ϒOMD−1LT XN−1

1 = �OMD�̃
OMD

�(t)OMD (47)

From Eq. (56) a spatial component can be defined using the mode matrix �OMD ,
which is defined as follows:

�OMD = LϒOMD (48)

Similarly, a temporal component can be defined as Γ (t)OMD and represents the
temporal evolution of the modes, which can be defined as follows:

Γ OMD(t) = Υ OMD−1LT XN−1
1 =

⎡
⎢⎢⎢⎢⎢⎣

m∑
k=1

Υ OMD−1
1k aOMD

k (t)

...
m∑
k=1

Υ OMD−1
mk aOMD

k (t)

⎤
⎥⎥⎥⎥⎥⎦

=
⎡
⎢⎣
ãOMD
1 (t)

...

ãOMD
k (t)

⎤
⎥⎦

(49)

where the term aOMD
k is defined through the relationship of aOMD

k = LT
i x j , LT

i
represent the columns of LT and x j are the rows of X

N−1
1 .

The variable φOMD
j is the participation factor of the jth mode at time t0 through

the normalized magnitude of the same mode
∥∥φOMD

j

∥∥. Similarly, different groups
existing in the time series that follow a similar dynamic behaviour can be observed
with the phase ∠φOMD

j . Identification of particular characteristics such as frequency
and damping associated to a particular mode φOMD

j are defined by means of the
following expressions [13]:
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f OMD
j =

�
{
log

(
λOMD
j

)}
�t
2π

(50)

ζ OMD
j = �{

log
(
λOMD
j

)}
/�t (51)

On the other hand, if we consider the energy extracted from each temporal term
of Eq. (49) by means of the expression:

Ẽ OMD
k = ∥∥̃aOMD

k (t)
∥∥ (52)

the relationship mode-state is defined:

X̃
NOMD

2 =
⎡
⎢⎣

αOMD
11 αOMD

1 j αOMD
mm

...
. . .

...

αOMD
m1 αOMD

mj αOMD
mm

⎤
⎥⎦ (53)

αOMD
i j = ∣∣φOMD

i j λOMD
j Ẽ OMD

k (t)
∣∣ (54)

where the term αOMD
i j is a measure of the participation factor of mode φOMD

j on the
states of the system.

3.3 Nuclear Norm Regularised DMD (NNR-DMD)

This methodology, originally presented in Ref. [37], presents a DMD algorithm
based on the use of the nuclear norm regularised. The goal of the objective function
is to determine a low-rank representation of the S̃ matrix that captures the dynamics
inherent in the data sequence through the following objective function:

min
1

2
F

∥∥∥Ũ∗
XN

2 − S̃
NN R

Σ̃ Ṽ ∗
∥∥∥2

2
+ μ

∥∥S̃N N R
∥∥∗ (55)

where the constantμ represents a penalization term to the nuclear norm ‖·‖∗ in order
to introduce a sparse methodology in the objective function.

The purpose of this formulation is to obtain an S̃
NN R

operator. By introducing
the penalization term μ the problem becomes non-restrictive and the solution to the
optimization problem is a system of equations obtained using the Split-Bregman

method, which is described in detail in [37]. The solution of the S operator S̃
NN R

is
shown below:

S̃
NN Rk+1 =

[
Ũ

∗
XN

2

(
Σ̃ Ṽ

∗)∗ + μ
(
Hk − Bk

)](
Σ̃ Ṽ

∗(
Σ̃ Ṽ

∗)∗ + ηI
)

(56)
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where the termsμ, η, H and B are products resulting from the Split-Bregmanmethod
and the terms Ũ , Σ̃ y Ṽ

∗
are products of the SVD decomposition from Eq. (26). The

solution of this iterativemethod is based on the Split-Bregman algorithm considering
two different criteria: maximum number of iterations and an error criterion defined
in Ref. [37].

By obtaining the solution to the optimization problem, the analytical solution to
the data reconstruction problem is obtained by means of the following expression:

X̃
N
2 ≈ �NN RBΓ (t)NN R (57)

where part of Eq. (57) can be defined as spatial through the modal matrix �NN R

defined by the following equation:

�NN R = ŨϒNN R (58)

and where ϒNN R is calculated from the modal decomposition of the S̃
NN R =

Υ NN RΛ̃
NN R

Υ NN R−1 operator and the matrix Γ (t)NN R ∈ C
mxN−1 represents the

temporal evolution of the modes and is defined as follows:

Γ NN R(t) = T̃
NN R =

⎡
⎢⎢⎢⎢⎢⎣

m∑
k=1

aNN R
k (t)

...
m∑
k=1

aNN R
k (t)

⎤
⎥⎥⎥⎥⎥⎦

=
⎡
⎢⎣
ãNN R
1 (t)

...

ãNN R
k (t)

⎤
⎥⎦ (59)

where the term aNN R
k is described as aNN R

k = T̃
NN R
j and the term T̃

NN R
j corresponds

to the rows of the matrix T̃
NN R

. The weight of the temporal structure corresponds
to the element bi of matrix B := diag(b) ∈ R

mxm , which represents the weight in
descending order of relevance associated to each mode φNN R

j and is calculated using
the sparse DMD approach. The mode frequency and damping rate is computed as:

f N N R
j =

�
{
log

(
λNN R
j

)}
�t
2π

(60)

ζ NN R
j = �{

log
(
λNN R
j

)}
/�t (61)

On the other hand, the energy extracted from each temporal term is considered
by means of the expression:

Ẽ N N R
k = ∥∥̃aNN R

k (t)
∥∥ (62)

and the relation mode-state is defined as:
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X̃
NNN R
2 =

⎡
⎢⎣

αNN R
11 αNN R

1 j αNN R
mm

...
. . .

...

αNN R
m1 αNN R

mj αNN R
mm

⎤
⎥⎦ (63)

αNN R
i j = ∣∣φNN R

i j Ẽ N N R
k (t)

∣∣ (64)

where the term αNN R
i j represents a measure of the participation factor of mode φNN R

j
on the states of the system.

3.4 Sparse-Promoting DMD (SP-DMD)

In the work developed in [38], a variant of the DMD algorithm is proposed. The
alternative approach seeks to compensate the quality of the approximation in the
formulation of the sequence of matrices and the number of modes used for the repre-
sentation of the dynamic of the system. The process is carried out through expo-
nential sequence of eigenvalues and eigenvectors based on a sparse methodology. In
this case, the formulation of to the problem is based on finding the modal amplitude
vector b such that weights the modal components in the most optimal form in the
objective function J(b) described in the following equation:

J(b) = b∗Gb − q∗b − b∗q + s (65)

where the terms G, q, s are defined by the following equations:

G = (Ṽ
∗
Ṽ ) ◦ (T̃ T̃

∗
) (66)

q = diag
(
T̃Υ Σ̃

∗
Ṽ

)
(67)

s = tr
(
Σ̃

∗
Σ̃

)
(68)

These terms correspond to the development of the problem presented in [38] and
are based on the SVD decomposition presented in Eq. (26).

The algorithm for solving Eq. (65) is based on a sparse methodology by
formulating a new objective function:

min J(b)
b

+γ

r∑
k=1

|bk | (69)

Previous equation represents a convex problem with the aim of finding a vector
b and to determine the components that identify the modes with more influence on
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the system. The parameter γ has a direct impact on the number of components with
a zero value that are obtained in the structure of vector b. Thus, as the value of the
parameter γ increases, the amount of zero components increases. The methodology
proposes to solve this optimization problem is based on an ADMM method, and is
presented in detail in the Ref. [38].

When the solution to the optimizationproblem is calculated, the analytical solution
to the data reconstruction problem is obtained by means of the following expression:

X̃
N
2 ≈ �SP BΓ (t)SP (70)

From (70) a spatial term is decoupled using the modal matrix �SP defined in the
following equation:

�SP = Ũϒ POD (71)

in this case, the modal matrices �SP = �POD are equivalent. Matrix Γ (t)SP repre-
sents a temporal structure during the process of reconstructing the signal and is
defined as follows:

Γ SP(t) = T̃ =

⎡
⎢⎢⎢⎢⎢⎣

m∑
k=1

aSP
k (t)

...
m∑
k=1

aSP
k (t)

⎤
⎥⎥⎥⎥⎥⎦

=
⎡
⎢⎣
ãSP
1 (t)
...

ãSP
k (t)

⎤
⎥⎦ (72)

where the term aSP
k is defined as aSP

k = T̃ j and T̃ j corresponds to the rows of the
matrix T̃ . The weight of this temporal structure corresponds to the element bi from
matrix B := diag(b) ∈ R

mxm .
The identification of the frequency and damping characteristics associated to the

mode φSP
j , following expressions (36) and (37), that is f SPj = f POD

j y ζ SP
j = ζ POD

j .
In this case, by considering the energy extracted from each temporal term by the

expression:

Ẽ SP
k = ∥∥̃aSP

k (t)
∥∥ (73)

The relation mode-state is defined:

X̃
NSP
2 =

⎡
⎢⎣

αSP
11 αSP

1 j αSP
1m

...
. . .

...

αSP
m1 αSP

mj αSP
mm

⎤
⎥⎦ (74)

αSP
i j = ∣∣φSP

i j Ẽ SP
k (t)

∣∣ (75)
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where the term αSP
i j represents a measure of the degree of participation of φSP

j mode
in the system states.

3.5 Summary of Different DMD Approaches

Most of the DMD algorithms with optimization presented in this chapter consider
the approximation of a low order operator as in the case of S̃, with the exception of
the Optimal Mode Decomposition (OMD) approach.

In Sects. 3.2 and 3.3 the main objective is the calculation of the approximation
to the operator S̃ directly. In the case of Sect. 3.4, the main objective is to obtain
the vector of the amplitudes that adequately weights the modal components of the
system. Different conditions are presented for the solution of the problem associated
with the objective function of each section. In Sects. 3.3 and 3.4 regularization and
penalty parameters are introduced for the formulation of non-restrictive optimization
problems. In Sects. 3.3 and 3.4 a sparse parameter γ is introduced in the solution
algorithm to identify the dominant modes of the system. In Sect. 3.3, two dimen-
sionless parameters μ and η are introduced which are part of the solution of the
optimization problem.

On the other hand, the analytical solution to the problem of reconstructing signals
by means of modal components presents a different vision on different sections
presented. In the case of the alternatives selected for evaluation, twomain components
are presented: a parameter associated to the spatial structure, in this case the modal
matrix �, and a parameter associated to the temporal structure Γ (t). In Sects. 3.3
and 3.4 the temporal structure Γ (t) is constructed using the Vandermonde T matrix
and the amplitude matrix B calculated from the disperse-based method. In Sect. 3.2
the time structure �(t) is formulated from the modal decomposition of the operator
M and the base L.

4 Wide Area Monitoring of Inter-area Oscillations Modes
in a Longitudinal Interconnected System

The identification of inter-area oscillations presents an extra degree of complexity in
large interconnected systems due to the volume and variety of information collected.
Conventional tools for stability analysis based onmathematicalmodels are limited by
their accuracy and updating of their parameters. Similarly, the algorithms proposed
to monitor spatio-temporal data from a wide area monitoring system are limited by
the processing capacity of large volume of data. Therefore, it is necessary to propose
new alternatives for the analysis of large interconnected electrical systems.
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4.1 Description of Mexican Interconnected System

The test system used in this section, approximates the Mexican Interconnected
(MI) system, which is distributed in seven electrical areas. The MI system has
a longitudinal configuration characterized by long transmission lines and remote
generation sources. As a consequence, SVC are the support voltage devices to
improve the dynamic stability and voltage considerations. The network configu-
ration requires implementation of several supplementary control schemes to meet
the performance requirements. The overall generating capacity in the MIS is about
75.91GWcomprising 22.87GWto renewable energy and the rest correspond to fossil
energy. The bulk transmission system consists of 58,588 kmof prevailing 400/230 kV
lines, which is complemented by a network of 161 and 69 kV sub-transmission lines.
The average demand of the MI system increases annually at a rate of about 7.1%.
TheMI system is characterized by a longitudinal infrastructure transmission system,
supported in long transmission lines that help to import generation from neighbours
areas; exciting undamped or poorly damped power oscillations when there are high
power transfers from the areas I, II, III and VI, VII systems to areas IV and V. Based
on this, the system studies carry out in this research assume that dynamic model of
the generators are represented by a two-axis dynamic model, [5, 13] controlled with
a simple excitation system. The loads of the system are assumed to be constant and
SVCs are modelled to provide voltage support when required due to long transmis-
sion lines helping to interconnect all areas in the system. Figure 4 shows a simplified
representation of the MI system control areas and illustrates the dynamic interaction
of the different electrical areas.

Fig. 4 Illustration of slowest electromechanical modes on the MI system [40]
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Only 45 major generators distributed along theMI system were considered in this
study. The interaction of the different electrical areas is caused by the presence of
inter-area modes, which are excited by disturbances on the specific localization of
the system [5, 41]. The equivalent of MI system is characterized by three inter-area
modes involving the participation of different areas of the system [41].

4.2 Power System Stability Analysis Using Conventional
Tools

The scenario for study is a three-phase fault event between the LGV-PBD transmis-
sion line located in area V at north-east of the country. This perturbation, stimulates
the onset of the three inter-area modes, illustrated in Fig. 4. The dynamic responses
are measured at the generator terminals and the angles signals �δi are referenced to
generator number 1 and collected. Figure 5 shows the transient responses of the refer-

enced nodal angles X�δ = [
�δ1 �δ2 . . . �δ41 �δ45

]T ∈ R
45x2000, corresponding

to 20 s of simulation, with an integration step of �ti = 0.01 s and a sampling
frequency fs = 1/�ti of 100 Hz. The simulation was performed in Power System
Toolbox (PST) open software [42]. From Fig. 5, the presence of inter-area oscilla-
tions can be clearly observed. In particular, a slow growing oscillation can be seen,
suggesting an unstable condition of the system.

As a first approximation to the identification of the modal components associated
with the oscillatory process observed in Fig. 5a; the fast Fourier transform (FFT) is
applied to each of the signals�δi , to estimate their spectral content. Figure 5b shows
the magnitude of each spectral component associated with each signal from �δi .
Figure 5b shows three dominant frequencies obtained by the FFT: 0.39 Hz, 0.58 Hz
and 0.782 Hz, respectively. The frequency components with the largest magnitude of
the FFT are associated with the frequencies of 0.390 Hz and 0.781 Hz respectively.
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Fig. 5 a Dynamic response of the referenced nodal angle signals from 45 generators [42] and
b spectral decomposition of the corresponding signals �δi using the FFT
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Generators #11 to 45 present a dominant frequency of 0.390 Hz. On the other hand,
generators #1 to #10, #13 to #26 and #35 to #40 present a dominant frequency of
0.781 Hz. The results depicted on Fig. 5b suggest the presence of different coherent
generators groups during the oscillatory process.

To gain more insight about the oscillation development on the MI system, a small
signal stability analysis (SSSA) is performed. Figure 5b presents the frequency of
the inter-area modes and their damping ratio coefficients resulted from the analysis.

FromFig. 5b, threemodes of interest (0.385, 0.560 and 0.729Hz) can be observed,
which are indicated by red rectangular symbols. In particular, it can be seen that the
0.385 Hz mode has a damping coefficient of -0.0060, indicating the presence of
an unstable electromechanical mode. The result agrees with the transient response
depicted previously on Fig. 5a.

To visualize the separationmechanism and the interaction between electrical areas
during an inter-area oscillation, mode shape is calculated using the right eigenvectors
obtained from the decomposition by eigenvalues of the state matrix [42]. Figure 7
shows the mode-shape for the 3 modes of interest highlighted on Fig. 6.

Figures 7 shows the oscillation patterns involving different electrical areas of
the system MI system under investigation. Figure 7a shows the oscillation pattern
corresponding to the lowest frequency component and the interactions of the electric
areas I, II and II against areas III, IV, VI and VII. While Fig. 7b depicts a different
oscillation pattern, composed by the interaction of areas VII against IV and VI,
respectively,which are located in the southeast of the country. Finally, Fig. 7c displays
the interaction of areas IV against the area VI, involving a large number of hydraulic
generators.
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Fig. 7 Mode shape of modes inter-area showing the major coherent groups: a mode shape of
0.385 Hz, b mode shape of 0.560 Hz and c mode shape of 0.729 Hz

Table 1 Inter-area modes of MI system equivalent

# mode Eigenvalue Frequency (Hz) Damping ratio ζ Mode-shape

1 −0.016 + j2.42 0.385 −0.0060 I, II, V versus III, IV, VI, VII

2 −0.080 + j3.51 0.560 0.022 VII versus IV, VI

3 −0.111 + j4.58 0.729 0.023 IV versus VI

Table 1 shows a descriptive synthesis of the inter-area oscillation modes identified
in the system according to previous studies.

The three-phase fault in areaVexcites the three inter-area oscillationmodes.Mode
#1 is the more complex mode because it involves participation of all electrical areas
of the system and presents a dominant participation during the unstable oscillation
process. In the following section a complementary analysis is performed using a
space-time processing technique that allows to obtain a spectral analysis from the
processing of the data collected from the simulation.

4.3 Spectral Analysis Based on SVD-DMD

Now, from the space-time decomposition simulation data given by X�δ; the SVD-
DMD described at Sect. 3.1 is applied. The nature of system behaviour can be found
by examining the empirical Ritz values, λ and their associated magnitudes [13, 14].
Figures 9 shows a plot of the empirical Ritz values, λ and their associated energy
obtained from the norm of the time-dependent coefficients,

∣∣∣∣̃aSV D
1 (t)

∣∣∣∣, in (35).
As seen in Fig. 8a all the empirical Ritz values are on the unit circle λ j ≈ 1.0,

indicating that the states of the dynamic system converge to a stable condition.
Analysis of the relative energies in Fig. 8b, show that the modes with the largest
energy contributions are those with frequencies of 0.384 Hz and 0.718 Hz, which are
frequencies associated to the oscillation inter-area modes. The third identified mode
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Table 2 Comparison ofmodal estimates for scenario: Timewindow0–20 s and sampling frequency
of 100 Hz

# of mode based on DMD nomenclature FFT frequency SSSA f ξ SVD-DMD f ρ/2π

#27 0.390 0.385 –0.0060 0.384 –0.0040

#36 0.585 0.560 0.022 0.560 0.022

#31 0.781 0.729 0.024 0.718 0.019

with an approximate frequency of 0.515 Hz, represents the last inter-area mode and
has a marginal impact during the oscillatory process.

Table 2 compares the modes estimation resulting from the application of SVD-
DMD against conventional eigenvalue analysis. The results of modal estimated of
frequencies obtained with SVD-DMD are in good agreement with the estimation
from SSSA, however SVD-DMD estimation damping ratio are underestimated for
mode #27 and #31 respectively.

In both methods, SSSA and SVD-DMD the, mode #1 produces a slow unstable
oscillatory condition, while mode #2 and #3 are very well damped.

Clusters of coherent generators can be identified from the spatial signatures of

SVD-DMD, contained in the modal vector �
{
φSV D
j

}
. Figure 9a shows score plot

for the three dominant modes obtained using SVD-DMD described at Sect. 3.1.
SVD-DMD technique identifies three groups of coherent generators that involve all
geographical areas.

From (39), a spatial (temporal) contribution factor that measure the contribution
of each sensor to each state, can be defined. The strength of spatial contributions
from each sensor to the observed data can be characterized and visualized. Figure 9b
depicts a 2-D representation of the participation measures in (39) as a function of the
sensor locations. Examination of Fig. 9b shows that mode #27 is strongly observable
at sensors number #11 to #45, although the sensors #25 to #33 present the highest
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Fig. 9 Twoways to visualize the inter-areamode interaction: a coherency identification and b factor
participation

participation factor in the system. This result has a strong relationship with the result
depicted on Fig. 6.

4.4 Computational Effort and Time Window Simulation
on Modal Parameter Estimation

Detailed simulations were conducted to assess the computational cost of SVD-DMD
analysis for a study using a realistic dataset. Figure 10a shows the CPU time required

Fig. 10 aCPU time as a functionof the samplingwindow,b timewindoweffect onmodal frequency,
c time window effect on modal damping ratio estimation
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to characterize the system behaviour for the scenario described before. Figure 10a
shows a comparison of the CPU time for SVD-DMD analysis as a function of the
size of the observation window. Previous results have illustrated that SVD-DMD is
faster that Arnoldi-Koopman analysis for a similar sampling frequency [13, 43].

Based on the simulation results, it can be noted that the CPU time required by the
SVD-DMD analysis is competitive in comparison with different modal estimation
techniques [13]. In general, short time observation windows may degrade the quality
of the estimation and result in various numerical problems, which is a common
problem among other estimation techniques such as the Koopman mode analysis.
Both observations are depicted at Fig. 10b, c respectively.

The following section presents a comparison of variants of the DMD technique
in a larger interconnected continental system.

5 Wide-Area Monitoring of Global Oscillations Modes
on Interconnected Continental System

As mentioned in previous sections, the presence of inter-area oscillations is a
common problem around the world related to the interconnection of large and distant
areas. This problem is more evident when groups of generators located on different
geographical areas oscillate against each other. The objective in this section is to
present a spectral analysis focused on identifying themodal characteristics associated
with a disturbance taking place on an interconnected continental power system.

The following section presents a case study based on simulation data of an event
in a given region of the European power system.

5.1 Description of the Power System from Continental
Europe

The system under investigation is based on the studies carried out in the papers
presented in [2, 44]. A representative schematic diagram of the test system is depicted
on Fig. 11, where the selected regions are indicated; Spain (ES), Switzerland (CH),
Germany (DE), Italy (IT) and Turkey (TK). The aforementioned countries have been
selected based on the experience of the analysis described in [2, 44, 45] the level of
detail in which these countries have been modelled.

Table 3 displays the distribution of generation units corresponding to each region.
Additionally, Table 4 shows the distribution of regions associatedwith each cluster

identified in previous works [47].
In this subsection the exposure of the system to a three-phase fault of 100

sample/sec length in the region of France and applied at instant t = 6 s is presented.
The fault leads to the disconnection of a 1.4 GW generation unit on its three phases.
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Fig. 11 Schematic illustration of ENTSO-E regions of continental Europe considered in this
analysis [46]

Table 3 Number of generators per country

Country CH DE IT ES TR Total

# of generators 20 292 144 70 127 653

Table 4 Number of clusters
and the associated countries

Group c1 c2 c3

Country ES DE, CH, IT TR

The simulation was performed in the professional software DIgSILENT PowerFac-
tory 2018 SP1with a sampling frequency fs = 100 Hz according to the recommenda-
tion of the IEEE standard for synchrophasor measurements in SEP C37.118.1-2011
[48]. The response of the frequency signals is displayed on Fig. 12.

Figure 12 shows the recording of 70 s of simulation at a frequency of 100 Hz,
and it can be observed that the system converges to a new equilibrium point
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Fig. 12 Frequency responses associate at each region CH, DE, IT, ES and TR to the loss of a large
generator of 1.4 GW in France

approximately from the instant t = 60 s. By considering the global set of the
frequency signal response on each of the selected countries the data matrix X =[
CH DE IT ES T R

]T ∈ R
653x7000 is assembled. Figure 13 shows more clearly

the oscillatory behaviour of the signals in the region ofTurkey (TR) against the signals
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on the other regions. This behaviour in the dynamic response of the frequency signals
suggests the presence of low frequency oscillation modes.

5.2 Spectral Analysis Based on FFT Approach

The records from the WAMS system installed in the corresponding region of areas
under investigation confirm the presence of two modes, which have frequency range
of inter-area oscillation modes. These modes are the result of the power transfers
between large geographical distances in continental Europe [2, 44]. Due to the struc-
ture of this network, two predominant low frequency global modes between 0.2 Hz
(Global Mode #1) and 0.3 Hz (Global Mode #2) exist on the system. The intercon-
nection with Turkey in December 2010 [45] increased the size and complexity of the
original system, and as a consequence a new additional mode (Global Mode #3) of
0.15 Hz was incorporated.

As a first approach to identify the frequency components present in the system,
the classical FFT tool is used. Figure 13 shows the calculation of the FFT applied to
the 653 signals of the X data set:

Figure 13 illustrates the presence of three main low frequency components, in this
case two of them corresponding to Global Modes #1 and #2. Figure 13 represents
a first attempt to achieve modal identification on the response of frequency signals
corresponding to the countries under analysis.

5.3 Spectral Analysis Based on Variants of DMD

One of the objectives in spectral analysis of PES is the identification of the dominant
modes existing in the dynamics of the system. Figure 14 shows the result of the mode
identification and their modal energy level calculated using Eqs. (38), (52), (62) and
(70).

Figure 14 shows the 653 dynamic modes associated with the spatial structure m
of the DMD operator. It can also be noted from the results of the different DMD
variants that only a reduced number of them present a significant contribution to the
dynamic behaviour of the system. In the case of the approaches OMD and SVD-
DMD, approximately 25 modes that have different level of energy are identified.
On the other hand, the results corresponding to approaches such as SP-DMD and
NNR-DMD identify 20 dominant modes.

The difference between the number of identified modes on the different
approaches correspond to the analytical solution of the reconstruction of data. Unlike
the SVD-DMD and OMD methods, which have a temporal structure dependent on
the modal decomposition of the DMD operator, sparsity-based approaches identify
dominant modes in the system and assign a weight equal to zero to the remaining
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DMD Ẽ SV D

k , b NNR-DMD Ẽ N N R
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k and d SP-DMD Ẽ SP
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modes. Figure 15 displays the evolution in time of the modes with largest energy
content, which have been depicted on Fig. 14.

Figure 15 depicts the behaviour of the components ãNN R
k (t) y ãSP

k (t), which
depend on the Vandermonde matrix T̃ , while the components ãSV D

k (t) and ãOMD
k (t)

are dependent of the right eigenvectors as result of the modal decomposition of the

operators S̃
SV D

and M respectively.
In such a case, modes whose frequencies are approximate the same as Global

Modes #2 and #3 are identified. Table 5 shows the mode number and its damping.
With the results presented inTable 5 it is possible to observe the temporal evolution

of these modes on Fig. 16.
The temporal evolution of the modes corresponds to the oscillation that dissipates

and reaches a new point of equilibrium, as shown in the response of the frequency
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Fig. 15 Comparison of coherency identification DMD variants: a SVD-DMD �SV D(t), b NNR-
DMD �NN R(t), c OMD �OMD(t) and d SP-DMD �SP (t)

signals in Fig. 16. In this case, the components ãNN R
k (t) and ãSP

k (t) show an oscilla-
tion of lower amplitude corresponding to the structure of the Vandermonde matrix,
where it is observed that the component corresponding to the frequency of the Global
mode of 0. 15Hz presents an abrupt increase and fast settling. Unlike the components
ãSV D
k (t) and ãOMD

k (t) that base their response on the modal decomposition of the

operators S̃
SV D

and M, and that their oscillatory response has small amplitude and
short oscillation time.

An important parameter in the modal analysis corresponds to the participation
factors. Figure 17 shows the influence of the modes at each measurement point by
means of the participation factors calculated from each different methodology.

As depicted on Fig. 17, the most influencing modes on the dynamic behaviour of
the system, correspond to the modes identified first on the different variation of the
analysis. The most susceptible areas are identified in a sensor range between #1 and
#20, corresponding to the region of Switzerland (CH) and between the sensors #460
and #520, corresponding to Spain (ES) and Italy (IT) regions. Moreover, the modes
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Fig. 16 Comparison of temporal amplitudes associated to dominant dynamic modes (0.15 and
0.39 Hz): a SVD-DMD ãSV D
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k (t), c OMD ãOMD

K (t) and d SP-DMD
ãSPk (t)

with the largest impact are in a range between #1 and #20. In this case, the SP-DMD
and the NNR-DMD restrict the participation factors to a limited number of modes,
identifying more clearly the critical areas in the system. The dominant participation
factors are located among generators #480 to #510 corresponding to TR.

On the other hand, from the data presented in Table 5; Figs. 18 shows the formation
of clusters by grouping the modal components associated with inter-area frequencies
by means of the �{φ} structure.

As shown in Fig. 18, three main clusters are identified: c1, c2 and c3 as shown in
Table 5. The distribution of the clusters corresponds to the response of the frequency
signals observed in Fig. 18 where it is possible to identify three oscillation groups.
In this case, a spatial distribution presenting three oscillation groups in the dynamic
behaviour of the system is observed. However, the structure of theM operator corre-
sponding to theOMDvariant presents a different spatial structure due to the searching
space within the gradient methodology. The formulation described in the rest of the
variants presents a similar structure due to the characteristics of the S̃ operator, which
depends on the SVD decomposition.

One approach to evaluate the performance of the different algorithms presented
here, is the computational time associated to the calculation of the DMD operator
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Fig. 17 Participation factors that relate the # of sensors and # of modes: a SVD-DMD αSV D
i j ,

b NNR-DMD αNN R
i j , c OMD αOMD

i j and d SP-DMD αSP
i j

and include the reconstruction signal process for each DMD variant. Table 6 shows
the processing times for the dataset X .

In this case, themethodwith the slowest processing time corresponds to the NNR-
DMDmethod that integrates the weighting methodology corresponding to the sparse
DMD variant as a solution to the problem of signal reconstruction. The computa-
tional time is an important parameter related to the processing capacity that must
be considered when analysing large systems. Additionally, with the development of
online algorithms the processing time is an important feature for the development of
new tools for real-time application.
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Fig. 18 Comparison of coherency identification DMD variants: a SVD-DMD, b NNR-DMD,
c OMD (t) and d SP-DMD

Table 6 Comparison of DMD variant of CPU time simulated data

SVD-DMD NNR-DMD OMD SP-DMD

CPU time (s) 9.77 64.61 30.98 15.78

6 Conclusions

In this chapter, four variants of the DMD method were described. These alternative
algorithms are based on a polynomial variant S and a reduced orthogonal projection
matrix S̃, that are used to approximate the Koopman operator A. In this form, DMD
algorithms with optimization methodologies and their respective application were
shown.
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It has been demonstrated that the processing time depends mostly on the volume
of the dataset under analysis. The variant representing the shortest processing time
corresponds to the algorithm SVD-DMD. While the NNR-DMD variant resulted on
the slowest algorithm among the others due to the double optimization process that
is required.

One of the advantages observed when using a method based on sparsity to assign
weights is the clear visualization of dominant components. Thismeans, that themodal
amplitude matrix shows only a limited number of components that have the largest
effect on the dynamic of the system. This effect can be reflected in the visualization
process of the participation factors. Modes that affect sensitive areas on the system
are easily identified. However, the parameter γ immerse on the optimization problem
must be correctly calibrated.

Participation factors represent a quantitative measure that is used to display the
most affected areas on the system, the impact of the dominant modes on the states of
the system and their geographical location. It has been observed that as the dimension
of the system increase, the identification of these areas becomes more challenging
and restrictive, because a smaller number of the dominant modes are visible.

The temporal evolution of the oscillationmodes associatedwith the low frequency
components in the system dynamics is an initial approximation within the system
dynamics and affects the duration of the transient event. The behaviour resulting from
the effect of the Vandermonde matrix, depends on the weighting of the eigenvalues
raised to an exponential depending on the number of snapshots considered in the
modal analysis, so the oscillatory behaviour depends partly on the location of the
identified number of modes. On the other hand, the behaviour observed in the SVD-
DMDandOMDvariants depends on themodal decomposition of the S̃ yM operators,
respectively. In this case, through these variants, the duration of the oscillatory effects
associated with characteristic related to the dominant modes can be more easily
visualized.
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Electromechanical Mode Estimation
in Power System Using a Novel
Nonstationary Approach

S. Rahul, Subin Koshy, and R. Sunitha

Abstract Themodernpower grid protection systemshould have considerable opera-
tional flexibility and resiliency to hedge the variability and uncertainty of high dimen-
sional dependencies. The use of wide-area monitoring systems (WAMS) in the smart
grid enables the real-time supervision of power system oscillations. With the help
of advanced signal processing methods and big data analytics, time-synchronized
phasormeasurements canbeused to extract valuable information concerning the elec-
tromechanicalmodal properties of power systemoscillations. This chapter introduces
a novel method for identifying electromechanical inter-area oscillation modes with
the help of wide-area measurement data. Variational mode decomposition (VMD)
can be considered as a flexible signal processing technique on the wide-area phasor
measurements in power oscillation analysis. For the real-time operation, it is chal-
lenging to preset the value of the mode number in the VMD process. This issue has
been addressedby improving the strategy forVMD,which is presented in this chapter.
The first stage involves the use of Complete ensemble empirical mode decomposi-
tionwith adaptive noise (CEEMDAN) technique to generate intrinsicmode functions
and gives indexing based on the correlation factor. Depending on the indexing, the
mode number is selected for the second stage VMD process. Techniques such as
spectral analysis and Hilbert transform are quite suitable for the estimation of modal
parameters. The study is based on significant features of power oscillations, such
as determination of damping ratio, amplitude, and frequency. The identification and
estimation of low-frequencymodes have been performed using this improvisedVMD
technique, and the results have been compared with those obtained using empirical
mode decomposition approaches. The proposed approach is also validated using
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real-time data obtained from load dispatch centers. The results indicate the effective-
ness of non-linear, nonstationary analysis methods for analysing the low-frequency
modes and provide reliable validation of these algorithms in analysing real-time data
patterns.

Keywords Electromechanical mode · Nonstationary method · Estimation ·
WAMS · PMUs · Variation mode decomposition · CEEMDAN · Power systems

1 Introduction

Increased power demand and deregulation policies have resulted in the power system
beingoperatednear its stability limit. In themodern scenario,maintaining the stability
of awidely interconnectedpower system is highly essential, considering the increased
integration of large-scale renewable resources. Even though the system is capable of
damping most of the oscillations, a few undamped oscillations may lead to system
collapse. Hence, the identification of low-frequency modes and estimation of mode
parameters are a necessity in the modern power system context [1]. Conventionally,
thesemodes are identified by applyingEigen value analysis on the linearized dynamic
model of the system around an equilibrium point [2]. Nevertheless, this approach
is not effective for large complex power systems and is computationally intensive.
Hence it is mainly used for small signal stability analysis in offline conditions.

The estimation of inter-area oscillations using supervisory control and data acqui-
sition (SCADA) is not possible on a real-time basis. Thus, the use of WAMS has
to be utilized for the online estimation of oscillation parameters effectively through
phasor measurement units (PMU) installations [3], which provides a real dynamic
picture of the power system operating condition. With the widespread installation of
PMUs, measurement-based methods and related WAMS techniques are employed
extensively to identify and monitor the undamped modes in power systems accu-
rately. The uneven inter-area oscillations affect the reliability and functioning of the
modern power system profoundly, thereby restricting the power transfer through long
transmission distances.

One of the intelligent aspects of smart real-time monitoring of the power system
includes the online identification of coherency of generators and mode shape deter-
mination. The mode shape portrays the angular separation between system variables
corresponding to a particular mode, which helps in the optimal determination of the
generator or load tripping schemes, thus improving the damping of the less damped
mode. The features, such as frequency, damping ratio and mode shape define the
properties of the mode. Modal frequencies and damping ratio provide a picture of
the power system stress or reduced grid capacity issues [4].

Recent advancements in signal processing techniques can be used for the identi-
fication of electromechanical oscillatory mode and its parameter estimation. Prony
analysis deals with the determination of the polynomial coefficient as a solution for
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the matrix equation [5, 6]. However, Prony analysis is challenging to use in higher-
order systems such as a complex power system. Matrix pencil method (MPM) has
better statistical properties in the determination of the number of poles as a solu-
tion of eigenvalue analysis [7]. Advancements in MPM include the recursive MPM,
as the MPM involves drawback with its pencil parameter and its selection. In [8],
Fast Fourier Transform (FFT) is proposed to determine the low-frequency oscillatory
mode. The major drawback of FFT is that it is only applicable to linear time invariant
oscillation, and it also suffers from weaker frequency resolution.

The detection of the low-frequency oscillatory mode using a recursive Kalman
filter is investigated in [9]. But it undergoes numerical instability. In [10], Wiener
Hopf’s linear prediction is used for the oscillation analysis. To estimate the elec-
tromechanical modes, Robust recursive least square has been used in [11]. The esti-
mation of oscillation parameters using rotational invariance techniques (ESPRIT) is
proposed in [12]. Transfer function methods and subspace methods can be used for
the determination of mode shape and other properties. Transfer function methods
include spectral analysis, frequency domain decomposition, and channel matching
method [13]. Subspace methods have different variants of stochastic subspace iden-
tification (SSI) approach, robust SSI, etc. [14, 15]. Usually, the latter approach gives
accurate results, but it takes more computation time. The transfer function method
is suitable for real-time applications as it is computationally less complex.

Themajority of the power system transients are non-linear and cannot be analysed
using traditional linear analysis techniques. Multi-scale processes govern these tran-
sient phenomena and are fundamentally nonstationary due to non-linear dynamics
and time-dependent control actions. Recently, non-linear nonstationary algorithms
are found to adaptively analyse complex oscillatory properties in the power system
[16]. They are capable of distinguishing nonstationary processes more thoroughly
than other approaches and have the potential for online applications. Major nonsta-
tionary mode estimation algorithms are Hilbert Huang Transform (HHT), Wavelet
Transform, Teager–Kaiser Operator, Koopman modes etc. The Wavelet transform
adopted in [17] identifies the non-periodic and time-varying oscillations that work
well for the sufficiently spaced modes, but it fails for closely spaced modes. HHT
involves empirical mode decomposition (EMD), in which the primary signal is
decomposed into its constituent intrinsic mode functions (IMF) [18]. After selecting
the proper IMFs, the Hilbert transform can be employed for the instantaneous param-
eter estimation.Hilbert transform can be replaced by the TeagerKaiser operation, and
it is implemented in [19]. The standard EMD does not have any mathematical valida-
tion and suffers from a mode mixing problem, which involves having more than one
frequency component for a particular decomposedmode. Deering andKaiser in [20],
developed masking technologies for EMD to separate components that are similar in
frequency using an additional masking signal. Mode mixing problem exhibited by
traditional EMDcanbe eliminated up to a limit using somemodified versions ofEMD
using averaging ofmodes and are known as ensemble empirical mode decomposition
(EEMD) and complete ensemble empirical mode decomposition with adaptive noise
(CEEMDAN) [21].
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Of late, Dragomiretskiy and Zosso [22] proposed variational mode decomposi-
tion (VMD), an adaptive signal decomposition algorithm that can compute the center
frequency and bandwidth of each component adaptively, by iteratively searching the
optimal solution of variational modes. Over the last few years, it has been used by
several researchers to analyse complex signals [23].VMD ismore effective compared
to EMD in identifying the oscillatory modes and the estimation of instantaneous
parameters. It is considered as a signal-dependent and non-linear multiresolution
analysis technique to decompose a nonstationary signal into different components.
The optimal formulation of these components is done through the Weiner filter
solution. VMD technique requires predefined values for mode number and fidelity
constraint and it is not an easy task to select the parameters adaptively [24].

With the help of appropriate models or techniques, the abnormality of the system
can be accurately detected, and the reason for these failures can be identified in
real-time. The proposed method in this work involves a novel method based on
CEEMDAN and VMD, which can extract the electromechanical modes precisely
from the non-linear and nonstationary PMU data. In the first processing stage, the
collected data signal is processed using CEEMDAN into several IMFs. The suitable
IMFs are then evaluated by the indexing of correlation parameters. The second stage
employs VMD to decompose the selected IMF obtained from CEEMDAN effec-
tively, and mode number for VMD is assigned based on the sensitive IMF index
(SII) values. Finally, identification of frequency mode and Hilbert spectral analysis
[25] is then performed to estimate the other instantaneous mode parameters.

The remaining sections of this chapter are organized as follows: Sect. 2 refers
to the basic features of the CEEMDAN technique, VMD, sensitive IMF selection
and parameter estimation through the Hilbert transform. The proposed oscillation
monitoring system is described in Sect. 3. In Sect. 4, the effectiveness of the algo-
rithms is tested using a simulated signal from the IEEE 16 machine 68 bus system.
A case study using a real-time PMU data from POSOCO (Power system operation
corporation) limited, is verified with the proposed method in Sect. 5 and is concluded
in Sect. 6.

2 Methods Incorporated in the Proposed Technique

Various signal processing techniques are described in this section that is incorporated
in the development of the proposed approach for identifying the low-frequencymode
of oscillation in the power system.

2.1 Pre-processing

The quality of raw PMU data is low due to the high sampling rate. Hence proper data
pre-processing methods are required. Vanfretti et al. suggested general techniques
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for pre-processing as defective data removal, data parcelling, outlier removal, inter-
polation, mean subtraction, down sampling etc. [26]. Defective data removal and
mean subtraction are adopted for PMU data pre-processing in this work. A median
filter is used for the POSOCO data.

2.2 Complete Ensemble Empirical Mode Decomposition
with Adaptive Noise (CEEMDAN)

Improvements in empirical mode decomposition (EMD) include ensemble EMD
(EEMD), complimentary EEMD, masking based EMD techniques and CEEMDAN.
The improved CEEMDAN technique is highly robust from residual noise and free
from fake modes during the decomposition stages. There are two operators needed
for the CEEMDAN process, kth mode operator Ek(·) and the local mean of the signal
M(·). For a given signal x(n); the CEEMDAN algorithm is described as follows.

1. Compute N number of realizations as, xi (n) = x(n) + E1(ω
i (n)), where i =

1, 2, 3, . . . , N and ωi (n) represents Gaussian white noise at different levels. The
first residue is obtained as

r1(n) = 1

N

N∑

i=1

M(xi (n)) (1)

2. The first and the second modes are calculated using the formula

�

I MF1(n) = x(n) − r(n) (2)

�

I MF2(n) = r1(n) − r2(n) = r1(n) − 1

N

N∑

i=1

M(r i1(n)) (3)

3. For i = 1, 2, 3, …, P compute pth residue as

rp(n) = 1

N

N∑

i=1

M(r ip(n)) = 1

N

N∑

i=1

M(rp−1(n) + δp−1Ep(ω
i (n)) (4)

where P be the maximum number of IMFs.
4. Compute pth mode as

�

I MF1(n) = rp−1(n) − rp(n) (5)

Additional details of CEEMDAN is available in [27].
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2.3 Sensitive IMF Selection

Proper IMF selection from theCEEMDANprocess ismost important for the effective
determination of low-frequency mode of oscillation. Hence in this work, correlation
analysis based sensitive IMF index (SII) is developed from the decomposed IMFs
with the main signal, and the procedure is listed in the following steps.

1. The correlation coefficient is calculated with respect to the i th IMF and the main
signal x(n)

γci ,x =
∑N

i=1 (x(n) − x)(ci (n) − ci )

σciσx
(6)

where σci and σx are the standard deviations; ci (n) is the i th decomposed IMF
of CEEMDAN; x and ci are the mean values.

2. Compute sensitive IMF index (SII)

Isii (i) = γci∑
γci

(7)

3. Rank these SII values in ascending order. IMFs with the highest value of SII
value is selected from this second stage and are considered as the sensitive IMF
to reconstruct the original signal most appropriately. The sensitive IMFs are
considered as useful information, whereas the remaining IMFs are treated as
noise components.

2.4 Variational Mode Decomposition (VMD) Technique

The decomposition of the real-valued non-linear nonstationary signal f (t) using
the VMD technique produces a combination of a discrete set of quasi-orthogonal
IMFs represented as u p, where p represents the mode number. This preset number
of associated signals of IMF is considered as amplitude and frequency modulated
signal, which has a center frequency of ωp. VMD has the following main steps in
the decomposition process:

(1) Hilbert Transform is applied to the one-sided frequency spectrum of individual
mode

(2) To shift the frequency spectrum, an exponential multiplication factor e− jωpt is
considered.

(3) The gradient of the modulated signal is subjected to the L2 norm for the
estimation of bandwidth.

VMD process can be considered as a constrained optimization or variational
problem as in Eq. (8)
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min
(
ωp, u p

)
⎧
⎨

⎩

P∑

p=1

∥∥∥∥δt

[(
δ(t) + i

π t

)
∗ u p(t)

]
e− jωpt

∥∥∥∥
2

⎫
⎬

⎭ (8)

such that
P∑

p=1
u p(t) = f (t).

A quadratic penalty term (fidelity constraint) α and a Lagrangian multiplier λ

are added to transform the problem to an unconstrained one, and the corresponding
modification would be:

L(
{
u p

}
,
{
ωp

}
, {λ} = α

P∑

p=1

∥∥∥∥δt

[(
δ(t) + i

π t

)
∗ uk(t)

]
e− jωpt

∥∥∥∥
2

2

+
∥∥∥∥∥∥
f (t) −

P∑

p=1

u p(t)

∥∥∥∥∥∥

2

2

+
〈
λ, f (t) −

P∑

p=1

u p(t)

〉 (9)

An optimization-based methodology named alternate direction method of multi-
pliers [28] is used to compute the central frequencies and the IMFs on these frequen-
cies simultaneously in VMD. The exact formulation of the optimization problem is
continuous in the time domain. The different modes are calculated by the subsequent
update of the previous mode and its center frequency using Eqs. (10) and (11).

u
∧n+1
p =

f − ∑
i<p

u
∧

i

n+1 − ∑
i>p

u
∧n
i + λn

2

1 + 2α(ω − ωn
p)

2
(10)

ω
∧n+1

p =

ω∫

0
ω

∣∣∣u
∧n+1
p (ω)

∣∣∣
2
dω

ω∫

0

∣∣∣u
∧n+1
p (ω)

∣∣∣
2
dω

(11)

With the updation of modes and its center frequencies, simultaneous updation of
the Lagrangian multiplier is also done and is represented in Eq. (12).

λ
∧n+1 = λ

∧n +
(
f −

∑

p

u
∧n+1
p

)
(12)

The updating process continues until it converges by the Eq. (13), where ε is the
tolerance factor.

∑

p

∥∥∥u
∧n+1
p − u

∧n
p

∥∥∥
2

2∥∥∥u
∧n

p

∥∥∥
2

2

< ε (13)
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Depending on the predefined mode number, IMFs are obtained. For the VMD
process, parameters such as fidelity factor (α) and number of modes (p) are required
for the optimal initialization. Usually, in a VMD process, these parameter values
are assigned arbitrarily, which leads to unnecessary decomposition stages and hence
requires more computation time. In this work, the mode number is assigned based on
the count of sensitive IMFs after the indexing process. Hence, unnecessary decom-
position stages can be avoided. Additional details regarding VMD is available in
[22].

2.5 Power Spectral Density

The power spectral density Pxx of a stationary random signal x(m), ismathematically
connected to the autocorrelation sequence through Discrete-Time Fourier Transform
(DTFT) and is expressed as:

Pxx (ω) = 1

2π

∞∑

n=−∞
Rxx (n)e−iωn (14)

where Rxx (n) represents the autocorrelation sequence, and it is given by

Rxx (n) = E
{
x∗(m)x(m + n)

}

−∞ < m < ∞ (15)

where n represents the time delay, E{·} is the expectation value, and ∗ denotes
complex conjugate operator.

2.6 Mode Parameter Estimation Through Hilbert Transform

The problem of LFO identification involves the estimation of the number of elec-
tromechanical modes of a power system and its main feature parameters such as
modal frequency, equivalent damping ratio, amplitude, and the phase in the time
or frequency domain. The Hilbert transform technique can be used to determine
the instantaneous amplitude ap(t), frequency f p(t), and energy ep(t) values of the
various IMFs. H(.) denotes Hilbert Transform, and it is shown in the Eq. (16). For
a selected mode, the instantaneous modal parameters are characterized by u

∧

p(t) are
estimated as in the Eqs. (17)–(19).
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H(u
∧

p(t)) = 1

π

∞∫

−∞

u
∧

p(τ )

t − τ
dτ (16)

ap(t) =
√
u
∧2
p(t) + H(u

∧

p(t))2 (17)

f p(t) = d(arctan(H(u
∧

p(t))/u
∧

p(t))

2πdt
(18)

ep(t) = 0.5a2p(2π f p)
2 (19)

The average frequency for the pth element can be considered as the slope of the
straight line from the least-square fitting of the phase angle versus the time interval.
The average damping coefficient σp for the pth element can be achieved as the slope
of the straight line from the least-square fitting of the decaying amplitude ln(ap(t))
versus the time interval [29].

3 The Proposed Oscillation Monitoring System

In this section, a new systematic approach for oscillationmonitoring of modes and its
parameter estimation is discussed and is illustrated through a block diagram as shown
in Fig. 1. The collected raw PMU data is properly pre-processed before its decompo-
sition.CEEMDANis utilized for the primary decomposition process,which produces
several IMFs. Depends on the sensitive IMF selection, mode number is assigned for
the VMD process, and the secondary decomposition of VMD starts. After attaining
the required IMFs from VMD, the low-frequency points are identified using Power
spectral densities. The estimation of modal parameters for the corresponding IMFs is
obtained through theHilbert transform.The proposedmethod is found to be computa-
tionally viable and accurate among the existing strategies of non-linear nonstationary
approaches.

Fig. 1 Block diagram of the proposed approach
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4 Analysis of Oscillation in Simulated Signals

In this section, the proposed method is employed on an IEEE 16 machine 68 bus
system [30]. The power system toolbox (PST) in MATLAB Simulink is used to
perform Non-linear simulations of the test system model. Synchronous generators
in the test system are modeled as a classical model, and the input mechanical power
is considered as constant. A ten percent increase in mechanical input torque to each
generator was applied for a duration of 80 ms. The measurements were taken for
15 s at a sampling rate of 100 samples per second, and hence a total number of 1500
observations are considered. Data sets of rotor speed deviations are recorded and
polluted with the white Gaussian noise of SNR 15 dB, as shown in Fig. 2.

For the analysis, machine 3 is considered as the test machine, and the rotor speed
signal is extracted. The primary decomposition procedure involves the CEEMDAN
process, which delivers ten IMFs, as shown in Fig. 3. In these IMFs, component
1 is a residual trend signal, which is avoided. Also, the last three IMFs behave as
residues as per the observation of CEEMDAN output, which is also avoided. Hence
SII for IMF2 to IMF7 can be calculated and are shown in Table 1. This elimination
of IMFs reduces computational complexities. As per the correlational analysis, IMF
2 to IMF 4 has higher values of indexing compared to other IMFs, and it reconstructs
the original signal to a high level of accuracy. Hence these three decomposed modes
indicate themode number in the next stageVMDprocess. IMF3with higher indexing
value is selected for the secondary decomposition VMD.

The next step consists of the VMD process, and its decomposition effect depends
on proper initial parameter selection. As the incorrect parameter setting can affect
the signal decomposition, the initial values of mode number and fidelity constraint
are to be appropriately assigned for the VMD process. In the case of identification of
low-frequency oscillations, fidelity constraint has a comparatively higher value, and
hence it is assumed as 8000. For the mode number value, the three IMFs from the

Fig. 2 Rotor speed signals
of 16 machines
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Fig. 3 Output of primary decomposition of CEEMDAN

Table 1 Sensitive IMF index values

IMF 2 3 4 5 6 7

SII values 0.3254 0.3845 0.3125 0.105 0.069 0.025

CEEMDAN process are recognized with adequate indexing, and the mode number
is assigned as 3. The 3 IMFs obtained as the output of the VMD process are shown
in Fig. 4, and the respective Power Spectral densities are shown in Fig. 5. From this
It can be analysed that, three low-frequency oscillatory modes such as 0.523, 0.783,
and 0.95 Hz are repeatedly occurring in the spectral densities of all the IMFs.

Hilbert transform is then applied to the low frequency oscillatory modes for the
estimation of mode parameters. Figure 6 shows the instantaneous mode parame-
ters obtained for low frequency mode of 0.523 Hz. Instantaneous amplitude and
frequency are observed to indicate the disturbance occurring in the system. The
damping ratio is calculated from the instantaneous amplitude by taking the slope
of the least square fitting of ln ap(t)). From Fig. 6, it is observed that the signals
comprise intricate non-linear patterns, and also some modes show fluctuating inter-
vals, which could be replicated in the instantaneous amplitude and hence affect the



240 S. Rahul et al.

Fig. 4 Output of VMD process

Fig. 5 Power spectral density for VMD output

Fig. 6 Extracted features of low-frequency oscillatory mode of 0.523 Hz
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Table 2 Decomposition error for different algorithms

Method Frequency Damping ratio

IMF 1 IMF 2 IMF 3 IMF 1 IMF 2 IMF 3

Proposed method 2.3561 2.342 2.4321 3.343 2.3451 3.5384

VMD 4.8732 2.3989 2.6731 4.7556 2.4521 5.6736

EEMD 5.4321 5.7812 6.3424 5.3440 3.5686 6.3441

EMD 12.6543 9.5647 8.3694 11.8576 12.8564 9.4561

Table 3 Oscillatory mode estimation using various algorithms

Mode Proposed Method VMD EMD

Frequency
(Hz)

Damping
ratio (%)

Frequency
(Hz)

Damping
ratio (%)

Frequency
(Hz)

Damping
ratio (%)

1 0.523 4.26 0.52 6.48 0.47 5.98

2 0.783 2.13 0.74 5.124 0.86 3.68

accuracy in determining the damping ratio [25]. Interaction of these multiple modes
results in the development of new modes, and this may cause inter-area mode with
higher damping.

The effectiveness of the proposed method is analysed by comparing it with other
mode estimation algorithms. For this, the simulated test signal is analysed using
the nonstationary algorithms like VMD, EMD, EEMD, along with the proposed
CEEMDAN-VMDmethod. For eachmethod, the decomposition error or fitting error
in frequency and damping ratio with respect to the original signal is calculated and is
shown in Table 2. The fitting error can be calculated by using curve fitting application
in MATLAB. From Table 2, it is clear that the decomposition error obtained is very
less in the proposed method compared to other methods. For damping ratio, VMD
and EEMD method are having almost nearer fitting errors in analysis. EMD method
is the least performing algorithm in this analysis, mainly due to its drawbacks in
identifying the frequency mode. The estimation of low-frequency oscillatory modes
through different nonstationary mode estimation techniques is shown in Table 3. It
can be observed that the proposed method and VMD give better identification of
low-frequency mode than that of conventional EMD techniques.

5 Analysis of POSOCO’s PMU Data

The proposed method is tested using real time–frequency data acquired from the
PMU units located in the Indian grid, sampled at a frequency of 25 Hz. In the
Indian power grid sector, the individual state grids are interconnected to form five
regional grids (namely Northern, Eastern, Western, North Eastern, and Southern
Grids), which enables the interstate electricity transmission in each region. Real-time
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frequency information is gathered from the Power System Operation Corporation
Limited (POSOCO), Bangalore. Primary function of POSOCO is the supervision of
all the regional load despatch centers (RLDC). Approximately 1000 samples of data
from the PMU unit located at Ballia station on 17th March 2018 are considered here
for the oscillation monitoring studies subjected to a variation in generation around
5% to 95% from Kahalgaon thermal power plant, and the frequency variations are
recorded for 40 s. The massive change in the magnitude of generation must have
introduced the low-frequency oscillation event.

There are frequency excursions observed within the data, and the enlarged view
for a particular case is shown in Fig. 7 between 32 and 36 s. The proposed method
of CEEMDAN-VMD is applied for identifying the low-frequency modes present
in the signal. Proper pre-processing steps begin with the removal of outliers using
the median filter. The mean value of test signals is calculated, and detrended value
is assigned as the difference of the original signal with the mean value. The first
decomposition using CEEMDAN process produces 12 IMFs. SII values are calcu-
lated for these IMFs and are presented in Table 4. The IMFs having very low SII
values are not shown in the table. Based on the SII values, IMF2 to IMF5 are selected
to reconstruct the main signal. So, these four IMFs represent the count for the mode
number. Amongst this, IMF2 is selected for the VMD process, and finally, the IMFs
obtained after the VMD is shown in Fig. 8. Four decomposed modes are produced,
and power spectral densities are plotted, as shown in Fig. 9.

It can be observed that 2 low-frequency modes such as 0.785 and 1.23 Hz are
repeatedly occurring in the spectral densities of the IMFs. The presence of these low
frequencymodes of frequencies 0.785 and1.23Hz in Indian grid, are verified from the
earlier grid events as per the reports obtained from the POSOCO limited [31, 32].

Fig. 7 Real-time PMU data from Ballia station

Table 4 Sensitive IMF index values for real time PMU data

IMF 2 3 4 5 6 7 8

SII values 0.456 0.342 0.3456 0.225 0.157 0.122 0.08



Electromechanical Mode Estimation in Power … 243

Fig. 8 Output IMFs after the proposed CEEMDAN-VMD process

Fig. 9 Power spectral densities of IMFs

Hilbert transform technique performed for the estimation of instantaneous ampli-
tude, frequency and energy for the selected modes. Figure 10 shows the parameter
estimation for IMF3. Oscillatory mode estimation through different nonstationary
algorithms like VMD and EMD are presented in Table 5. The damping ratio is calcu-
lated from the instantaneous amplitude, by taking the slope of the least square fitting
of ln ap(t)).

From the observation, there are two significant disturbances in the instantaneous
frequency (15 and 32 s) because of the sudden real power variation in the thermal
power plant. These variations are predominant in the amplitude and energy curves.
As the proposed method clearly identifies low frequency modes present time domain
signal, it is possible to adapt this technique for real-time monitoring of the power
system, employed with PMUs, thus providing support for the operator to identify the
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Fig. 10 Extracted oscillatory features of Ballia station

Table 5 Oscillatory mode estimation using various nonstationary algorithms for real-time data

Mode Proposed Method VMD EMD

Frequency
(Hz)

Damping
ratio (%)

Frequency
(Hz)

Damping
ratio (%)

Frequency
(Hz)

Damping
ratio (%)

1 0.785 3.56 0.8 4.35 0.75 6.98

2 1.23 3.13 1.2 5.56 1.5 5.68

real events in the power system and enhance the overall performance in the power
grid scenario. The proposed approach is compared with the various nonstationary
algorithms, such as VMD, EEMD, EMD. Unnecessary decomposition stages arising
due to manual prediction of mode number in VMD can also be eliminated through
this method. The closer frequency modes are not an issue for the proposed approach.
Non-linearity and non-stationarity of the signals increased with the complexities in
the power system and reflected on the real-time PMU data. To cope up with this
problem, the proposed CEEMDAN- VMD method provides a better solution for
identifying the low frequency modes, than any other existing strategy.

As a future work and research gaps, the applications of PMU and wide-area
monitoring systems inmodern power systems operation, control, stability, protection
and security should be well-investigated [33–42]. PMUs are the backbone of wide
are monitoring system that can improve the overall security and stability of power
systems. Therefore, it is suggested to make in-depth evaluation of the power system
security under the new environment control based on PMUs data.
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6 Conclusion

Undamped oscillations that arise in the power system due to the wide variety of
events can lead to system collapse. Hence the identification of these low-frequency
modes and estimation of mode parameters play an essential part in the monitoring
of the power system. Conventional methods extract these modes using the linearized
dynamic model and by applying Eigenvalue analysis around an equilibrium point,
which are inaccurate and computationally hectic from a practical point of view. In
this chapter, a dynamic approach for the identification of low-frequency oscillatory
modes has been presentedwith a novel nonstationary approach. It has been found that
existing mode estimation algorithms have so many disadvantages when it comes to
nonstationary content.Hence the nonstationary algorithms likeEMDand itsmodified
versions face so many difficulties when implemented for a mode mixing problem.
VMD is an efficient decomposition process but needs amanual operation in assigning
the mode number. Using this proposed approach, an operator can purely pre-process
the raw PMU data and apply it with the CEEMDAN-VMD process. The sensitive
IMF index value obtained after theCEEMDANprocess decides themode number and
aids in the capable selection of IMF through correlation analysis. Simulation results
using the test signal from the IEEE standard bus system, and real-time PMU data
obtained from POSOCO Limited are presented to highlight the superior feasibility
and adaptability of the proposed work.

Acknowledgments The authorswould like to thankPower SystemOperationCorporationLimited,
Bangalore (India), for their technical assistance and providing PMU data.

References

1. G. Rogers, Power System Oscillations (Kluwer Academic Publishers, Boston, 2000)
2. P. Kundur, Power System Stability and Control (McGraw-Hill Inc., New York, 1994)
3. A.R. Messina, Inter Area Oscillations in Power System-A Non-Linear and Nonstationary

Perspective Power Electronics and Power Systems. (Springer, US, 2009)
4. B. Wang, K. Sun, Location methods of oscillation sources in power systems: a survey. J. Mod.

Power Syst. Clean Energy 5(2), 151–159 (2017)
5. J.F. Hauer, C.J.Demeure, L.L.Scharf, Initial results in Prony analysis of power system response

signals. IEEE Trans. Power Syst. 5(1), 80–89 (1990)
6. M. Khodadadi Arpanahi, M. Kordi, R. Torkzadeh, H. Haes Alhelou, P. Siano, An augmented

prony method for power system oscillation analysis using synchrophasor data. Energies 12(7),
1267 (2019)

7. T.K. Sarkar, O. Pereira, Using the matrix pencil method to estimate the parameters of a sum of
complex exponentials 37(5), 48–55 (1994)

8. K.C. Lee, K.P Poon, Analysis of power system dynamic oscillations with heat phenomenon
by Fourier transformation. IEEE Trans. Power Syst. 5(1), 148–153 (1990)

9. M. Yazdanian, A. Mehrizi-Sani, M. Mojiri, Estimation of electromechanical oscillation
parameters using an extended Kalman filter. IEEE Trans. Power Syst. 30(6), 2994–3002 (2015)

10. J.W. Pierre, D.J. Trudnowski, M.K. Donnelly, Initial results in electromechanical mode
identification from ambient data. IEEE Trans. Power Syst. 12(3), 1245–1251 (1997)



246 S. Rahul et al.

11. N. Zhou, D.J. Trudnowski, J.W. Pierre, et al., Electromechanical mode online estimation using
regularized robust RLS methods. IEEE Trans. Power Syst. 23(4), 1670–1680 (2008)

12. I.Y.H. Gu, M.H.J. Bollen, Estimating inter harmonics by using sliding window ESPRIT. IEEE
Trans. Power Deliv. 23(1), 13–23 (2008)

13. L. Dosiek, N. Zhou, J.W. Pierre, Z. Huang, D.J. Trudnowski,Mode shape estimation algorithms
under ambient conditions: a comparative review. IEEE Trans. Power Syst. 28(2), 779–787
(2013)

14. T.Jiang, H. Yuan, H. Jia, et al. Stochastic subspace identification-based approach for tracking
inter-area oscillatory modes in bulk power system utilizing synchrophasor measurements. IET
Gener. Transm. Distrib. 9(15), 2409–2418 (2015)

15. S.A.NezamSarmadi,V.Venkatasubramanian, Electromechanicalmode estimation using recur-
sive adaptive stochastic subspace identification. IEEE Trans. Power Syst. 29(1), 349–358
(2014)

16. J.Sanchez-Gasca, D.Trudnowski, Identification of electromechanical modes in power system.
IEEE Task Force on Identification of Electromechanical Modes of the Power System Stability,
Power & Energy Society, Technical report (2012)

17. F. Shir, B.Mohammadi ivatloo, Identification of inter-area oscillations using wavelet transform
and phasor measurement unit data. Int. Trans. Electr. Energy Syst. 25(11), 2831–2846 (2015)

18. N.E. Huang, Z. Wu, A review on Hilbert-Huang transform: method and its applications to
geophysical studies. Rev. Geophys. 46(2), 1–23 (2008)

19. H. Xiao, J. Wei, H. Liu, Q. Li, Y. Shi, Identification method for power system low-frequency
oscillations based on improved VMD and Teager–Kaiser energy operator. IET Gener. Transm.
Distrib. 11(16), 4096–4103 (2017)

20. R. Deering, J.F. Kaiser, The use of a masking signal to improve empirical mode decomposition,
inProceedings. (ICASSP ‘05). IEEE InternationalConference onAcoustics, Speech, and Signal
Processing (2005)

21. H. Chen, P. Chen, W. Chen, C. Wu, J. Li, J. Wu, Wind turbine gearbox fault diagnosis based
on improved EEMD and hilbert square demodulation. Appl. Sci. 7(128) (2017)

22. K. Dragomiretskiy, D. Zosso, Variational mode decomposition. IEEE Trans. Signal Process.
62(3), 531–544 (2014)

23. M.K. Jena, S.R. Samantaray, B.K. Panigrahi, Variational mode decomposition-based power
systemdisturbance assessment to enhanceWAsituational awareness and post-mortem analysis.
IET Gener. Transm. Distrib. 11(13), 3287–3298 (2017)

24. R. Mario, A. Paterninaa, R.K. Tripathy, A. Zamora-Mendez, D. Dottad, Identification of elec-
tromechanical oscillatorymodes based on variationalmode decomposition . Electr. Power Syst.
Res. 167, 71–85 (2019)

25. D.S.Laila, A. Messina, B.C. Pal, A refined Hilbert–Huang transform with applications to inter-
area oscillation monitoring. IEEE Trans. Power Syst. 24(2), 610–619 (2009)

26. L. Vanfretti, S. Bengtsson, J.O. Gjerde, Preprocessing synchronized phasor measurement data
for spectral analysis of electromechanical oscillations in the Nordic Grid. Int. Trans. Electr.
Energy Syst. 25, 348–358 (2015)

27. M.A. Colominas, G. Schlotthauer, M.E. Torres, Improved complete ensemble EMD: a suitable
tool for biomedical signal processing. Biomed. Signal Proc. Control. 14, 19–29 (2014)

28. C. Lu, S. Yan, Z. Lin, A unified alternating direction method of multipliers by majorization
minimization. IEEE Trans. Pattern Anal. Mach. Intell. 40(3), 527–541 (2018)

29. D. Lauria, C. Pisani, On Hilbert transform methods for low-frequency oscillations detection.
IET Gener. Transm. Distrib. 8(6), 1061–1074 (2014)

30. B. Pal, B.Chaudhuri, Robust Control in Power Systems (Springer, New York, 2005)
31. Posoco, Report on power system oscillations experienced in Indian Grid on 9th, 10th,11th

and 12th August 2014, Task force report (Power System Operation Corporation Limited, New
Delhi, 2014)

32. A. Singh, B.B. Singh, M.P. Reddy, et al., Report on low frequency oscillation in Indian power
system, Task force report, March 2016 (Power System Operation Corporation Limited, New
Delhi, 2016)



Electromechanical Mode Estimation in Power … 247

33. H.H. Alhelou, M.H. Golshan, J. Askari-Marnani, Robust sensor fault detection and isolation
scheme for interconnected smart power systems in presence of RER and EVs using unknown
input observer. Int. J. Electr. Power Energy Syst. 1(99), 682–694 (2018)

34. H.H. Alhelou, M.E. Hamedani-Golshan, R. Zamani, E. Heydarian-Forushani, P. Siano, Chal-
lenges and opportunities of load frequency control in conventional, modern and future smart
power systems: A comprehensive review. Energies 11(10), 2497 (2018)

35. H. Haes Alhelou, M.E. Hamedani Golshan, F.M. Hajiakbari, Wind driven optimization algo-
rithm application to load frequency control in interconnected power systems considering GRC
and GDB nonlinearities. Electr. Power Compon. Syst. 46(11–12), 1223–1238 (2018)

36. H.H. Alhelou, M.E. Hamedani-Golshan, E. Heydarian-Forushan, A.S. Al-Sumaiti, P. Siano,
Decentralized fractional order control scheme for LFC of deregulated nonlinear power systems
in presence of EVs and RER, in 2018 International Conference on Smart Energy Systems and
Technologies (SEST), 10 Sept 2018, pp. 1–6 (IEEE, 2018)

37. H. Haes Alhelou, M.E. Hamedani-Golshan, T.C. Njenda, P. Siano, A survey on power system
blackout and cascading events: researchmotivations and challenges. Energies 12(4), 682 (2019)

38. H. Haes Alhelou, M.E. Hamedani Golshan, T.C. Njenda, P. Siano, Wams-based online distur-
bance estimation in interconnected power systems using disturbance observer. Appl. Sci. 9(5),
990 (2019)

39. H.H. Alhelou, M.E. Golshan, N.D. Hatziargyriou, A decentralized functional observer based
optimal LFC considering unknown inputs, uncertainties, and cyber-attacks. IEEE Trans. Power
Syst. 34(6), 4408–4417 (2019)

40. H.H. Alhelou, M.E. Golshan, N.D. Hatziargyriou, Deterministic dynamic state estimation-
based optimal lfc for interconnected power systems using unknown input observer. IEEETrans.
Smart Grid (2019)

41. H.H. Alhelou, M.E. Golshan, T.C. Njenda, N.D. Hatziargyriou, An overview of UFLS in
conventional, modern, and future smart power systems: challenges and opportunities. Electr.
Power Syst. Res. 1(179), 106054 (2020)

42. H.H. Alhelou, S.J. Mirjalili, R. Zamani, P. Siano, Assessing the optimal generation technology
mix determination considering demand response and EVs. Int. J. Electr. Power Energy Syst.
1(119), 105871 (2020)
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of Pumped Storage Hydropower Using
Wide Area Signal Considering Wind
Farm
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Abstract The electromechanical oscillations in the power system, known as local
and inter-area modes, as well as power system oscillations in presence of wind
turbines due to its inherent stochastic are two important cases in small signal stability
study. Fixed speed (FS) pumped storage power plants (PSHP) similar to other power
plants based on synchronous machine experience low frequency power oscillations.
Therefore, a power system stabilizer (PSS) is developed for damping these oscil-
lations. However, insufficient damping of these oscillations limited the capacity of
energy transfer. On the other hand, state-of-the-art PSHP based on doubly fed induc-
tion machine (DFIM) known as variable speed (VS) have different effect on both
small signal and transient stabilities of power system. Moreover, PSSs can be more
important in multi-machine power grid to be tuned in a precise method. Nowadays,
in smart power grids, PSS with wide area signal (WAS) instead of local signal is
attended to decrease low frequency power oscillations, and therefore improve the
small signal stability of the power system. This chapter intends to consider effect
of DFIM and SM-based PSHP with different PSS tuning methods. Aiming at this
purpose, a case of 343 MW hydro pump-turbine (HPT) coupled to DFIM with 381
MVA in comparison to the SM with same capacity, i.e., 381 MVA, as well as an
aggregated wind farm are applied as the study case. Calculation and simulations are
conducted in Digsilent 15.1 under diverse conditions. Also, modified New England
test system, including10-machine and 39-bus system, is adopted as a large power
network in presence of a wind farm. The results show using PSS with WAS can be
a good option for FS-PSHP to improve damping low frequency oscillations.
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1 Introduction

In recent years, the dispatch power systemswith high penetration of renewable energy
sources (e.g., wind turbine and solar energy) has been a key issue due to stochastic
inherent of wind speed and solar irradiation [1]. On the other side, the main goal of
renewable resource owners in the market-based system is to attain maximum profit
by injecting the active power into the grid. Therefore, in point of view power grids,
using the flexibility of pumped storage hydropower plant (PSHP) is crucial to cope
with unexpected rise or drop in the production. For example, a wind power ramp
down event (1500–300 MW) occurred in the Electric Reliability Council of Texas
(ERCOT) area of the United States in 2008 [2].

Several papers, such as those found in [3], have addressed only opportunities
and barriers to pumped storage hydropower plant (PSHP) in different countries. A
comparative study between fixed speed and variable speed PSHP has been performed
for only in part of operating conditions in generating mode in [4], but the pumping
mode has not been considered in this paper. The dynamic performance of two
320 MW PSHP have been reported using simplified converter model in [5]. Bidgoli
set al. [6] propose nonlinear controller in fault ride-through (FRT) condition for
both generating and motor modes, and Azbe and Mihalic [7] consider the transient
stability of the large DFIM in a weak grid. The advantage of variable-speed pumped
storage units for mitigating wind power variations is investigated based on a compar-
ison with fixed-speed units [8]. Performance of a VS-PSHP during fault for pumping
mode is considered in [9]. Also, Joseph et al. [10] consider the starting and braking
of a 250 MW DFIM-based PSHP for pumping mode.

The small signal stability of rotor angle is assesed by low frequency electrome-
chanical modes study of power systems. Insufficient damping of such oscillations is
a major challenge in dynamic rotor angle stability problem. Among all the developed
methods to improve damping of oscillation modes for large power systems, power
system stabilizer (PSS) is the most cost-effective solution. However, not tuning of
PSSmay because of insufficient damping of oscillationmodes of power system, even
may be generate unstable modes into power system. In smart power system, wide
area signals (WAS) are utilized and tuned using the eigenvalue or modal analysis
to increase damping ratio of power system dynamic. Therefore, this chapter intends
to explain briefly structure of variable speed PSHP versus fixed speed one. Then,
effect of PSS parameters is considered to show significant of PSS parameters tuning.
Also, a WAS from DFIM-based wind farm speed is used to improve performance of
SM-based PSS.
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This chapter is arranged as follows: Various structure of variable speed PSHP
versus fixed speed one are introduced in Sect. 2. Also, mathematical model of DFIM-
based PSHP is explained in Sect. 3. The implementation of themodels and simulation
results are presented in Sect. 4. Finally, in Sect. 5, conclusion and future works are
summarized.

2 VS-PSHP Versus FS-PSHP

The list provided in Table 1 shows increase in tendency of various countries during
recent years as for installation of variable-speed pumped-storage power plant. As
reported in Table 1, the first-worldwide variable speed PSHP based on doubly fed
induction machine (DFIM), installed in Japan in the 1990s, employed the cyclo-
converter, while the first one in Europe was commissioned in 2004 (Goldisthal in
Germany). This practical strategy has been recently used in many projects world-
wide using the state-of-the-art power electronic converter, i.e., back to back voltage
source converter, such as Avce in Slovenia or Linthal in Switzerland [11]. An inter-
esting point is that the research and developments (R&D) part of companies still
consider operational aspects of practical projects in different countries. In other
words, although variable speed PSHPs are being preferred in sites where the water
head variation is large, a designer may select each type of PSHP, i.e., either FS or
VS, considering other features of a site.

2.1 FS-PSHP

The controller of FS-PSHP consists of two parts, as shown Fig. 1. First, the static
excitation systemwhich regulates the voltage of stator winding, and also an auxiliary
input known PSS is added to excitation input for both generating and motor modes
[12, 13]. However, HPT controller in motor and generating modes is different. The
active power of the unit could be controlled by the turbine governor in generating
mode, while the active power of the motor cannot be adjusted, and the guide vane
opening is optimized to increase the efficiency of pump. Details of controllers can
be found in [14].

2.2 VS-PSHP

Asmentioned before, the speed of the state-of-the-art PSHP can be varied by different
topologies. Three strategies may be used for medium or large-size PSHP to operate
at variable speed.
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Fig. 1 Fixed speed PSHP
connected to SMIB

Fig. 2 Variable speed PSHP
solution with HVDC
transmission line

2.2.1 HVDC Solution

The synchronous machine, used in conventional applications, connecting to high
voltage direct current (HVDC) link is the first solution as shown in Fig. 2. With this
strategy, the range of speed variation may be within ±25% around the synchronous
speed. This solution is attractive for power plants that are far away from the power
grid [15]. In the short distance or AC transmission usage, two other schemes are
available.

2.2.2 Full-Converter Solution

The second solution uses the synchronous machine which is connected to the grid
through a full-scale converter as shown in Fig. 3. Although this scheme has been
installed in Grimsel 2 by ABB in Switzerland [16], it is not widely-applied for other
projects. It is noted that this method may be cost-effective for micro hydropower
sites which use permanent magnetic synchronous machine (PMSM) [17, 18].

Fig. 3 VS-PSHP based with
a full converter
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2.2.3 Partial Converter Solution

In the last solution, also knownasDFIM-basedPSHP,wound rotor inductionmachine
as well as the partial-scale converter is being used as shown in Fig. 4a, b. A DFIM,
coupled to the HPT, uses the back-to-back converter, i.e., machine side converter
(MSC) and grid side converter (GSC), whose power rating is partial scale of the
DFIM rated power. These converters are located between the rotor and stator terminal
that can transfer the mechanical power through both the stator and rotor as shown in
Fig. 4b.

The controller of the MSC consists of two decoupled controllers, where each
controller is comprised of two loops. First, the rotor current controller loop which
is usually called fast or inner loop. Second, there are two outer or slow loops in the
MSC controller. One of them is the electrical active power regulator in generating
mode and is the rotor speed regulator in motor mode, while the other loop is the stator
voltage regulator for both generating and motor modes. The main aim of the GSC is
to maintain the voltage of dc-link constant in the nominal value regardless the rotor
power direction. Moreover, the reactive power of the unit can be shared between the
MSC and GSC to reduce the rated rotor current value and, therefore, design smaller
DFIM. However, the extra reactive current for the GSC is normally higher than the
reduction in the MSC reactive current rating due to the winding ratio. More details
for designing controller of converters can be found in [6].

Fig. 4 DFIM-based PSHP
with a cycloconverter b back
to back converter
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3 Modeling of DFIM-Based PSHP

In this section, a VS-PSHP equipped with DFIM coupling to hydro pump-turbine
(HPT) is modelled with state space equations.

3.1 Hydraulic System

For the hydraulic system of this chapter, including a non-elastic water column with
long length penstock without effecting the surge tank, a nonlinear hydraulic compo-
nents model is considered [6]. The state space equations of the hydraulic subsystem
in turbine mode are as Eqs. (1)–(2) [6]:

⎧
⎪⎪⎨

⎪⎪⎩

q̇t = (h′
s − ht )/Tw

h′
s = hs − feqq2

t

ht = (qt/(g/(gn − gnl)))
2

Tw = Lqn/(g′Ahn)

(1)

ġ = −kag + kavsm (2)

where h
′
s , hs, and ht are net static head, static head which is equal 1, and net head in

the operating point of the turbine; Also, q is the water flow, g is the gate opening, vsm
is the servomotor voltage, Tw is water starting time of the pipe, ka is the constant gain
for servomotor modelling, and f eq is equivalent frictional coefficient. Additionally, L
is the length of the pipe, A is the area of the pipe, and g′ is gravitational acceleration,
which is equal to 9.81 m/s2; note that subscripts n, nl, and t denote the nominal,
no-load, and turbine mode values, respectively. Additionally, the mechanical power
of the turbine is defined as follows:

{
Pm = ηprht (qt − qnl)

pr = Pn(MW )

Sn(MV A)

(3)

where η is efficiency of the turbine and pr is a constant value for per unit value
conversion from the turbine base to DFIM; Also, Pn and Sn are nominal power of the
turbine and nominal apparent power of themachine in generatingmode, respectively.

3.2 DFIM and MSC

Assuming the positive direction for the stator and rotor currents to be motor conver-
sion (into the machine), the fourth order electrical model of the DFIM (shown in
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Fig. 4b), namely full order model, are written in the synchronous reference frame,
d-q axis as Eqs. (4)–(7). Note that all parameters and equations are given in per unit
except for time is s.

Vds = Rsids − ϕqs + ρϕds/ωb (4)

Vqs = Rsiqs + ϕds + ρϕqs/ωb (5)

Vdr = Rr idr − sϕqsr + ρϕdr/ωb (6)

Vqr = Rr iqr + sϕdr + ρϕqr/ωb (7)

where ids , iqs , vds , vqs are the d-q axis stator currents and voltages; idr , iqr , vdr , vqr are
the d-q axis rotor currents and voltages;ρ is derivative operator (d/dt); Rs and Rr are
the stator and rotor resistances; s is the slip, and ωb = 377 (rad/s). Additionally,ϕds ,
ϕqs , ϕdr , ϕqr are the d-q axis stator and rotor flux magnitude which can be written as
follows:

⎧
⎪⎪⎨

⎪⎪⎩

ϕds = Lsids + Lmidr
ϕqs = Lsiqs + Lmiqr
ϕdr = Lr idr + Lmids
ϕqr = Lr iqr + Lmiqs

(8)

where Ls , Lr are the stator and the rotor inductances; Lm is the magnetizing
inductance; Additionally, swing equation is defined as follow.

ω̇r = 1

2H
(Tm − Te) (9)

where Tm , Te, and ωr are the mechanical torque, electric torque, and rotor speed,
respectively. Also, the electrical torque Te, the stator reactive power Qs , and the
electrical real power Ps are defined as follows:

Te = (Lm/Ls)
(−ϕdsiqr + ϕqsidr

)
(10)

Ps = −vdsids − vqsiqs
Qs = vdsiqs − vqsids (11)
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3.3 TSC

Assuming the positive direction of the TSC is into the dc-link, and all parameters and
equations in per unit except for time is s, the dc-link and the excitation transformer
dynamics, shown in Fig. 4b, can be expressed in the synchronous reference frame,
d-q axis, as follows [6]:

vds = Rtr idtr − Ltr iqtr + (Ltr/ωb)ρidtr + vdtr (12)

vqs = Rtr iqtr + Ltr idtr + (Ltr/ωb)ρiqtr + vqtr (13)

ρVdc = (Ptr − Pr )/(VdcC) (14)

where Ltr and Rtr are leakage inductance and resistance of the excitation transformer.
Also Pr and Ptr in Eq. (14) are defined as Pr = vdr idr+vqr iqr , Ptr = vdsidtr+vqsiqtr .

4 Simulation Results

4.1 Case Study

New England 39-bus transmission network consists of 10 generators, 12 trans-
formers, and 46 transmission lines. The technical parameters for the generation
system and the transmission network are obtained from [19]. As shown in Fig. 5, the
modified New England IEEE-39 bus system with a DFIG wind farm located in bus
33 instead of SM-based plant (G4) is used as a study system. The power capacity of
the wind farm is 100 MVA which is represented by an aggregated equivalent model.
It should be mentioned G1, located at bus 39, is interconnection of New England
network to New York one. Type of all generators are reported in Table 2 which the
last generator (G10), located at bus 30, is hydro plant. In this study,G10 is substituted
by either SM-based (salient pole rotor) named as Sync Grid or DFIM-based PSHP
named as DFIG Grid in this study. Dc exciters of all generators are IEEE type 1
available in DIgSILENT PowerFactory, which are equipped with a PSS as shown in
Fig. 5. Also, all generators are also equipped with generic governors, representing
steam and hydro turbines. Moreover, DFIM is represented by a typical three order
model neglecting the stator transients [6].

As mentioned, in this study, two grids, DFIG Grid and Sync Grid, are simulated
independently. The former is the DFIG Grid which a 380 MVA DFIM-based PSHP
is located in bus 30 instead of G10, while the latter is Sync Grid which a 380 MVA
SM-based PSHP is located in bus 30 instead of G10. In this study, to demonstrate
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Fig. 5 Single line diagram of modified New England 39 bus test system [20]

the effectiveness of WAS method and well tuning of PSS parameters four cases are
defined for both models DFIG Grid and Sync Grid as following.

– Case 1: base-case scenario with no PSS. It means all PSS signals for synchronous
generators are inactive.

– Case 2: PSS without tuning. It means all PSS signals for synchronous generators
are local and active with the local rotor speed feedback which parameters are in
Table 3.
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Table 2 Parameters of generator for under study 39 bus Test system

Name Bus P (MW) Bus type S (MVA) V (p.u) Rated voltage (KV) Plant type

G1 39 1000 PV 10,000 1.03 345 Others

G2 31 – SL 700 0.982 16.5 Nuclear

G3 32 650 PV 800 0.9831 16.5 Nuclear

G4 33 60 PV 100 1 16.5 Wind

G5 34 254 PV 300 1.0123 16.5 Coal

G6 35 650 PV 800 1.0493 16.5 Nuclear

G7 36 560 PV 700 1.0635 16.5 Coal

G8 37 540 PV 700 1.0278 16.5 Nuclear

G9 38 830 PV 1000 1.0265 16.5 Nuclear

G10 30 223 PV 381.111 1 18 Hydro

Table 3 PSS parameter values for all cases

Cases Gen Kpss TW T1 T2 T3 T4 X VMin VMax

PSS without tuning G02 41 10 1.2 0.02 1.1 0.04 0 –0.2 0.2

G03 18 10 1.2 0.03 0.51 0.11 0 –0.2 0.2

G05 31 10 0.72 0.02 1.2 0.13 0 –0.2 0.2

G06 22 10 0.99 0.12 0.86 0.04 0 –0.2 0.2

G07 27 10 0.94 0.11 1.1 0.03 0 –0.2 0.2

G08 17 10 0.73 0.12 0.63 0.04 0 –0.2 0.2

G09 37 10 0.85 0.03 0.59 0.04 0 –0.2 0.2

G10 26 10 1.1 0.03 0.95 0.03 0 –0.2 0.2

PSS with tuning G02 41 10 1.2 0.02 1.1 0.04 0 –0.2 0.2

G03 18 10 1 0.02 0.51 0.11 0 –0.2 0.2

G05 1 10 0.1 0.01 1.2 0.13 0 –0.2 0.2

G06 12 10 0.99 0.12 0.86 0.04 0 –0.2 0.2

G07 7 10 0.94 0.11 1.1 0.03 0 –0.2 0.2

G08 17 10 0.95 0.13 0.63 0.04 0 –0.2 0.2

G09 30 10 0.85 0.03 0.59 0.04 0 –0.2 0.2

G10 30 10 2 0.02 0.95 0.03 0 –0.2 0.2

PSS with WAS G02 41 10 1.2 0.02 1.1 0.04 0 –0.2 0.2

G03 18 10 1 0.02 0.51 0.11 0 –0.2 0.2

G05 1 10 0.1 0.01 1.2 0.13 0 –0.2 0.2

G06 12 10 0.99 0.12 0.86 0.04 0 –0.2 0.2

G07 7 10 0.94 0.11 1.1 0.03 1 –0.2 0.2

G08 17 10 0.95 0.13 0.63 0.04 0 –0.2 0.2

G09 30 10 0.85 0.03 0.59 0.04 0 –0.2 0.2

G10 30 10 2 0.02 0.95 0.03 0 –0.2 0.2
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– Case 3: PSS with tuning. It means all PSS signals for synchronous generators are
active with the local rotor speed feedback which parameters are in Table 3.

– Case 4: PSS with WAS. As shown in Fig. 5, all PSS signals for synchronous
generators (G1–G9) are active with the local rotor speed feedback except G6

which an extra feedback signal comes from DFIG-based wind farm.

The simulations are conducted for all cases under a large disturbance as a three
phase short-circuit fault at bus 19 for 50 ms.

4.2 Modal Analysis

4.2.1 Eigenvalues and Eigenvectors

For a matrix A, the λ is called eigenvalue of A if there exists a nonzero vector x that
satisfies the following:

Axi = λi xi (15)

Thevector xi �= 0 is knownas the right eigenvector ofA relatedwith the eigenvalue
λi (for i = 1.2.3. . . . n).

The set of eigenvalues of the matrix A can be found readjust Eq. (15) as:

(A − λI )x = 0 (16)

Eigenvalues and their respective eigenvectors provide relevant information about
the dynamics of the matrix A.

4.2.2 Participation Factors

From the sensitivity of an eigenvalue concept, the participation matrix (P ∈ Mn)
combines right and left eigenvectors as ameasure of association between the variables
of a matrix and its eigenvalues. Defined as

P = [
P1 . . . Pn

]
(17)

where

Pi =

⎡

⎢
⎢
⎢
⎣

P1i
P2i
...

Pni

⎤

⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎣

x1i yi1
x2i yi2

...

xni yin

⎤

⎥
⎥
⎥
⎦

(18)
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where xki is the ki th element of the the matrix X and yik is the ikth element of the
matrix Y

Pki = ∂λi

∂akk
(19)

Therefore, the participation factors of λd will be all the elements of the diagonal
of the sensitivity matrix of λd ; this is generated by calculating ∂λi with respect to all
the elements of the matrix.

In a multi-machine power grid, two types of machine are used, i.e., synchronous
machine and asynchronous machine. SMs are synchronously connected to power
grid, they generate low frequency electromechanical oscillations. while asyn-
chronous machine such as wind turbines and VS-PSHP have slip attitude, and there-
fore they do not participate in low frequency electromechanical oscillations [21].
These low frequency oscillations which are described in the range of 0.1–2 Hz can
be divided to two modes including local and inter-area oscillation modes. Local
oscillation mode is due to the rotating masses in SMs of specific area against each
other in that area with associated frequency of 0.9–2 Hz. However, the swinging
of group of SMs between areas (more than one area i.e., two or further areas) are
named inter-area oscillation modes with associated frequency of 0.2–0.9 Hz. As
mentioned earlier, PSHP and WT based on DFIM do not generate new oscillation
modes into power networks account for the technologies of grid-connection. Note
that low frequency of PSHP, generated by torque perturbations originated from the
cavitation vortex rope in the turbine draft tube of hydro turbine operating at partial
load, may be excited by oscillation modes of power grid.

Note that power systems have diverse dynamics involving different timescales
such as those associated with the electromagnetic or the electromechanical
phenomenon.Generally, there are two distinct processes that occur concur-
rently as follow [22].

– Electromagnetic dynamics: they are related to the magnetic flux linkages in
generator which occur in the order of milliseconds.

– Electromechanical dynamics: they are related to the rotating masses in generators
which occur in the order of seconds.

Since the first issue lasts in the timescale of milliseconds, it is not numerically
efficient to model these dynamics in detail. Therefore, these oscillations in power
system analysis are typically assumed to be fast and represented by algebraic equa-
tions. Two model including DFIM grid and SM grid are built in Digsilent version
15.1. The software automatically calculates the system equilibrium point, the system
matrix, and the eigenvalues when the modal analysis procedure is enabled.

The location of themost dominant eigenvalues local and inter-area electromechan-
ical oscillations are seen in FS-PSHP and other SM-based steam plants, i.e.,G2–G9,
are listed in Table 4 and Fig. 6 for four cases. Digsilent devotes randomly a tag
number to every eigenvalue for identification purposes; using participation factors, it
has been verified that when a different case is studied, although the numerical value
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Fig. 6 Low frequency eigenvalue of four cases 1, 2, 3, and 4

of an eigenvalue may change, the assigned number corresponds to the same dynamic
phenomenon.

As mentioned before, diverse dynamics in different timescales may be existed in
electric power grids. Therefore, small signal stability analysis is a powerful method
to determine electromechanical oscillations also known as modal analysis in order to
anticipate the existence of electromechanical oscillations for different cases and take
measures to avoid them. On the other hand, electromechanical oscillation modes
are identified as those having the largest participation factors related to either the
angular speed of SMs. As listed in the Table 4 eigenvalue analysis is conducted in
the linearized system. Table 4 shows the eigenvalues corresponding to all oscillation
modes and damping ratios at the normal operating condition for four cases in both
DFIG Grid and Sync Grid. In this system there are six local modes, i.e. 1st, 2nd, 3rd,
4th, 5th, and 6th modes in the Sync Grid, five local modes for DFIG Grid, and three
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inter-area modes, i.e. modes 7th, 8th, and 9th modes for both DFIG Grid and Sync
Grid.

4.3 RMS Simulation

Figures 7, 8, 9 and 10 compare the simulation results in term of Sync Grid andDFIG
Grid for rotor angle of synchronous generators. Each figure shows result when a
temporary three phase fault occurs at t = 50 s at bus 12 for 50 ms and it is cleared
naturally. For theDFIG Grid, i.e., PSHP is DFIM-based, the deviation of rotor angle
ofG1 is similar to Sync Grid except for case 3 (PSS with tuning) as shown in Fig. 9a,
b. In case of G1 when the PSHP is SM-based, cases 3 and 4 have similar oscillation
results. But the WAS can improve the first swing stability of G1 in case of SM-based
PSHP as shown in Fig. 10a. Also, these explanations are accurate for G3. Another
important note in Fig. 7a–b is existing unstablemode for case 2 (PSSwithout tuning).
This issue is extracted frommodal analysis listed in Table 3. In summary,WAS signal
(the rotor speed signal of wind farm) which is added toG6 can be decrease deviation
of the rotor angle of G1 in the first swing. In other word, WAS not only does not
negative effect of synchronous generators, but also can improve transient stability of
DFIM-based power plants.

As a future work and research gaps, the applications of PMU and wide-area
monitoring systems inmodern power systems operation, control, stability, protection
and security should be well-investigated [23–28]. PMUs are the backbone of wide
are monitoring system that can improve the overall security and stability of power
systems. Therefore, it is suggested to make in-depth evaluation of the power system
security under the new environment control based one PMUs data. Likewise, the link
between small signal stability stabilizers and automatic generation control loop can
be suggested for improving the overall stability in future smart grids.

5 Conclusion

This chapter intends to present small signal modelling of DFIM-based and SM-based
PSHP under generating operation mode using RMS-type simulation in Digsilent.
Also, awide area signal using the rotor speed ofwind farmare added to PSS controller
of a synchronous generator. The simulation results are conducted on a 10-machine
39-bus test system to assess effect of both types of PSHP and designed wide area
signal on transient stability of large power system in presence of a wind farm. In
summary, the following conclusions can be listed as follows.
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Fig. 7 Rotor angle of synchronous generators for case 1, a Sync Grid, b DFIG Grid
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Fig. 8 Rotor angle of synchronous generators for case 2, a Sync Grid, b DFIG Grid
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Fig. 9 Rotor angle of synchronous generators for case 3, a Sync Grid, b DFIG Grid
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Fig. 10 Rotor angle of synchronous generators for case 4, a Sync Grid, b DFIG Grid
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1. The speed of the state-of-the-art PSHP can be varied by different topologies
which DFIM-based plants are mature rather than other technologies.

2. It is shown that a PSS can cause unstable modes, if it is not well tuned for low
frequency oscillations.

3. It is shown that the wide area tuning of a PSS provides desired damping
particularly for very low frequency oscillations.

4. Using DFIM-based PSHP in the interconnected power grids, not only the local
oscillation modes of PSHP is eliminated, but also it can strongly damp inter-area
oscillation modes and decrease the oscillation amplitude of other plants. This is
because of the fast-injected power storing in the rotor of VS unit known flywheel
effect.
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Impact Analysis and Robust Coordinated
Control of Low Frequency Oscillations
in Wind Integrated Power System

Abhilash Kumar Gupta, Akanksha Shukla, Kusum Verma, and K. R. Niazi

Abstract With rapid proliferation of wind generation in current generation mix,
the issue of low frequency oscillations (LFOs) may get escalated in the modern
power grids. The eigenvalue and dynamic sensitivity analysis have been employed
to examine the effect of wind integration on system damping. Further, a wide area
based robust damping improvement control is suggested. It involves the coordinated
control of power system stabilizers (PSSs) of synchronous generators (SGs) and
power oscillation dampers (PODs) of doubly fed induction generators (DFIGs). The
robust control is attained by employing a new fitness function based on eigenvalue
and damping ratio and optimized by Whale Optimization Algorithm (WOA). The
wide area POD inputs are selected usingmodal observability criterion, obtained using
phasor measurement units (PMUs) located optimally in the system. The results are
verified on IEEE benchmark 68 bus NY-NE (New York- New England) test system.
The simulation results highlights the robustness of proposed control to changing
system conditions and shows its effectiveness in augmenting system damping and
thus small signal stability with high level of wind penetration.

Keywords Oscillatory stability · Phasor measurement units · Doubly fed induction
generator · Power oscillation dampers · Power system stabilizers · Small signal
stability · Whale optimization algorithm · Wide area monitoring · Wide area
control · Low frequency oscillations
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1 Introduction

The increasing environmental concerns to reduce generation from fossil fuels, leads
to a sharp increase in renewables in the generation mix. The modern grid which
already works closer to stability limits is further pushed to its limits with their inte-
gration as they usually have very less or no inertia [1]. The decrement in system inertia
further convolute the system operation and stability issues. These issues needs to be
settled to further improve the renewables penetration in the system. In recent times,
wind proves to be the most beneficial renewable energy source for electricity gener-
ation [2]. The Doubly Fed Induction Generator (DFIG) based wind turbines are most
popular due to their numerous benefits over other wind turbines [3]. The rapid shift
towards green energy and their increased proliferation in the modern grid may lead
to decrement in system low frequency oscillations (LFOs) damping causing small
signal instability problems in the system [4]. The damping of LFOs should be 5–10%
(for most systems) to maintain the small signal stability [5].

The DFIG penetration impacts the dynamic behavior of existing grids as their
technology is quite different from the conventional synchronous generators (SGs) [6].
Their integration impacts the system load flow and changes the system configuration
which affects the system damping [7]. Thus, the influence of DFIGs on system
oscillatory stability need to be analyzed properly to facilitate higher wind integration
in future.

The literature survey shows thatmany researchers carriedout such typeof analysis.
Literature depicts the beneficial aswell as detrimental effects of large scale integration
of wind energy in the grid. The author in [8] shows that system damping could be
improved by replacing SGwhich is actively participating in LFOs. The issues related
to grid integration of DFIGs are reviewed in [1]. The eigenvalue sensitivity is utilized
in [3] to study wind integration impact. The integration of Siemens wind turbine is
investigated in [9] using modal analysis. The eigenvalue sensitivity to the Jacobian
matrix is utilized to study the DFIG impact in [10]. A dynamic impact analysis using
damping ratio (DR) sensitivity is presented in [11]. In [12], the tie line power is shown
as an important parameter which effects LFOs with integration whereas [7] shows
wind location as an important parameter. The DFIGs are converter based sources
which makes them inertia less and thus their large integration may lead to escalation
in LFO problems [6]. Normally, power system stabilizers (PSSs) are employed to
boost the system damping. However, with high renewable integration, they might be
not much effective and require support from supplementary controllers.

The literature suggests to employ power oscillation damper (POD) with DFIG
to improve system oscillatory stability. The author in [13] improved damping using
DFIG controller. Edrah et al. in [14] uses PSS inside voltage control loop of DFIG to
augment system damping. Authors in [15] uses nonlinear controllers whereas wide
area PSS is utilized in [16]. The recent literature suggest using PODs and PSSs
together for damping LFOs. The simultaneous coordinated control of controllers
is suggested in [17–19]. In [20], the plant dynamics is optimally controlled along
with the coordinated control. The PSSs are tuned using the directional bat algorithm



Impact Analysis and Robust Coordinated … 275

to improve system small-signal stability in [21]. The authors in [22] discusses the
parameter setting strategy for the DFIG controller. The optimal PID controller has
been utilized for LFO damping in [23]. The damping of LFOs has been enhanced
using phasor measurement data in [24]. The choice of input signals for controllers
is also significant and selected signals should have high observability of critical
modes as suggested in [25]. The tuning of controller’s parameters is usually obtained
using analytical, numerical, meta-heuristic techniques, etc. However, out of them,
metaheuristic techniques are preferred in recent literature.

Most of the authors in the literature have selected random location of DFIG for the
impact analysis study and also for testing their control approach. However, it is quite
evident that wind location does affect the system damping. Thus, this necessitates
that a thorough analysis on the impact of DFIG location should be carried out. Also,
most of the control strategies have been tested on small penetration of wind which
might not be effective for higher penetrations. Literature also suggests that the actual
impact of wind penetration can only be realized for higher wind penetrations (>15–
20%). Thus, there is a need to carry out a robust control for higher wind penetration
to improve system damping in critical scenarios.

In this work, a comprehensive analysis is performed and a control approach
is proposed to improve LFOs damping in modern grids. Eigenvalue and dynamic
trajectory sensitivity analysis are employed to analyze the effect of wind integration
location on small signal stability of the system. This work also presents a robust coor-
dinated tuning approach for PSSs and PODs in order to improve oscillatory stability
of the system with high wind penetration. The coordinated tuning of controllers
is carried out using a new meta-heuristic technique Whale optimization algorithm
(WOA). The efficacy of the suggested tuning approach is investigated on IEEE68-bus
test system for a wide range of operating scenarios.

2 Wind Farm and Controllers Modelling

The DFIG wind farms have been modelled as single equivalent units at a particular
bus. The MVA rating of wind farm has been assumed to be sum equivalent of all the
wind turbines at that bus. The basic block diagram of DFIG employed in this work
is shown in Fig. 1. GSC and RSC are grid side and rotor side converters respectively.
The detailed modelling can be referred from [26]. In this work, reactive power is
modulated using RSC controls to damp the LFOs.

A second-order lead-lag compensator has beenutilized for the damping controllers
modelling in this study. Both PSS and POD are similar in structure. The controllers
have gain K (KPSS or KPOD), wash-out time constant TW (=10 s), and two phase
compensators with T1, T2, T3 & T4 as time constants, shown in Fig. 2. The detailed
modelling can be referred from [17].

The SG power output is the input signal for PSS while POD input signal is
selected using observability criterion. The controller output is fed to automatic
voltage regulator (AVR) in case of PSS and voltage controller in case of DFIG.
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Fig. 1 DFIG block diagram

Fig. 2 Damping controller block diagram

3 Proposed Methodology

The goal of this study is to carry out the impact analysis of DFIG penetration on
system damping and to propose a coordinated and robust control to improve system
damping for high wind penetrated system.

3.1 Impact Analysis

Instead of integrating DFIGs randomly in the system, an impact analysis of DFIG
location on the LFO damping is first carried out in this work. On that basis, suit-
able DFIG locations are finalized testing the control approach. The eigenvalue and
dynamic sensitivity analysis have been employed to examine the effect of wind
integration. The analysis involves following steps:

• In the base case, carry out eigenvalue analysis when there is no wind integrated
in the system. Determine the damping ratio for all the LFO modes present in the
system.

• As 68-bus system has 5 areas, seven DFIGs are integrated (2 each in Area 1 & 2
and 1 each in Area 3, 4 & 5) at random locations in the system. By keeping the
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penetration same, locations are changed and eigenvalue analysis is performed for
all such cases.

• All the possible placement combinations scenarios are tested for system damping
in each case.

• Out of all cases, the best and worst locations according to LFO modes damping
are computed.

• Next, the dynamic sensitivity analysis is carried out to verify the results obtained
through eigenvalue analysis.

The eigenvalue analysis is an established approach for small signal stability anal-
ysis [27]. The LFO modes damping ratio and frequency are calculated using this
method. The dynamic sensitivity analysis calculates the rotor angle sensitivity to
changes in DFIG’s active power [7]. It is determined using Eq. (1). An index called
rotor angle sensitivity index (RSI) has been evaluated as given below.

RSIi =
∣
∣
∣
∣
∣

T
∑

t=1

wt

[
∂δi,COI (t)

∂Pw

]

t=tn

∣
∣
∣
∣
∣

(1)

where wt depicts the weights attached to time instants. The RSI illustrate the DFIG
integration impact using rotor angle values variation.

3.2 PODs Input

As discussed in introduction part, the input signal must possess high observability of
critical LFO modes so as to provide a robust damping control over widely varying
conditions [25]. As critical modes are global modes, wide area signals are required
as they high observability of such LFOs. The modal observability is calculated for all
possible candidate signals and the one having high value of this geometric measure
is selected. It is calculated for ith mode as

OBg =
∣
∣Cgφi

∣
∣

∥
∥Cg

∥
∥ ‖φi‖ (2)

where Cg is the gth row of C matrix. In this study, the active power flow in the
transmission lines are chosen as probable candidate input signals and observability
is calculated for all such signals. These wide area signals can be obtained using the
PMUs. The PMUs are optimally placed in the system as suggested in [28]. They are
placed so that system is completely observable with minimum number of PMUs and
ensure real-time critical buses monitoring even under single line or PMU outage in
the system.
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3.3 Coordinated Control Formulation

In this study, the robust control of controllers is suggested for system damping
improvement. The main aim is to coordinate these supplementary damping
controllers without using any complex methodologies. The proposed control is
achieved by converting this problem into an optimization frameworkwhich calculates
the optimal controller parameters.

The optimization formulation involves an improved multi-objective function
which simultaneously maximize the system damping and move the critical modes
to more stable left hand region of s-plane. These dual targets are achieved using a
joined objective function defined as

f =min

⎛

⎝

oc
∑

k=1

∑

ξi,k≤ξspec

(
ξspec − ξi,k

ξspec

)2

+
oc

∑

k=1

∑

σi,k≥σspec

(
σspec − σi,k

σspec

)2
⎞

⎠

subject to:

Kmin ≤ K ≤ Kmax

Tmin
1,3 ≤ T1,3 ≤ Tmax

1,3

Tmin
2,4 ≤ T2,4 ≤ Tmax

2,4

(3)

where oc represents operating conditions for which controllers were coordinated at
the same time, σi,k and ξi,k are the real part and DR for the kth operating condition
of the ith eigenvalue. Here, the values of threshold real part of eigenvalue and DR,
σspec and ξspec are taken as −1.0 and 0.1(10%) respectively. The gain K implies
KPSS and KPOD, and time constants T1, T2, T3& T4 implies values for controller’s
time constants (T1 = T3, T2 = T4). The values of Kmin, Kmax are set as 0.1 and 50
respectively, Tmin

1,3 , Tmax
1,3 are set as 0.1 and 1 respectively, and Tmin

2,4 , Tmax
2,4 are set as

0.01 and 0.1 respectively. The above proposed fitness function will shift the critical
modes to a stable D-shape region in the left-half of s-plane as shown in Fig. 3.

The proposed optimization of controller parameters is carried out using Whale
Optimization Algorithm (WOA) proposed in [29]. The metaheuristic approaches
are perfect techniques to solve such problems as they doesn’t depend on system
complicacy and volume, doesn’t need past system information and provide quicker
results. WOA is one such latest metaheuristic approach based on hunting behavior
of humpback whales. It is derived from their bubble-net hunting strategy and utilized
in this work because of its numerous advantages detailed in [29]. The proposed
methodology is shown in Fig. 4. The design parameters of WOA and their details
can be referred from [29].
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Fig. 3 D-shape stable region

4 Results and Discussion

The proposed analysis and coordinated control are implemented on the IEEE 68-bus
systemwhich is a benchmark system for such studies as suggested by [30].According
to report the system has high wind potential and suited for such study. The 68 bus
system has 16 SGs, out of them 12 are equipped with AVRs and PSSs. The system
is divided in 5 areas as shown in Fig. 5. The system shown has been modified and
DFIGs have been located at suitable locations as identified by the impact analysis
results.

The DFIG penetration in the system is calculated using Eq. (4) which is given
below.

Wind Penetration (%) = Pw
PG

× 100 (4)

where PG represents the base case generation. The active power generation of the
system in base case is 18,408.20 MW. The wind integration is kept at higher end
(25%) in this work. A total of seven wind farms of equal size are integrated, as
suggested in previous section, at non-generator buses. The load demand has also
been ramped up accordingly to maintain the balance.

Initially, when there is no DFIG integration, the system excites 15 LFOmodes. In
this case the PSSs are also untuned. Out of these modes, there are 4 interarea modes.
The base case results are shown in Table 1, showing the interarea modes present in
the system. All four interarea modes has damping ratio less than 4%. In this work,
the critical damping limit is taken as 10% for small signal stability. The next step is
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Fig. 4 Flowchart of proposed methodology

to study the effect of DFIG location on critical modes damping and thus oscillatory
stability in the grid.
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Fig. 5 IEEE 68 bus system

Table 1 Base Case Results S.No Frequency (Hz) Damping ratio (%)

1 0.6821 03.14

2 0.7614 02.43

3 0.5233 02.30

4 0.4672 01.69

4.1 Impact Analysis Results

TheDFIGs are located at seven non-generator buses as discussed earlier in the 68-bus
system. All the possible placement combination scenarios are explored and studied.
The eigenvalue analysis and dynamic trajectory sensitivity analysis have been carried
out for all such cases. Out of all the cases studied, the case which shows the most
improvement in the damping ratio of interarea modes and the case showing the most
decrement in the damping ratio from the base case are picked out and shown in Table
2.

The findings of eigenvalue analysis for the two cases are presented here. When
wind is integrated, five LFO modes are excited in the system. It means that due to
DFIG integration a new LFO mode is excited in the system. If results are compared
from Table 1, the difference in values of damping ratio is clearly visible. The worst
DFIG placement positions for which the damping ratio of interarea modes decreases
from the base case values are bus no. 17, 18, 19, 41, 42, 61, and 65. Also, for one
mode (shown bold in the Table 2) the damping comes out to be negative which shows
that the system becomes small signal unstable for that placement combination. The
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Table 2 Eigenvalue analysis results for the best and worst case

S.No Best case Worst case

f (Hz) DR (%) f (Hz) DR (%)

1 0.7916 04.39 0.7879 02.78

2 0.7895 03.88 0.6938 01.68

3 0.5638 03.01 0.5718 02.32

4 0.5144 03.41 0.4568 01.71

5 0.2895 02.92 0.2979 −00.34

best DFIG placement positions for which the damping ratio improves from the base
case values are bus no. 18, 23, 35, 41, 42, 51, and 67. The results obtained shows
that with change in the location of wind farms in the system, damping of system
changes. Thus, it shows that location of DFIG impacts the small signal stability of
the system and thus they should not be placed randomly while studying their impact
on system stability. The results obtained from eigenvalue analysis are also verified
with dynamic sensitivity analysis.

For the dynamic sensitivity analysis, a 3-phase fault is applied in the system at
bus 53 at 1.0 s. The rotor angle values are recorded and the RSI is calculated using
Eq. (1). The weights value is chosen as 1 for instants till 4 s after the disturbance,
otherwise zero. For instants just after application of disturbance, higher weights are
applied. The calculated values have been plotted for both the cases discussed above
and shown for each SG. The plot is shown in Fig. 6. The bars indicate that the rotor
angle variation is greater in worst case as compared to the best case, causing increase
in oscillations and damping reduction.

Fig. 6 RSI plot for the best and worst case
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The results obtained using dynamic analysis further verifies the eigenvalue anal-
ysis results and reinstates that the location of DFIGs is an important factor affecting
the small signal stability of the system. With wind integration, the active power
flow in the system varies, which affects the rotor angles of SGs in the system. For
some locations this rotor angle separation settles at smaller values and thus system
has higher damping at such locations combination. Likewise, for some locations
this angular separation increases to become higher than base case and thus leads to
increment in oscillations and small signal instability in the system.

Practically, wind locations depend on the wind power resource and cannot be
optimized. Thus, those locations could be either beneficial or detrimental to system
damping which can be found out using impact analysis study carried out as above.
The modes damping varies depending on the DFIG placement position. However,
if reasoned practically, the LFO modes damping should not be the lone criteria
to optimally place the wind farms. Moreover, the DFIG locations are practically
governed by the abundance of wind resource available at a location. As the 68 bus
system has multiple possible placement locations, so in place of arbitrary wind farm
placement, the locations obtained in the impact analysis have been used for further
analysis. The most detrimental locations obtained have been chosen as wind farm
locations in this study. This is performed to test the effectiveness of proposed control
approach. If proposed control improves the system damping for most detrimental
case, it could be concluded that it will be equally effective for any other probable
locations of DFIGs in the system.

4.2 PODs Input Signal Selection

The DFIGs are placed as per the worst case of impact analysis study, at bus no. 17,
18, 19, 41, 42, 61 and 65, as shown in Fig. 5. In this case system has 5 LFO modes
all having damping ratio less than 10%. The damping of all these modes has to be
ameliorated employing the proposed coordinated tuning method. The first step is to
find out the input signals for the PODs employed with the DFIGs. The wide area
input signals which have high observability of critical modes should be chosen. Also,
based on the participation factor values of different DFIGs in the 5 critical modes,
suitable DFIG has to be selected for damping a particular mode.

As DFIGs at 19, 42, 17, 41, 18 have high participation in modes 1, 2, 3, 4, 5 of
Table 2 respectively, they are chosen for damping that particular mode. These five
DFIGs need five wide area signals which has to be provided to their PODs input. As
explained in previous section, the criterion of modal observability is used to select
these signals. The observability of these five critical modes is evaluated for the active
power flow in all the transmission lines in the system. The results are shown in Fig. 7
and also in Table 3. It can be seen from the figure that active power flow in line
53–27 is having highest observability of critical mode 1 and thus it has been selected
as input for DFIG at bus 19 which we earlier chose for damping mode 1. The same
results has been shown in the Table 3 also. Likewise, it has been shown for other
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Fig. 7 Observability results for critical modes

Table 3 Observability
Results

Mode No DFIG selected (bus no.) Input signal (from bus
– to bus)

1 19 53–27

2 42 42–41

3 17 47–53

4 41 38–46

5 18 74–61

modes also. The active power signals selected are measured using PMUs placed in
the system.

4.3 Results of Proposed Control Approach

As discussed in the methodology section, the next step is to design a coordinated
tuning of controllers employed with SGs and DFIGs. The controllers are tuned using
WOA with parameters set as: no of iterations = 100, population = 100, problem
dimension would be as per no of controllers involved (three parameters are there
for each controller). The parameters are simultaneously tuned for multiple operating
conditions for achieving fairly robust results. These conditions are: base case condi-
tion with wind integrated, outage of line 30–31, outage of line 53–54, and outage
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of line 27–53. The efficacy of proposed control is verified by comparing the system
damping results for the two cases:

Case 1—Base case when wind is integrated and all 12 PSSs are untuned, no PODs;

Case 2—12 PSSs and 5 PODs are tuned using proposed coordinated control
approach.

Also, to assess the proposed control robustness to various faults and changes in
system conditions, an index called Robustness Index (RI) is utilised. The value of
RI is given as

RI=
ng

∑

m=1

∣
∣
∣
∣
∣

1

T

N
∑

n=1

(

ωmn − ωCOI,n
)

∣
∣
∣
∣
∣

(5)

where ng represents the SGs number, T shows simulation time taken, N is number
of data samples stored,ωmn and ωCOI,n are the SGs rotor speed and rotor COI speed
at the nth instant respectively. Lower value of RI shows system robustness to change
in operating conditions.

The coordinated control is tested using eigenvalue analysis, time-domain simula-
tions and robustness analysis. The results are detailed below.

4.3.1 Results of Eigenvalue Analysis

The eigenvalue analysis is conducted for the twocases studied and the results obtained
are given in Table 4. The table shows the frequency, DR and real part of eigenvalue for
the five LFO modes for the two cases. The results suggests that after the coordinated
tuning of controllers one of the critical mode disappears. Also, the damping of all
modes increases to becomemore than 40%. Themodes are also shifted tomore stable
left half region, i.e., real part becomes more negative from the base case values. It
basically shows that system damping improves leading to better small signal stability
in the second case.

The eigenvalue plots for these two cases are also shown in Figs. 8 and 9. It can be
observed from the figures that the modes which were on the left side of 10% damping

Table 4 Eigenvalue analysis results

Mode No Case 1 Case 2

Real-part f (Hz) DR (%) Real-part f (Hz) DR (%)

Mode 1 −0.22 0.7879 02.79 −2.29 0.6902 47.97

Mode 2 −0.17 0.6938 01.88 −1.89 0.5598 46.57

Mode 3 −0.12 0.5718 02.45 −1.61 0.4605 48.42

Mode 4 −0.13 0.4568 01.59 −1.79 0.5332 47.85

Mode 5 −0.05 0.2979 00.10 − − −



286 A. K. Gupta et al.

Fig. 8 Eigenvalue plot for Case 1

Fig. 9 Eigenvalue plot for Case 2

line in Case 1 are shifted to the right side in Case 2. Thus, the modes are shifted to a
more stable region on application of the coordinated approach. Thus, from plots also
it is evident that system damping improves with the proposed control approach. The
results show that using the coordinated control approach as suggested will improve
the damping in grids with high wind penetration. The proposed approach is also
tested using time domain simulations.



Impact Analysis and Robust Coordinated … 287

4.3.2 Time Domain Simulations Result

In addition to above analysis, time domain simulations have also been executed on
the modified 68-bus test system. One such case is discussed here. A 3-phase fault is
applied at bus no 53 of six cycles at 1 s and following which the system’s behaviour
has been tracked for 30 s. The active power outputs of two generators are shown
in Figs. 10 and 11 for comparing the two cases. Figure 10 shows the SG6 active
power output and Fig. 11 shows the SG13 power output. It can be observed from
the outputs of these two generators that the system has more damping in Case 2 and
the oscillations settles down faster as compared to Case 1. Thus, with application of

Fig. 10 SG6 active power plot

Fig. 11 SG13 active power plot
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proposed coordinated control the oscillations die out early and thus makes system
small signal stable. These results further verify the eigenvalue analysis results.

4.3.3 Robustness Analysis Results

In addition to the eigenvalue and time domain analysis, robustness analysis has also
been carried out to test the effectiveness of proposed control strategy in critical
scenarios. Various critical scenarios (CS) are designed to test the control approach,
out of them two are presented here:

1. CS1: Outage of two important lines simultaneously (between buses 21–22 and
55–56) along with a 3-phase fault at bus 53 of 6 cycles at 1.0 s.

2. CS2: The decrement of system load by 10%, with same line outages and fault
condition.

The comparison of two cases has been shown for these two critical scenarios in
Figs. 12 and 13. The active power output of SG6 is shown in these figures for the
two scenarios. It is clearly observable from the results that the oscillations are higher
in Case 1 as compared to Case 2 in both the scenarios. In Case 2, oscillations are
settled early as the proposed coordinated control is employed in this case which
significantly improves the system damping. So, even in these critical contingencies
the system stability is maintained with the proposed control. These results again
proves the robustness of the coordinated control approach employed for small signal
stability improvement in the system.

The values of RI are also calculated for the two cases and shown in Table 5. The
sampling rate of rotor speed is considered 60 samples per second here and recorded
for duration of 30 s to determine the value of RI from Eq. (5). These can be recorded

Fig. 12 CS1 result
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Fig. 13 CS2 result

Table 5 RI result Critical scenario Case 1 Case 2

CS1 0.0584 0.0042

CS2 0.8653 0.0037

using PMUs employed in the system. It is clear from the Table 5 that the value of RI
is lowest for Case 2 for both the scenarios, which shows the controllers robustness to
varying system conditions. The findings of robustness analysis further validate the
findings obtained in earlier analysis.

The results obtained from different analysis shows that the controllers coordi-
nated effectively in the proposed approach and significantly improves the oscillatory
stability of the system.

As a future work and research gaps, the applications of PMU and wide-area
monitoring systems inmodern power systems operation, control, stability, protection
and security should be well-investigated [31–36]. PMUs are the backbone of wide
are monitoring system that can improve the overall security and stability of power
systems. Therefore, it is suggested to make in-depth evaluation of the power system
security under the new environment control based one PMUs data. Likewise, the link
between small signal stability stabilizers and automatic generation control loop can
be suggested for improving the overall stability in future smart grids.
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5 Conclusion

The study presented in this work proposed a complete and methodical procedure
which could be employed for damping improvement in large power systems having
high penetrations ofwind generation. The analysis carried out pointed the importance
of DFIG location and its impact on system’s oscillatory stability. A wide area based
robust coordinated approach for controllers tuning is proposed for high wind pene-
trated systems using wide area signals. The controllers coordinated effectively and
significantly improves the small signal stability of the system. The findings obtained
from various analysis proves the efficacy of the control approach. The LFO modes
are properly damped and oscillatory stability improves even in critical operating
scenarios. The proposed control proves to be robust to changing system conditions
and may facilitate future higher wind integration in modern grids while maintaining
the small signal stability of the system.
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Frequency Stability of Two-Area
Interconnected Power System
with Doubly Fed Induction Generator
Based Wind Turbine
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Abstract This chapter presents a comparison of the performance of integral (I)
and proportional-integral-derivative (PID) controllers in frequency stabilization or
load frequency control (LFC) of two-area interconnected power system considering
generation rate constraints (GRCs) with Doubly fed induction generator (DFIG)-
based wind energy. Two mathematically models are identified for investigations.
Power system model 1 is two-area interconnected power system which contains two
identical non-reheat thermal plants without DFIG participation. Whereas, power
system model 2 contains two identical non-reheat thermal plants with dynamic
participation of DFIG at both areas. Moreover, Harris Hawks Optimizer (HHO),
Salp Swarm Algorithm (SSA), and Sine Cosine Algorithm (SCA) are applied to find
the optimal values of the controller settings mentioned above. The effectiveness of
the proposed controllers, which are optimally designed by several optimization tech-
niques (i.e., HHO, SSA, and SCA) is tested and verified through an interconnected
power system comprises two identical non-reheat thermal power plants with/without
DFIG participation. Time-domain simulation results of the studied power system
with all mentioned optimization techniques are carried out using Matlab/Simulink®
software to validate the robustness of the proposed controllers.
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1 Introduction

The expanding of modern energy systems (MESs) which including varieties of
conventional resources leads to depleting theses resources and will decrease over
time. So the integration of renewable energy resources (RER) with the traditional
power grid has become the optimal solution by the capacity expansion policy.
Recently, wind energy has become one of the promising alternative RERs. The
doubly fed induction generator (DFIG) is considered the widely renewable resource
which has been depicted to participate in system frequency support [1]. Wind energy
system (WES) technology has grown significantly in the last few decades. And also,
the capacity of a single wind turbine has increased from a few kW ranges tomachines
producing 1–5 MW [2, 3]. This is because WES depends on natural source so that
it can keep national income by reducing the expenditure on fuel that is used in
traditional method of electricity production. The total installed capacity of WES is
increased from 24GW in 2011 to, 792GW in 2020 as shown in Fig. 1 which illustrate
these statistics [4].

According to the great and rapid progress in wind technology. The wind turbine
rating can be taken as an example of this progress; where in 1980 wind turbine rating
began with 50 KW and reached 10 MW by 2012 [5].

Accordingly, the rapid spread of wind energy; it was necessary to exploit it
in electrical power systems. Frequency control represents one of the most impor-
tant indexes which has gained a considerable attention due to its importance and
wind energy able to enhance it. Frequency control is divided into four control
levels, i.e., primary, secondary, tertiary, and emergency control levels. Primary
frequency control loop summarized in performance of governor droopwhich attempt
to recover system frequencybefore triggering over/under frequencyprotection relays.
Secondary frequency control (LFC) or supplementary controller is responsible for

Fig. 1 Total capacity installed from 2011 till 2020 [4]
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regulating system frequency and maintain it into desirable value with controlling
also in interchanging power through tie-lines between different control areas. The
re-dispatching of generation units is themain task of tertiary control due to continuing
of oscillations. If the three mentioned controller types fail to overcome oscillations
in frequency, emergency control type disconnect generation units or loads to secure
the system from damage [6].

This chapter begins with discussing the construction of DFIG then discussing the
dynamic modeling of the studied systems to solve LFC problem. One of them is two-
area interconnected power system which contains two identical non-reheat thermal
plants without DFIG participation. Whereas the another one contains two identical
non-reheat thermal plants with dynamic participation of DFIG at both areas. Also,
this chapter discuss the control model of DFIG when it is paralleling with conven-
tional units to enhance and stabilize the system frequency and regulated it to normal
value. Harris Hawks Optimizer (HHO), Salp Swarm Algorithm (SSA), and Sine
Cosine Algorithm (SCA) are the proposed techniques which applied in this chapter
to obtain Integral (I) and proportional-integral-derivative (PID) controllers. This
chapter studies the frequency stabilizing of two-area interconnected power system
with doubly fed induction generator based wind turbine.

2 Components of Doubly Fed Induction Generator (DFIG)

DFIG is basically a conventional wound-rotor induction machine in which the stator
is directly connected to the grid through a transformer, and the connection of the
rotor to the stator (and grid) is via a back-to-back voltage source convertor. The rotor
converter system consists of a grid side converter (GSC) and rotor side converter
(RSC) connected via a DC link [7–9]. A simplified schematic diagram of a DFIG
based wind energy generation system is shown in Fig. 2.

The generator is called DFIG because the power is fed from both stator and
the rotor circuits to the grid. The rotor circuit handles typically about 25–30% of the
generator rated power, this percentage allows theDFIG tohave about 30%operational
speed range around the synchronous speed and reduces the rating and the cost of the
rotor converter [10].

3 Dynamic Model of the Studied System to Solve LFC
Problem

3.1 The Main Control Loops in Generator

Each generator in an interconnected power system has two basic equipment which
known as Load Frequency Control (LFC) and Automatic Voltage Regulation (AVR)
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Fig. 2 Configuration of DFIG wind Energy conversion system (one single generator) using back-
to-back converter

that must be installed. When there is a mismatch between generated active power
and demand active power, it is necessary to adjust LFC equipment to maintain the
frequency within a specified limit. AVR equipment must be installed at the moment
of mismatching between generated reactive power and demand reactive power to
maintain the voltage within a nominal value [11]. The frequency and voltage control
can be named by the first control mechanism or AGC. For the stable operation in the
interconnected power system, LFC is important to be adjusted to keep the system
frequency and tie power exchange as close as possible the nominal values. In each
area of any interconnected power system, the main target of LFC is to monitor the
system frequency and the tie-line flows. After monitoring, LFC computes the net
change in the generation required (which referred to as Area Control Error-ACE)
and the set position of generators within the area is changed to achieve the time
average of ACE at a low value (near to zero) [12]. ACE is defined as the linear
combination of tie-line power exchanging and system frequency deviation and it
represents as the controlled output of LFC. The main role of LFC is to drive ACE
to zero which means that, both system frequency and tie-line power errors will be
forced to zeros [13]. This chapter studies the enhancement of system frequency to
achieve system stability and the schematic diagram of LFC loop is shown in Fig. 3.

3.2 Load Frequency Control (LFC)

TheLFCstrategy aims to balance betweengenerated anddemand active power,which
is addressed in this chapter.Whenever the demand active power changes, a frequency
deviation occurs. From Fig. 3, f g, fre f , and f e represent; system frequency, refer-
ence signal of system frequency, and error signal of system frequency respectively.
The relationship between f g, fre f and f e can be calculated as follows:



Frequency Stability of Two-Area Interconnected Power System … 297

 comparator

LFC loop

Generator 

Steam 

Boiler 

Governor valve

Turbine 

Pg 

Fg

Fref

Fe

Frequency sense

Load frequency 
control (LFC)

Gen. field 

Fig. 3 Control methodology of LFC [14]

f e = f g − fre f (1)

If f g = fre f , it means that there is no error signal and the governor valve is
constant without any action. if f g > fre f , it means that f e > 0 and the valve begin
to close until f g = fre f . If f g < fre f , it means that f e < 0 and the valve begin to
open until f g = fre f .

3.3 The Mathematical Models of the Studied System

This chapter subjected to studying two models. The first model is two-area intercon-
nected thermal-thermal power systemwithout any penetration of DFIG at both areas.
The second model is two-area interconnected power system with DFIG participation
at both areas. The penetration percentage of DFIG at both areas is 30% which aid
the system by supplying it additional inertia at step load perturbation conditions. The
capacity of each thermal unit which studied in this chapter is equal to 1000 MW.
Each of the individual area consists of turbine with an electrical governor system and
generator. In this work, the GRC is taken into consideration for the two thermal units
at both areas about 15% p.u.MW/min, as it has considerable effects on amplitude
and settling time of oscillations. The governor, steam turbine, and generator transfer
functions can be expressed respectively as follows [15]:
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G(s)gov. = 1

Tgs + 1
(2)

G(s)tur. = 1

T ts + 1
(3)

G(s)gen. = Kp

T ps + 1
(4)

where; Tg is the governor time constant, T t represents the turbine time constant,s
is Laplace’s operator, R represents the regulation droop constant and T p, Kp is the
time constant and gain of the generator model. To make sure that all deviations are
vanished, the ACE must be reach to zero at steady state operation condition. All
previous studies enhance the system performance by using an appropriate controller
with a suitable optimization methodology.

Figure 4 shows the first investigatedmodel which doesn’t contain andDFIG pene-
tration at both areas. DFIG-based wind turbine system contains a proposed controller
for frequency support shown in Fig. 5. Also, the main target of this controller is to
measure oscillations in frequency wave form and translate these oscillations into
extra active power for enhancing system frequency.

To reduce the complexity of the two studied systems, the ring topology of control
areas of the studied models are shown in Fig. 6. Figure 6a shows the control signals
in the two-area thermal-thermal power system without any DFIG participation.
Also, the control signals in the two-area thermal-thermal power system with DFIG
participation at both areas are shown in Fig. 6b.

Fig. 4 Two-area interconnected power system without DFIG participation
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Fig. 5 Proposed controller for frequency support in DFIG based wind turbine

4 The Control Model of DFIG Based Wind Turbine

All over the world, power system planners design and implement power systemswith
an essential matter which is including of traditional generation units in this imple-
mentation. Traditional power plants e.g., thermal, gas, and hydro power plants, which
represent the main source of frequency providing into power systems. Conventional
power plants have the ability to enhance the power system performance under normal
and abnormal operation conditions according to its inertia.

Also, the non-conventional power plants e.g., DFIG-based wind turbine, is able to
enhance the power system performance by adding additional inertia through its speed
controller [16, 17]. Figure 7 illustrates the control scheme between a conventional
unit and non-conventional DFIG-based wind turbine. The relationship between the
conventional and non-conventional units are shown in the following formulas [18]:

2HPr
f

d� f

�t
= �P f − D� f (5)

2Hpr
f

d� f

dt
= �Pg + �PNC − �PD − �Ptie − D� f (6)

where,�PD is represents the incremental demanded active powerwhich it subtracted
from the incremental active power generation of the conventional unit�Pg and non-
conventional power plant �PNC .� f is the incremental change in frequency wave
form. H and D is the inertia constant of the system and the damping constant factor,
respectively. The concept of damping constant is illustrated as; when D equals to
1 value that means a 1% change in frequency would cause a 1% changing in the
loads. The transferred power among neighbouring areas is �Ptie and Pr represents
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Fig. 6 Controllers between interconnected power system in a ring topology a without DFIG
participation b with DFIG participation at both areas

the rated conventional generator capacity power. Dividing Eq. (6) by Pr and Eq. (7)
is obtained as shown:

2H

f

d� f

dt
= �Pg

Pr
+ �PNC

Pr
− �PD

Pr
− �Ptie

Pr
− D� f

Pr
(7)

Equation (7) is rewritten as in Eq. (8) by expressing it in per unit system.

2H

f

d� f

dt
+ D(p.u.)� f = �Pg(p.u.) + �PNC (p.u.)
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− �PD(p.u.) − �Ptie(p.u.) (8)

The non-conventional power can be calculated as mentioned in (9) [19]:

�PNC = −Kd f
d� f

dt
− Kp f � f (9)

where; Kp f and Kd f are the proportionality constants of the frequency deviation
and its derivative respectively. The substitution from (9) into (8) then converting to
Laplace’s transform, Eq. (10) is obtained.

�Pg(s) − �PD(s) − �Ptie(s) = ∧
H s� f (s) + ∨

D � f (s) (10)

where;

∧
H = 2H

f
+ Kd f,

∨
D = D + Kp f

The frequency response can be obtained by re-arranging Eq. (10) and formulate
it in Eq. (11):

� f (s) = [�pg(s) − �pD(s) − �ptie(s)] kp
1 + sTp

(11)

where;

Tp = 1
∨
D

, kp =
∧
H
∨
D

Equation (11) illustrates the impact of DFIG in changing the damping ratio of
the conventional power system and also in changing the power system area inertia
constant. DFIGmechanical equation can be expressed as shown in Eq. (12). Figure 8
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2H∗ d�ω

dt
= �pNC,re f − �pNC (12)

Figures 7 and 8 are modified such as shown in Fig. 9 by adding the two controller
units in the power system.

The first controller is the supplementary frequency control unit G1 which
supplying active power from traditional unit into power system.The second controller
is the speed controller unit G2 which allow fast speed recovery of DFIG with shorter
period of transient speed variation until, the machine not enter in the stalling phase.
Designing of these two controller parameters helps in enhancement of power system
performance. The hybrid system of synchronous generator with DFIG based wind
turbine is illustrated in Fig. 9. The transfer function of the wind turbine is expressed
as given:

1

Tas + 1
(13)
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Fig. 9 Block diagram of frequency control via connection between traditional unit and DFIG
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where; Ta represents the wind turbine time constant. The DFIG speed controller
consists of a proportional plus integral controller parameter. According to different
participation level of DFIG, the speed control parameters will be changed. The speed
deviations should be regulated with the speed controller design Twt (s) as given:

Twt (s) = kwp + kwi

s
(14)

where; Twt (s) represents the speed controller that control in the magnitude of extra
active power from DFIG. System frequency has been sensed and measured through
a filter which have the time constant (Tr ). There is a washout filter after the first
filter which have the time constant (Tw). To overcome the frequency oscillation
and achieving steady state case, the output power setting reference (�p f ) must be
developed. The power setting point acts an important factorwhich in a similarmanner
of the primary frequency control related with the conventional power plants using
the droop constant index (R) as:

�p f = 1

R
�x (15)

where; �x is the sensing signal of load frequency in the studied power system.

5 Optimization Techniques Applied with Studied Models
and Problem Statement Issue

5.1 Problem Statement Issue

Integral (I) and PID controllers are implemented in the investigated studied model
to obtain more system stability by solving LFC problem. The transfer functions of I
and PID controllers can be obtained as follows [20]:

Gi, I (s) = ki,n
s (16)

Gi, P I D(s) = kp, n + ki,n
s + kd, ns (17)

where; kp, n, ki, n, kd, n are the implemented proportional, integral, derivative
controller gains of nth area, respectively. The control signal of ith area can be
expressed as mentioned as follows [21, 22]:

Ui(s) = Gi(s)ACEi(s) (18)

where;
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ACE1 = B1� f1 + �ptie (19)

ACE2 = B2� f2 + a12�ptie (20)

a12 =
(

− pr1
pr2

)
(21)

where; ACE represents the area control error index,B is the frequency bias constants
and a12 represents the product of rated power at the first area pr1 division by rated
power at the second area pr2. The objective function can be expressed in time domain
manner as shown in Eq. (22). The Integral Square Error criterion (I SE) is used for
minimizing the objective function with achieving the studied system stability, which
can be expressed as follows [23]:

J = I SE =
Tsim∫
0

(� f 21 + � f 22 + �p2tie).dt (22)

where; J represents the objective function expression and dt is a given time interval
for taking samples along the simulation process. The main target of implementing
the controller is to minimize J for achieving the system stability without any oscil-
lation. The constraint of kp, n,ki, n and kd, n gains along the run simulation time is
expressed as follows:

kp, nmax ≥ kp, n ≥ kp, nmin (23)

ki, nmax ≥ ki, n ≥ ki, nmin (24)

kd, nmax ≥ kd, n ≥ kd, nmin (25)

where; kp, nmin, ki, nmin, kd, nmin, kp, nmax, ki, nmax and kd, nmax are the
minimum and the maximum values of the proportional, integral and derivative
controller parameters respectively and also, the constrain of parameters be in [−5,
5] period. The constrains of the PI speed controller of DFIG (kwp1, kwi1) are given
below:

kwpmax
1 ≥ kwp1 ≥ kwpmin

1 (26)

kwimax
1 ≥ kwi1 ≥ kwimin

1 (27)
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where; kwpmin
1 , kwimin

1 , kwpmax
1 and kwimax

1 are theminimum and themaximum
values of the PI speed controller respectively and also, the constraints of parameters
be in [0, 5] period.

5.2 Harris Hawks Optimizer (HHO)

TheHHOalgorithm is a newdevelopedmethod thatwas invented in 2019 bySeyedali
Mirjalili and inspired by nature [24]. It represents one of the recent metaheuristic
intelligence methods. The methodology of this intelligent method is summarized in,
several hawks attack the prey from different locations in an attempt to surprise it.
According to escape scenarios of the prey, hawks can reveal a variety of stalking
patterns. HHO algorithm can be discussed briefly with following steps:

(i) Exploration phase

This phase determines the mathematically wait, search and discover the desired prey.
The updated location of hawks can be calculated as follows:

x(t + 1) =
{

xrand(t) − r1|xrand(t) − 2r2x(t)| q ≥ 0.5

(xrabbit (t) − xm(t)) − r3(LB + r4(UB − LB)) q< 0.5
(28)

where; x (t + 1) represents the position vector of hawks in the next iteration t ,
xrabbit (t) is the rabbit position, x(t) is the current position vector of hawks, r1, r2,
r3, r4 and q are random numbers inside (0, 1), which are updated for each iteration,
xrand(t) represents the random selected hawks from current population and xm refers
to the average hawks position of the current population. The average hawks position
can be expressed as follows:

xm(t) = 1

N

N∑
i=1

xi (t) (29)

where; xi (t) indicates the location of each hawk in each iteration t and N refers to
the total number of hawks.

(ii) Transition from Exploration to Exploitation

Let consider that T and E0 (−1, 1) be the maximum size about the repetitions and
the initial energy during each step respectively. The escaping energy of rabbit E can
be detected through HHO as follows:

E = 2E0

(
1 − i ter

T

)
(30)
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Fig. 10 Various phases of
Harris Hawks optimization
[24]

According to this value, the exploration and exploitation processes can be
changed. If |E | ≥ 1, the exploration phase gets started; otherwise, the rest solutions
are aimed to be exploited.

(iii) Exploitation phase

This phase represents attacking on the prey. For |E | < 1 and r = rand(), the hawks
move to pounce on the prey. A so-called parameter “r” is defined to measure the
escaping chance of the prey. Accordingly, r < 0.5 represents a successful escape.
In addition, when |E | ≥ 0.5, HHO takes soft surround and when |E | < 0.5, hard
surround is applied. It is worth noting that even if the prey is able to escape (i.e.,
|E | ≥ 0.5), its success also depends on r. The attack procedure is influenced by the
escaping and pursuing strategy of the prey and hawks, respectively. In this sense,
four major steps are considered which are broadly explained in [25, 26] (Fig. 10).

5.3 Salp Swarm Algorithm (SSA)

This algorithm was invented by Seyedali Mirjalili in 2017 [27]. SSA emulate the
behaviour of salps in swimming process in oceans. Also, it is mimicking their social
interaction such as motion and foraging. Salps are quite similar to jelly fishes in
their tissues and in their movements with an arranged chain. Salps is driven forward
by water which is considered as a force for searching and eating food. The popu-
lation of salp chains is divided into two groups; leader which be in the front and
followers which follow the movement of leader. The updated location of leaders can
be calculated as follows:
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s1j =
{
Fj + c1((ub j − lb j ))c2 + lb j ) c3 ≥ 0

Fj − c1((ub j − lb j ))c2 + lb j ) c3 < 0
(31)

where; s1j represents the leader position in jth dimension, Fj is the food source
position in jth dimension ub j , and lb j indicate to the upper and lower bound of jth
dimension, c1, c2 and c3 are random numbers.c1 it represents the most important
parameter in SSA technique as it balances between exploration and exploitation
process that formulated as follows:

c1 = 2e−( 4l
L )

2

(32)

where; l is the current iteration and L represents the maximum number of iterations.
The updated location of followers can be calculated as follows:

sij = 1

2
a t2 +vot (33)

where; i ≥ 2, sij represents the position of ith followers in jth dimension. t is the
time,vo is the initial speed, and a = v f inal

vo
where v = x−xo

t . The discrepancy between
iterations is equal to 1 as the time in optimization is iteration, and considering vo = 0,
the equation of updating position of follower slaps can be written as follows:

sij = 1

2

(
sij − si−1

j

)
(34)

where; i ≥ 2, sij represents the position of ith followers in jth dimension (Fig. 11).

Fig. 11 a Individual salp,
b swarm of salps (salps
chain) [27]
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5.4 Sine Cosine Algorithm (SCA)

The sine cosine algorithm (SCA) behavior represents as achieving the optimal solu-
tions that based on the sine and cosine functions [28]. Multiple initial random solu-
tions are created through SCA to fluctuate towards or outwards the best solutions.
Steps of SCA to find the optimum solution can be discussed as follows:

The following position updating equations are proposed for sine and cosine
phases:

xt+1
i = xti + r1 × sin(r2) × ∣∣r3 pti − xti

∣∣ (35)

xt+1
i = xti + r1 × cos(r2) × ∣∣r3 pti − xtii

∣∣ (36)

where; xti is the positionof the current position in ith dimension at tth iteration, r1/r2/r3
are random numbers, pi is the position of the destination point in ith dimension, and
‖ represents the absolute value. These two equations are combined as follows:

xt+1
i =

{
xti + r1 × cos(r2) × ∣∣r3 pti − xtii

∣∣ r4 ≥ 0.5

xti + r1 × sin(r2) × ∣∣r3 pti − xti
∣∣ r4 < 0.5

(37)

where; r4 is a random number in [0, 1]. The four main parameters in SCA are r1, r2, r3
and r4. r1 indicates the next position regions, r2 defines how far the movement should
be towards or outwards the destination. r3 gives random weights for destination. r4
switches between the sine and cosine components as mentioned in Eq. (37) (Fig. 12).

Fig. 12 Effects of Sine and Cosine in Eq. (37) on the next position [28]
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6 Performance of System Frequency Interconnected DFIG

In this section, frequency response enhancement of two-area interconnected power
system with/without DFIG participation has been presented by using different
controller schemes that tuned by different optimization techniques. These studies
have been made to validate and verify the efficiency of the proposed techniques and
ensure that, when DFIG is participate with the interconnected power system, the
optimum performance of power system is achieved. As the higher degree of stability
and the quick response are desirable for any control process in the power system.
Also, at any interconnected power system, the performance indices and the degree
of relative stability must be focused on them. According to the above, investiga-
tion study of power system dynamics has been done and the acceptability of the
designed controller is established by computing peak overshoot, peak undershoot
and settling time of the transient responses. The small step load perturbation (SLP)
term is employed to examine the dynamic system stability of different power systems.

In this manuscript, two investigated interconnected power system are presented.
The first studied model summarized as a two-area thermal-thermal power system
considering GRCs with a neighbouring tie-line between them with 1% SLP and
without any DFIG penetration at both areas. The second investigated model is quite
like the first studied model, but the only difference is that DFIG participation at both
areas. The I and PID controllers are installed and adjusting to solve LFC problem at
both studied models. The I and PID controller parameters are optimized by Harris
Hawks Optimizer (HHO), Salp SwarmAlgorithm (SSA) and Sine Cosine Algorithm
(SCA) and selecting the best technique with the best controller to achieve more
system stability. MATLAB platform is the program which used to do simulations.

6.1 Impact of Integral (I) Controller for Enhancing
the Studied System Frequency

This scenario presents two studied model via applying HHO, SSA and SCA algo-
rithms to obtain the I controller parameters for achieving the system stability.
Comparisons have been made between these techniques to obtain the optimal
controller parameters for studied models. Whereas, the first model does not contain
any participation of DFIG at both areas, and it is the main different in the second
model which have DFIG penetration at both areas. Simulink results ensure that,
the performance of system frequency has been enhanced with DFIG participation in
frequency control and adjust. However, without DFIG participating in power system,
the overshoots (OS) and the undershoots (US) have high values and the settling time
become large. The primemovers and governors in power system have detected values
for normal operation condition while, for enhancing in the frequency response that
subjected to distortion after load perturbation, primemovers and governors are added
to the system with a new value.
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Fig. 13 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal I controller-based HHO, a frequency deviation in area 1, b frequency deviation in area
2, tie-line power deviation

6.2 Impact of HHO Using I Controller to Enhance System
Frequency with/Without DFIG

Figure 13 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using HHO.

6.3 Impact of SSA Using I Controller to Enhance System
Frequency with/Without DFIG

Figure 14 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using SSA.
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Fig. 14 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal I controller- based SSA, a frequency deviation in area 1 b frequency deviation in area
2, tie-line power deviation

6.4 Impact of SCA Using I Controller to Enhance System
Frequency with/Without DFIG

Figure 15 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using SCA.

It is clear that, there is a significant effect by adding DFIG at both areas via
applying all mentioned optimization techniques. There is a noticeable difference in
the frequency deviation of the first area in the case of with/without DFIG by applying
HHO, SSA and SCA. This difference represents in reducing both oscillations and
settling time and achieving more system stability after load perturbations. Table 1
presents the optimal parameters of I controller based mentioned optimization tech-
niques of this studied system model without the DFIG participation, as well as the
performance specifications; OS and US, of the studied system are shown in Table 2.
Similarly, Table 3 gives the optimal parameters of I controller based mentioned
optimization techniques of the studied system with the DFIG participation, and the
performance specifications; OS and US, of this studied system are shown in Table 4.

It is remarkable that in the case of the studied system considering GRCs without
DFIG participation, different optimization techniques gained the same objective
function which equals 0.033268 and the fastest optimization technique reaches
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Fig. 15 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal I controller- based SCA a frequency deviation in area 1, b frequency deviation in area
2, tie-line power deviation

Table 1 Obtaining I
controller parameters of the
studied system without DFIG
participation via different
optimization techniques

Controller parameters HHO SSA SCA

Ki1 0.4183 0.4174 0.4145

Ki2 0.174 0.1744 0.1761

Table 2 OptimizedOS andUS of area frequencies, tie power exchange and performance indices for
the studied system without DFIG participation via different optimization techniques via I controller

Different dynamic responses HHO SSA SCA

Dynamic response of (F1)* 10−3 OS 15.286 15.291 15.329

US −40.171 −40.174 −40.185

Dynamic response of (F2)* 10−3 OS 11.05 11.042 11.044

US −47.217 −47.216 −47.209

Dynamic response of (Ptie)* 10−3 OS 5.54 5.527 5.485

US −2.253 −2.253 −2.254

Objective function minimizing* 10−3 J 33.268 33.268 33.268
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Table 3 Obtaining I
controller parameters of the
studied system with DFIG
participation via different
optimization techniques

Controller parameters HHO SSA SCA

Ki1 0.5493 0.5863 0.6087

Ki2 0.4433 0.498 0.4305

Kwp1 0.5429 2.179 0.2728

Kwi1 0.571 1.6469 1.432

Kwp2 0.2 0.1586 0.1

Kwi2 0.1963 0.8752 0.6083

Table 4 Optimized OS and US of area frequencies, tie power exchange and performance indices
for the studied systemwith DFIG participation via different optimization techniques via I controller

Different dynamic responses HHO SSA SCA

Dynamic response of (F1)* 10−3 OS 9.929 11.867 8.974

US −33.291 −33.396 −33.172

Dynamic response of (F2)* 10−3 OS 9.478 9.666 9.161

US −36.049 −35.877 −36.049

Dynamic response of (Ptie)* 10−3 OS 3.124 2.708 3.504

US −1.762 −1.772 −1.752

Objective function minimizing* 10−3 J 3.15 3.2 3.10

firstly is HHO, then SCA, and finally SSA as shown in Fig. 16 which represents
the convergence curves of techniques.

Figure 17 shows the convergence curves of those optimization techniques with
the studied system considering GRCswith DFIG participation at both areas. It can be
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Fig. 16 Convergence curves of HHO, SCA and SSA in the case of the studied system considering
GRCs without DFIG participation via I controller
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Fig. 17 Convergence curves of HHO, SCA and SSA in the case of the studied system considering
GRCs with DFIG participation via I controller

noticeable that, all OS and US values have less magnitude compared with the state in
thefirstmodel. The comparisonbetween the convergence curves of the studied system
with/without DFIG participation ensures that the performance indices be better with
DFIG participation as noticeable in Table 4. In Fig. 17, HHO technique achieve the
objective function faster than SCA and SSA techniques. Whereas, objective function
value with SSA is 0.0032 but HHO and SCA objective functions are 0.00315 and
0.00310 respectively.

6.5 Effect of Applying Proportional-Integral-Derivative
(PID) Controller to Solve LFC Problem

This scenario presents two studied model via applying HHO, SSA and SCA algo-
rithms to obtain the PID controller parameters for achieving the system stability.
Comparisons have been made between these techniques to obtain the optimal
controller parameters for studied models. Whereas, the first model does not contain
any participation of DFIG at both areas, and it is the main different in the second
model which have DFIG penetration at both areas.



Frequency Stability of Two-Area Interconnected Power System … 315

Fig. 18 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal PID controller-based HHO a frequency deviation in area 1, b frequency deviation in
area 2, tie-line power deviation

6.6 Effect of Applying HHO Using PID Controller to Solve
LFC Problem with/Without DFIG

Figure 18 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using HHO.

6.7 Effect of Applying SSA Using PID Controller to Solve
LFC Problem with/Without DFIG

Figure 19 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using SSA.
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Fig. 19 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal PID controller-based SSA a frequency deviation in area 1, b frequency deviation in
area 2, tie-line power deviation

6.8 Effect of Applying SCA Using PID Controller to Solve
LFC Problem with/Without DFIG

Figure 20 shows frequency responses of two-area deregulated power system
considering GRCs and the exchanging power between both areas using SCA.

It is clear that, there is a significant effect by adding DFIG at both areas via
applying all mentioned optimization techniques. There is a noticeable difference in
the frequency deviation of the first area in the case of with/without DFIG by applying
HHO, SSA and SCA. This difference represents in reducing both oscillations and
settling time and achieving more system stability after load perturbations. Table 5
presents the optimal parameters of PID controller based mentioned optimization
techniques of this studied systemmodelwithout theDFIGparticipation, aswell as the
performance specifications; OS and US, of the studied system are shown in Table 6.
Similarly, Table 7 gives the optimal parameters of PID controller based mentioned
optimization techniques of the studied system with the DFIG participation, and the
performance specifications; OS and US, of this studied system are shown in Table 8.

In the studied case without DFIG participation, Fig. 21 shows the convergence
curves of mentioned techniques to obtain the objective function value. The faster
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Fig. 20 Dynamic performance of two-area interconnected power system considering GRCs using
the optimal PID controller-based SCA a frequency deviation in area 1, b frequency deviation in
area 2, tie-line power deviation

Table 5 Obtaining PID
controller parameters of the
studied system without DFIG
participation via different
optimization techniques

Controller parameters HHO SSA SCA

Kp1 0.5312 1.3525 0.135

Ki1 5 5 5

Kd1 4.1252 4.0511 4.2915

Kp2 5 4.9797 5

Ki2 5 5 5

Kd2 5 5 5

technique which obtained the objective function is SSAwith 0.00011816 value, then
HHO technique with 0.00011875 and finally SCA technique with 0.00012294 value.

Figure 22 shows the convergence curves of those optimization techniques with
the studied system considering GRCs with DFIG participation at both areas. It can
be noticeable that, all OS and US values have less magnitude compared with the state
in the case of without DFIG participation. The comparison between the convergence
curves of two studied systemensure that, the performance indices be betterwithDFIG
participation as noticeable in Table 8. The best objective function obtained by SSA
technique with 0.00002169 value, then HHO technique with 0.000021748 value and
finally SCAwith 0.000022686 value. These results ensure that, the best optimization
technique which applied for obtaining more system stability is SSA technique. To
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Table 6 Optimized OS and US of area frequencies, tie power exchange and performance indices
for the studied system without DFIG participation via different optimization techniques via PID
controller

Different dynamic responses HHO SSA SCA

Dynamic response of

(F1)* 10−3

OS 2.649 1.91 3.036

US −7.329 −7.343 −7.177

Dynamic response of

(F2)* 10−3

OS 2.165 1.649 2.432

US −5.734 −5.732 −5.735

Dynamic response of

(Ptie)* 10−3

OS 0.594657 0.395146 0.703034

US −0.437774 −0.344077 −0.562747

Objective function

minimizing* 10−4

J 1.1875 1.1816 1.2294

Table 7 Obtaining PID
controller parameters of the
studied system with DFIG
participation via different
optimization techniques

Controller parameters HHO SSA SCA

Kp1 1.7817 1.8154 1.3604

Ki1 5 5 5

Kd1 3.8809 3.9013 3.8021

Kp2 5 5 3.7725

Ki2 5 5 4.9925

Kd2 5 5 5

Kwp1 0.6505 4.9875 0.6015

Kwi1 0.8492 4.9796 0.3103

Kwp2 3.8236 3.6131 1.6409

Kwi2 1.4185 0.1715 0.1334

Table 8 OptimizedOS andUS of area frequencies, tie power exchange and performance indices for
the studied system with DFIG participation via different optimization techniques via PID controller

Different dynamic responses HHO SSA SCA

Dynamic response of (F1)* 10−3 OS 1.44 1.602 1.849

US −7.42 −7.394 −7.555

Dynamic response of (F2)* 10−3 OS 1.354 1.443 1.813

US −5.66 −5.66 −5.748

Dynamic response of (Ptie)* 10−3 OS 0.299986 0.339562 0.33154

US −0.297823 −0.305615 −0.28545

Objective function minimizing* 10−4 J 0.21748 0.2169 0.22686
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Fig. 21 Convergence curves of HHO, SCA and SSA with the studied system considering GRCs
without DFIG participation via PID controller
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Fig. 22 Convergence curves of HHO, SCA and SSA with the studied system considering GRCs
with DFIG participation via PID controller

make the comparison more obviously, Fig. 23 contain that; (a) cost function of the
applied optimization techniques in the studied system without DFIG participation
using I controller, (b) cost function of the applied optimization techniques in the
studied system with DFIG participation using I controller, (c) cost function of the
applied optimization techniques in the studied system without DFIG participation
using PID controller, and (d) cost function of the applied optimization techniques in
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Fig. 23 Comparisons between optimization techniques performance for minimizing the objective
function a first model with I controller, b second model with I controller, c first model with PID
controller, d second model with PID controller

the studied system with DFIG participation using PID controller. Figure 23a shows
that all optimization techniques achieve the same objective function and it refers into
there is no method is better than the other but, Fig. 23b shows that SCA achieve
the least objective function means that more system stability has been obtained by
using the optimal I controller-based SCA. It can be noticeable that all cost func-
tions in Fig. 23b gained less values compared to which gained in Fig. 23a because
of the contribution of DFIG participation. Figure 23c shows that SSA achieve the
least objective function means that more system stability has been obtained by using
the optimal PID controller-based SSA. It is clear that, the obtained cost functions
in Fig. 23c are more little than objective functions in Fig. 23b, which using DFIG.
Hence, the performance of the PID controller is more effective than I controller
even though, DFIG has been penetrating with the model which contain supplemen-
tary I controllers. Figure 23d shows the least obtained cost functions according to
adjusting PID controller parameters with DFIG participation. SSA achieve the least
cost function by 0.00002169 value compared to SCA and HHO. It can be said that,
DFIG make a significant effect by paralleling with traditional units and using PID
secondary controllers to adjust the LFC and achieve more system stability with less
oscillation.

As a future work and research gaps, the applications of PMU and wide-area
monitoring systems inmodern power systems operation, control, stability, protection
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and security should be well-investigated [29–33]. PMUs are the backbone of wide
are monitoring system that can improve the overall security and stability of power
systems. Therefore, it is suggested to make in-depth evaluation of the power system
security under the new environment control based one PMUs data. Likewise, the link
between small signal stability stabilizers and automatic generation control loop can
be suggested for improving the overall stability in future smart grids.

7 Conclusions

This chapter provides a brief introduction to theDFIG that usedwidely inwind farms.
The mathematical modelling of two-area interconnected power system considering
GRCs was presented in this chapter. The first proposed model consists of two-area
interconnected power system without DFIG penetration. The second investigated
model looks like the first one except the penetration of DFIG at both areas. Also, this
chapter presented the control model of DFIG based wind turbine paralleling with
conventional generators. HHO, SSA and SCA optimization techniques have been
applied in the deregulated power systems for obtaining optimal I and PID controller
parameters to solve LFC problem. Many comparisons were made for selecting the
best optimization techniques which achieve optimal controller parameters at both
studied models to enhance the system frequency. From results, it can be concluded
that, the system performance has been enhanced by participating DFIG with thermal
power plants. Systemperformance enhancement has been summarized inminimizing
OS and US of two-area frequencies and tie-line power exchange signals. The robust-
ness of the PID controller has been confirmed by making several studying cases. It
is noteworthy, the PID controller has the ability to enhance system stability more
than I controller even though using DFIG with these I secondary controller at both
areas. Briefly, the least objective function has been achieved via SSA which has
become dominated by obtaining the optimal PID controller parameters with the
second studied model which contains DFIG. Also, it can be said that, when planning
engineers intends to establish two-area thermal-thermal power system, the presence
of DFIG at both areas is necessary to enhance the performance. Also, system stability
has been achieved using SSA to adjust the secondary PID controllers at both areas.

Appendix

Parameter (Notation) Value (Unit)

DFIG inertia constant at first area (He1) 3.5 (p.u.M.W)

DFIG inertia constant at second area (He2) 3.5 (p.u.M.W)

(continued)
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(continued)

Parameter (Notation) Value (Unit)

Power system gain at first area (Kp1) 62 Hz/(p.u.MW)

Power system gain at second area (Kp2) 62 Hz/(p.u.MW)

Power system time constant at first area (Tp1) 10 s

Power system time constant at second area (Tp2) 15 s

Rated power at the first area (pr1) 1000 MW

Rated power at the second area (pr2) 1000 MW

Generation rate constraint (GRC) at non-reheat thermal unit 1 15% (p.u.MW)/min

Generation rate constraint (GRC) at non-reheat thermal unit 2 15% (p.u.MW)/min

Coefficient of synchronizing (T12) 0.07p.u.MW/HZ

Constant of speed regulation at first area (R1) 3 Hz/(p.u.MW)

Constant of speed regulation at second area (R2) 3 Hz/(p.u.MW)

Wind turbine time constant at first area (Ta1) 0.2 s

Wind turbine time constant at second area (Ta2) 0.2 s

Speed governor time constant at first area (Tg1) 0.1 s

Speed governor time constant at second area (Tg2) 0.1 s

Steam turbine time constant at first area (Tt1) 1 s

Steam turbine time constant at second area (Tt2) 1 s

Frequency measurement starting time at first area (Tr1) 0.1 s

Frequency measurement starting time at second area (Tr2) 0.1 s

Washout filter starting time at first area (Tw1) 6 s

Washout filter starting time at second area (Tw2) 6 s
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Wide-Area Measurement-Based Voltage
Stability Assessment by Coupled
Single-Port Models

Jian-Hong Liu, Heng-Yi Su, and Chia-Chi Chu

Abstract As the power system becomes more stressed and the penetration of inter-
mittent renewable energies increase, voltage stability assessment (VSA) becomes a
key concern formaintaining and enhancing the security of bulk power systems. Phys-
ically, the phenomenon of voltage instability is indeed caused by an uncontrollable
drop in system voltage after being subjected to a disturbance. This deterioration may
ultimately result in voltage collapse that has been responsible for several blackout
incidents. So far, a vast number of methods ranging from simple static techniques to
complex dynamic methods have been proposed for performing VSA. More recently,
with wide deployment of synchronized phasor measurement units (PMUs), PMU-
based wide area measurement system (WAMS) has attracted lots of interests from
both academia and industry. In this chapter, recent developments of measurement-
based coupled single-port models will be presented for VSA.Generally speaking, the
concept of the coupled single-port model is to decouple a mesh power grid into sev-
eral single-port local equivalent models with considering extra coupling impedances.
By collecting real-time PMU measurements in each individual load bus, the reac-
tive power response derived from the extended Ward-type equivalent model can be
applied to eliminate the reactive power mismatch of the existing single-port model.
Meanwhile, these parameters of the Thevenin equivalent circuit in the existing single-
port model will be modified by a mitigation factor to improve the model accuracy
of VSA. Since the proposed method is simple, several voltage stability indicators
can be easily extended with slight modifications. Simulations are conducted on two
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test systems, including IEEE 57-bus and IEEE 118-bus test systems, to validate the
accuracy of the proposed method.

Keywords Voltage stability assessment · Secondary voltage control · Coupled
single-port models · WAMs · Voltage control · Reactive power control · Power
system stability

1 Introduction

As the increasing penetration level of intermittent renewable energies becomes the
recent trend of energy utilizations in modern power systems, the voltage stability
assessment (VSA) has raised a significant concern for the maintenance and enhance-
ment of the security in the large-scale power grid [1]. Nowadays, a vast number
of approaches regarding to VSA, ranging from static methods to complex dynamic
techniques, have been addressed.

In the past few decades, two major approaches, model-based methods and
measurement-based methods, have been developed to solve this VSA. Usually,
accurate system parameters are required in model-based approaches in order to
achieve precise VSA estimations. Several methods, including power flow approaches
(CPFLOW) [2–4], direct methods [5], and optimal power flow appraoches [6, 7],
have been developed along this direction. In these model-based approaches, physi-
cal constraints, such as line thermal limits and reactive power limits of generators,
can be included in the analysis of VSA. However, theses approaches inherently exist
computational complexities when applied for practical large-scale power grids under
real-time environment.

With rapid advances of the technologies in Phasor Measurement Unit (PMUs),
new advanced technologies of measurement-based approaches are very suitable to
perform themonitoring of the voltage stability by exploring their characteristics from
vast measurement data. In early advance, measurement-based approaches are based
on a single-port model which is constructed by localmeasurements and used for VSA
on the basis of themaximumpower transfer theorem. Similarly, several voltage stabil-
ity indicators (VSIs) have also been proposed [8–12]. Moreover, various emergency
control methods have also been recommended [13–15]. The superior advantage of
measurement-based approaches is the computational simplicity and make real-time
applications possible. On the contrary, these methods may have inaccuracies due
to the limited measurement information from a single location. Recognizing the
demand of unifying measurements from different locations, relying by a trustworthy
communication network, various approaches have been proposed. Along this direc-
tion, the monitoring systems have been developed for wide-area voltage stability
prediction. In recent years, the trend for wide-area VSA focuses on the develop-
ment of the voltage stability estimation systems in real-time environment [16, 17].
The core technology in wide-area VSA is based on multi-port equivalent Thevenin
models. Based on this circuit topology, coupled single-port models were proposed
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to represent equivalent Thevenin parameters measured by wide-area measurements
[18–21]. The fundamental idea of coupled single-port models is to decouple a com-
plicated power system into several individual equivalent single-port branch with an
extra coupling impedance. Under the scenario of proportional increasing loads, the
accurate VSI can be achieved from this individual equivalent branch. However, from
extensive simulations using the existing coupled single-port models, underestima-
tions have been observed for VSAwhen the non-proportional load-increase scenario
is considered.

In order to effectively eliminate inaccuracies, we have proposed the modified
coupled single-port models to improve its accuracy [22]. In the proposed model,
reactive power response factor (RPRF) [23, 24], defined by the voltage ratio of
the reactive power and the voltage variations for load buses, is adopted. The core
technique is to eliminate the RPRF mismatch between the power network and the
measurement-based model. Therefore, for each load bus, the accuracy of voltage
profile is able to greatly ameliorated. The extra reactive power support carried out
by inserting the shunt admittance is provided to modulate the RPRF on the coupled
single-port model. Specifically, the associated procedure of this modulation can be
described as the parameter modifications of the existing model by using a mitigation
factor. Under load scenarios, the proposed modified model is able to report accept-
able voltage profiles. Therefore, the accuracy can be significantly improved for load
margin estimations in VSA. Other salient features of the proposed modified coupled
single-port model can be summarized as follows:

1. Any load variation scenarios can be utilized and have no limitation.
2. The extended Ward-type equivalent model can be converted to a special version

to represent our proposed model. Therefore, the accurate reactive power response
can also be expected.

3. By using the proposed mitigation factor, the existing single-port model will be
modified to construct the proposed modified model.

4. Based on two consecutive PMUmeasurements, themitigation factor is calculated.
5. These existing VSIs such as the L-index and the maximal loading parameter, can

be slightly modified for performing more accurate VSA.

This chapter will report recent advances in wide-area measurement-based VSA by
coupled single-port models. The rest of the chapter is organized as follows. Sect. 2
will provide an overview of existing coupled single-port models. Technical details
of the proposed modified coupled single-port model will be addressed in Sect. 3.
Simulation studies of IEEE 57-bus and IEEE 118-bus test systems are conducted in
Sect. 4 to validate the accuracy of the proposed method. Finally, some conclusions
are made in Sect. 5.

2 Existing Coupled Single-Port Models

The fundamental idea of the measurement-based VSA is based on the so-called
impedance matching theorem used in the single-port Thevenin equivalent model.



328 J.-H. Liu et al.

Current and voltage phasors for local load buses are measured by PMUs, and the
associated single-port Thevenin equivalent branch model of the rest power system,
seen from the local bus, can be easily obtained according to the measured volt-
age and current phasors. When the impedance matching between the equivalent
load impedance and the system Thevenin equivalent impedance occurs, the voltage
instability will appear. Based on this fundamental of single-port equivalent model,
several works, such as the conventional L-index [25] and the improved L-index [26],
have been proposed for VSIs in the past two decades. Nevertheless, when dynamic
loads with nonlinear complexities get involved, variations in Thevenin equivalent
impedances cannot be well addressed in such single-port model. In order to over-
come such predicament, the multi-port equivalent models have been proposed in
recent years [18–20].

2.1 Fundamental of Coupled Single-Port Models

In the framework of the multi-port equivalent models, several coupled single-port
branch models are organized together to form a coupled single-port network [21].
In the inter-connected power system, all buses can be categorized by three types:
generator buses, load buses, and zero-injection buses. It is noted that the injection
current at zero-injection buses is zero. Accordingly, the relationship between the
injection current and the terminal voltage for these three types of buses can be
formulated as [20] ⎡

⎣
ĪL
0
IG

⎤
⎦ =

⎡
⎣
YLL YLT YLG

YT L YTT YTG

YGL YGT YGG

⎤
⎦

⎡
⎣
VL

VT

VG

⎤
⎦ , (1)

where Y denotes the system admittance matrix. Voltage and current phasor for buses
can be expressed by V and I . Load buses, zero-injection buses and generator buses
can be presented in the subscripts L , T , G. When suitable PMU placements are
assumed, the power system can be completely full observable. Thus, for load buses,
voltage and current phasor can be measured properly by real-time PMU [27]. As the
first row, corresponding to the load current in (1), is arranged, the circuit equation of
the Thevenin equivalent model can be expressed by [20]:

VL = ZLL(YLT Y
−1
T T YTG − YLG)VG + ZLL ĪL = Eeq − ZLL IL , (2)

where the reversal load current is denoted by ĪL = −IL . The equivalent voltage
source is expressed by Eeq = Y−1

LL (YLT Y
−1
T T YTG − YLG)VG . The system equivalent

impedance is shown by ZLL = (YLL − YLT Y
−1
T T YT L)

−1 [20]. When (2) considers the
coupling term, for the i-th load bus, the equivalent circuit model can be represented
as [20]:



Wide-Area Measurement-Based Voltage Stability Assessment … 329

VLi = Eeq,i − ZLLii ILi −
n∑

j=1,i �= j

ZLLi j IL j = Eeq,i − ZLLii ILi − Ecoupled,i , (3)

for i = 1, 2, 3, · · · , n, where the diagonal entry in ZLL can be denoted by ZLLii , and
the i − j non-diagonal entry is expressed by ZLLi j . For the i-th equivalent branch
model, the equivalent voltage source can be denoted by Eeq,i . The voltage and current
phasors are represented by VLi and ILi for the i-th load bus. For the i th equivalent
branchmodel, the coupling effect fromother loads ismodelled as the couplingvoltage
source and expressed by Ecoupled,i . Several previous methods have been mentioned
on modelling the coupling voltage source Ecoupled,i when the single-port topology is
maintained [20]. If such coupling effect is modelled as the coupled impedance, the
coupled impedance will remain approximately constant as loads increase. It means
that the coupling effect is more suitable to be represented as the coupled impedance
for VSA. Specifically, the coupled impedance Zcoupled,i is expressed by [20]

Zcoupled,i = Ecoupled,i/ILi =
n∑

j=1,i �= j

ZLLi j (IL j/ILi )

=
n∑

j=1,i �= j

ZLLi j (S
∗
L j/S

∗
Li ) × (V ∗

Li/V
∗
L j ), (4)

where the complex power load at the i-th load bus is denoted by SLi . It is inter-
esting to note that the complex power ratio SL j/SLi remains almost constant when
loads are increasing proportionally. Moreover, the voltage ratio VLi/VLj also keeps
approximately constant. Two constant ratioswill lead to the fact of the nearly constant
coupled impedance Zcoupled,i [20]. It also reveals that the equivalent impedance Zeq,i

is also nearly constant, which can be modelled as the series impedance connection
of ZLLii and Zcoupled,i , as expressed by

Zeq,i = ZLLii + Zcoupled,i . (5)

Now, the coupled single-port models with n equivalent branch models are defined
and depicted in Fig. 1. All parameters in coupled single-port models shown in Fig. 1
can be calculated if current and voltage phasors, ILi and VLi , are measured by PMUs.

2.2 Voltage Stability Indicators

In this chapter, two VSIs will be discussed. According to its simplicity, the great
potential of these indicators make them possible for the application of real-time
VSA [11, 25, 26]. Due to the simplicity of the result expressions and the numerical
computations, these indicators have prominent potential to be applied in real-time
voltage stability assessment.
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2.2.1 Maximum Loading Parameter

According to the voltage law in the Kirchhoff circuit theorem, for the i th equivalent
branch, the corresponding circuit equation regarding to the load power Pi + j Qi and
the load voltage VLi can be expressed by

|Zeq,i |2
[
|VLi |4+(2Pi Req,i + 2Qi Xeq,i − |Eeq,i |2)|VLi |2

]
+ |Zeq,i |4(P2

i + Q2
i ) = 0,

(6)
where the equivalent Thevenin impedance is expressed by Zeq,i = Req,i + j Xeq,i .
When the load power is parameterized as λi (Pi + j Qi ) by the loading parameter λi ,
(6) can be reformed as a quadratic function of |VLi |2. When the loading parameter
λi arrives at the maximal loading parameter λ∗

i , there exists the unique solution for
the quadratic function [13], where

λ∗
i =

|Eeq,i |2(−Pi Req,i − Qi Xeq,i +
√

(P2
i + Q2

i )|Zeq,i |2)
2(Req,i Qi − Xeq,i Pi )2

− 1. (7)

Then, if all coupled single-port models have collected the corresponding maximal
loading parameters λ∗

i , the smallest one is selected as the system maximal loading
parameter, as expressed by

λ∗
sys = min

i=1,...,n
λ∗
i . (8)

2.2.2 L-Index

The fundamental of the L-index comes from the impedancematching theorem. Thus,
it is defined by the ratio of the equivalent impedance Zeq,i to the equivalent load
impedance ZLi . For the i-th load bus, the L-index is defined as

Li =
∣∣∣∣Zeq,i/ZLi

∣∣∣∣=
∣∣∣∣(ZLLii ILi +

∑
j �=i

ZLLi j IL j )/VLi

∣∣∣∣

Fig. 1 The coupled
single-port equivalent
multi-port model
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=
∣∣∣∣(ZLL IL)i/VLi

∣∣∣∣=
∣∣∣∣1 − (ZLLȲLGVG)i/VLi

∣∣∣∣, (9)

where the composite admittance is denoted by ȲLG = YLT Y
−1
T T YTG − YLG . When the

power system become stressed and is close to the voltage collapse point, Li at the
critical load bus will approach to 1.

2.3 Limitations of The Current Model

When the proportional-increase load scenario is considered, the equivalent Thevenin
impedance Zeq,i and the coupling impedance Zcoupled,i keep constant in the existing
coupled single-port model. However, we have observed that the coupled impedance
Zcoupled,i fails to maintain constant while all loads are not increased propor-
tionally. Therefore, the nonlinear nature of power flow variables is reflected in
the nonlinearity of power flow equations and furthermore results in the inaccu-
racy for VSA. In order to concretely illustrate such inaccuracy, the simulation
in IEEE 14-bus system is considered. In IEEE 14-bus system, eight loads are
utilized. By PMU measurements, the variations on real and reactive power for
load buses are given by �P = [0.1, 0.2, 0.1, 0.2, 0.5, 0.2, 0.1, 0.2] and
�Q = [0.1, 0.2, 0.1, 0.2, 0.25, 0.2, 0.1, 0.2]. Obviously, all loads are assigned
non-proportional-increase load scenarios.

In Fig. 2, the voltage ratio VLi/VL1 with respect to all load buses at the 1-th load
bus is illustrated under various loading parameters. Figure 3 depicts the waveform
of the couple impedance Zcoupled,i for all equivalent branches under various loading
parameters. The number showing in figures indicates the label of the analysed eight
loads. By using the existingmodel, all dispersedmaximum loading parameters for all

Fig. 2 The voltage ratio
VLi/VL1 with respect to all
load buses at the 1-th load
bus
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Fig. 3 The waveform of the
coupled impedance
Zcoupled,i for all the
equivalent branches model
under various loading
parameters
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Fig. 4 The estimated
maximum loading
parameters by the existing
model in IEEE 14-bus test
system

1 2 3 4 5 6 7 8
0

5

10

15

20

25

Equivalent branch number 

L
oa

di
ng

 p
ar

am
et

er

Maximal loading parameter
=0.71

equivalent models are sketched, as shown in Fig. 4. Exploring these eight load buses,
it can be observed that the 5-th load bus has the smallest maximum loading parameter
and is regarded as the critical load bus. At the critical load bus, by using CPFLOW
method and the existing model, P-V curves can be analysed and will be compared, as
shown in Fig. 5. Clearly, the larger mismatch exists between estimated load margin
λ∗
sys = 0.71 from existing model and actual load margin λ∗

CPFLOW = 1.363 from
CPFLOW.

Through examining theories and simulations, three observations can be summa-
rized:

1. At each branch of existing coupled single-port model, the coupled impedance
variations are not ignorable if non-proportional load-increase scenarios are con-
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Fig. 5 P-V curves depicted
by CPFLOW method and
analysed by the existing
model for the critical load
bus
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sidered. If loads are not increased proportionally in the existing model, the vari-
ations in the coupled impedance are significant and cannot be neglected.

2. Due to inconstant coupling impedance, the voltage profile in the existing model
may be quite worse.

3. If real-time PMU measurements are utilized to modify the coupled impedance,
the voltage profile in the modified model can be greatly improved and has more
accurate VSA.

In order to overcome these difficulties, the notion of the reactive power response will
be introduced in the next section for constructing the modified coupled single-port
model to properly address the voltage profile from load variations.

3 The Modified Coupled Single-Port Model

3.1 Extended Ward Equivalent

The basic in the Ward-type equivalent leads to constructing equivalent networks for
the external power system [23, 28]. By the initialization of the Ward-type equiva-
lent, real power flows can be accurately addressed. Nevertheless, the poor accuracy
appears in reactive power flows. In order to improve theWard-type equivalent against
such poor accuracy, the extended Ward-type equivalent is adopted later to retain the
reactive power response of the power system. As a matter of fact, the coupled single-
port model can be treated as a particularWard-type equivalent in which each load bus
is considered as the boundary bus, as shown in Fig. 6. Local load models and cou-
pled single-port models can be modelled as the internal and external systems from
the particular Ward-type equivalent. In order to improve the poor reactive power
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Fig. 6 Ward-type equivalent
model
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response in the current model, the modified coupled single-port model is built up by
utilizing the extended Ward-type equivalent. Decoupled reactive power-flow equa-
tions can be utilized to describe the extended Ward-type equivalent models [23, 28].
The conventional decoupled reactive power-flow equations can be utilized to express
the extended Ward-type equivalent as follows:

Bw

[
�|Vb|
�|Vt |

]
=

[
B ′

w B ′
bt

B ′
tb B ′

t t

] [
�|Vb|
�|Vt |

]
=

[
�Qb

|Vb|
�Qt

|Vt |

]
, (10)

where Bw matrix comes from the Gaussian elimination of the admittance matrix Y .
The voltage regarding to the internal system and the boundary buses can be expressed
by Vt and Vb.�|Vt | and�|Vb| represent the voltage deviations at the internal system
and the boundary buses.�Qt and�Qb are expressed as the deviations of the reactive
power for the internal system and the boundary buses.

By rearranging (10), for boundary buses, the relationship between the voltage and
the reactive power deviation is denoted as [23, 24]

�Qwb = |Vb|B ′
w�|Vb|. (11)

Due to measurable deviations �Qwb and �|Vb| estimated by two consecutive mea-
surements, can be calculated as follows:

B ′
w = �Qwb/(|Vb|�|Vb|). (12)

Here, the reactive power response factor (RPRF) can be defined by the term B ′
w,

representing the ratio of the two deviation, �|Vb| and �Qwb, for boundary buses.
Since the existing model has poor voltage approximations, RPRF analysed in the
formula (11) has mismatch with the one calculated in (12) by PMU measurements.
Hence, minimizing the mismatch is necessary.

3.2 Modifications of Coupled Single-Port Model

In this subsection, the major aim is to assure that RPRF calculated from equivalent
branch models can be much closer to that measured from power grid model. By the
case, themismatch of the voltage profile betweenpower systemand equivalent branch
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Fig. 7 RPRF estimations for
eight loads on IEEE 14-bus
test system
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models can be eliminated. At the i-th load bus, by using two available consecutive
PMU measurements, the load variation direction γi (k) at a time stamp k can be
denoted by

γi (k) = �Pi (k)

�Qi (k)
= Pi (k) − Pi (k − 1)

Qi (k) − Qi (k − 1)
. (13)

The current measurement technology has been addressed the ranged sampling time
from about 8 ms to 30 ms [29]. In our application, 10 ms is adopted. The sensitivity
formula is utilized to represent the relationship between the load voltage variation
�|VLi | and the reactive power variation �Qi . Then, (6) is performed the partial
derivative to�|VLi |,�Qi and�Pi , and the sensitivity formula can be obtained. Due
to the fact of �Pi (k) = γi (k)�Qi (k), the sensitivity formula can be expressed by

4|Zeq,i |2|VLi |3�|VLi | + 2|Zeq,i |2
[
2Pi Req,i + 2Qi Xeq,i − |Eeq,i |2

]
|VLi |�|VLi |

+ 2|Zeq,i |2
[
Piγi (k)|Zeq,i |2 + 2Qi |Zeq,i |2 + Xeq,i |VLi |2+Req,i |VLi |2γi (k)

]
�Qi = 0,

(14)
where the high-order terms can be neglected and the ratio �Qi/�|VLi | can be
derived. Hence, the ratio �Qi/�|VLi | can be calculated by

�Qi/�|VLi | = d/e,

where

d = −4|Zeq,i |2|VLi |3−2|VLi ||Zeq,i |2(2Pi Req,i + 2Qi Xeq,i − |Eeq,i |2), and

e = 2|Zeq,i |2|VLi |2[Xeq,i + Req,iγi (k)] + 2|Zeq,i |4(Piγi (k) + Qi ).
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Now, at the i-th equivalent branch model, the associated RPRF BFeq,i (k) can be
expressed by

BFeq,i (k) = �Qi/(|VLi |�|VLi |) = d/(|VLi |e). (15)

On the other aspect, through two consecutive PMU measurements, wide-area RPRF
BFsystem,i at the i-th load bus is assessed as follows:

BFsystem,i (k) = Qi (k) − Qi (k − 1)

[VLi (k) − VLi (k − 1)]VLi (k)
. (16)

Due to the rapid PMU measurements, BFsystem,i (k) will vary significantly with var-
ious loading conditions. As the voltage collapse point approaches, BFsystem,i (k) is
close to zero, as depicted in Fig. 7. The poor and inaccurate voltage profile in the
existing model reveals that BFsystem,i (k) for power system is larger than BFeq,i (k) in
the equivalent branch. It also leads to the fact that the equivalent impedance Zeq,i has
the highermismatchwith the onemeasured by PMU. Thus, the equivalent impedance
Zeq,i must be scaled down. In order to effectively perform the reduction in the equiv-
alent impedance, an additional shunt admittance YCi is connected in the existing
model, as shown in Fig. 8. The associated formula in the modified equivalent branch
is expressed by

VLi = Eeq,i − Zeq,i I
′
Li , (17)

where I ′
Li = (1 − YCi VLi/ILi )ILi denotes the modified load current. If the modified

load current is introduced to (17), the load voltage VLi is rewritten as

VLi = (αi Zeq,i ILi + VLi ) − αi Zeq,i ILi , (18)

where the mitigation factor is defined by αi = 1 − YCi VLi/ILi . Therefore, the equiv-
alent impedance Zeq,i can be modified through the multiplied mitigation factor αi .
When forcing RPRF of each modified model to be identical to the one measured
from wide-area PMUs, the mitigation factor αi can be obtained. It can be expressed
as

BF ′
eq,i (k) = BFsystem,i (k), (19)

where the RPRF estimated from the modified model can be represented by BF ′
eq,i (k)

with the mitigation factor αi . For the purpose of the effective equivalent impedance
reduction, the range 0 ≤ αi ≤ 1 is the constrains for the mitigation factor αi . Now,
at the i-th equivalent branch, the modified coupled single-port model is utilized to
represent the load voltage VLi .

VLi = E ′
eq,i − Z ′

eq,i ILi , (20)

where the modified equivalent voltage source and the equivalent impedance can be
expressed by E ′

eq,i = αi Zeq,i ILi + VLi and Z ′
eq,i = αi Zeq,i . Then, the i-th modified
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Fig. 8 Equivalent series
compensation of the i-th
coupled single-port model
from the shunt admittance
YCi

Li Li
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Fig. 9 The the i-th modified
coupled single-port model Li Li

eq,i i eq,i Li Li

eq,i i eq,i

Li i i

coupled single-port model can come from themodification of the i-th coupled single-
port model, as depicted in Fig. 9.

Now, for the i th modified model, the equivalent impedance is replaced by Z ′
eq,i

in (15) to obtain the modified RPRF BF ′
eq,i . The modified equivalent voltage E ′

eq,i
can be separated into the real and imaginary components, as written by

E ′
eq,i = VLi + Z ′

eq,i ILi = VLi + αi VLine,i = (VLRi + jVLMi ) + αi (VRi + jVMi ),

(21)

where the two-axis representation of the load voltage is VLi = VLRi + jVLMi .
The cross voltage at the equivalent impedance is denoted by VLine,i = VRi + jVMi .
The formula (19) can be reformulated through the replacement of (15) and (21) and
modified by

BFsystem,i (k) = α2
i κ1 + αiκ2 + κ3

α2
i κ4 + αiκ5

, (22)

where all coefficients can be expressed by
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κ1 = |Zeq,i |2(V 2
Ri + V 2

Mi ),

κ2 = |Zeq,i |2(2VRi VLRi + 2VMiVLMi − 2Pi Req,i − 2Qi Xeq,i ),

κ3 = |Zeq,i |2(V 2
LRi + V 2

LMi − 2|VLi |2, )
κ4 = |Zeq,i |4(Piγi (k) + Qi ), and

κ5 = |Zeq,i |2|VLi |2(Xeq,i + Req,iγi (k)). (23)

It can be noticed that κ2 is equal to zero since we can formulate each term of κ2 as

VRi VLRi = (Req,i ILRi − Xeq,i ILMi )VLRi = Req,i ILRi VLRi − Xeq,i ILMi VLRi ,

VMiVLMi = (Req,i ILMi + Xeq,i ILRi )VLMi = Req,i ILMi VLMi + Xeq,i ILRi VLMi ,

Pi Req,i = (VLRi ILRi + VLMi ILMi )Req,i = VLRi ILRi Req,i + VLMi ILMi Req,i , and

Qi Xeq,i = (VLMi ILRi + VLRi ILMi )Xeq,i = VLMi ILRi Xeq,i − VLRi ILMi Xeq,i , (24)

where the load current can be denoted by ILi = ILRi + j ILMi . Clearly, it can be
found that combining terms in (24) leads to κ2 = 0. Furthermore, by simplifying
the formula (22), the mitigation factor αi can be obtained by solving the following
quadratic equation:

aα2
i + bαi + c = 0, (25)

where coefficients a, b and c can be represented by

a = BFsystem,i (k)|Zeq,i |2(Piγi (k) + Qi ) − |VLine,i |2,
b = BFsystem,i (k)|VLi |2(Xeq,i + Req,iγi (k)), and

c = |VLi |2. (26)

Coefficients a, b, and c possess the following characteristics:

• If the positive reactive power variation is considered for �Qi > 0, the nature of
loads leads to the negative load voltage variation �VLi < 0. It can be concluded
that BFsystem,i (k) ≤ 0.

• Since ZIP load model or voltage dependent load model [30, 31] can be considered
in the modelling of the studied loads, at each load bus, real and reactive power will
increase together, indicating the consequence γi (k) ≥ 0 by (13).

If the conditions γi (k) ≥ 0 and BFsystem,i (k) ≤ 0 are held, these coefficients a and b
can be identified as a < 0 and b ≤ 0. Moreover, the coefficient c is ranged by c > 0
due to |VLi | ∈ [0, 2). Thus, the mitigation factor αi can be solved for the i th modified
coupled single-port model by

αi = −b − √
b2 − 4ac

2a
. (27)

Due to αi ∈ [0, 1], we choose the smaller solution.



Wide-Area Measurement-Based Voltage Stability Assessment … 339

Thus, the generated mitigation factor αi leads to the construction of the pro-
posed modified coupled single-port models. Obviously, it can be clearly observed in
(20) that the modified equivalent voltage source E ′

eq,i and the modified equivalent
impedance Z ′

eq,i can be analysed as functions of αi , Zeq,i , VLi and ILi . It is worthy to
know that all these terms, αi , Zeq,i , VLi , ILi , BFsystem,i (k) and γi (k), can bemeasured
by PMUs. Thus, following such framework, the conventional L-index and the max-
imal loading parameters can be accordingly modified to perform the enhancement
of VSA.

3.3 Computational Algorithm

The explicit procedures of establishing the modified coupled single-port model are
addressed as follows:

• Step 0: Read the current power system data.
• Step 1: Use (3) to construct the existing multi-port equivalent model. The equiva-
lent voltage source and the equivalent impedance can be calculated in (5) by PMU
measurements.

• Step 2: Use two consecutive PMU measurements to compute γi and BFsystem,i in
(13) and (16).

• Step 3: Solve the quadratic equation (25) to obtain the mitigation factor αi .
• Step 4: By using themodified equivalent impedance Z ′

eq,i and themodified equiva-
lent voltage source E ′

eq,i , the modified coupled single-port models are constructed.
• Step 5: PerformVSAby computing L-index and themaximum loading parameters
in modified coupled single-port models.

IEEE 14-bus test system is utilized to verify the feasibility of the proposed mod-
ified coupled single-port model. All maximum loading parameters in modified cou-
pled single-port models are depicted in Fig. 10. CPFLOW method and the modified
coupled single-port model perform P-V curve analysis at the critical load bus, as
shown in Fig. 11. From the simulation results, the load margin estimation in the pro-
posed model is reported by λ∗

sys = 1.3544 while the actual one by CPFLOWmethod
is λ∗ = 1.363. Obviously, the poor voltage profile in the proposed model is greatly
improved. Besides, the L indices derived from the existing model and the proposed
model are also analysed at the critical load bus and depicted in Fig. 12. Apparently,
it can be found that the modified L-index is more accurate on VSA.

3.4 Extension to Generator Reactive Limits

In the framework of the proposed model, VSA still meets the limitation of the accu-
racy since physical constraints of power system cannot be included in the proposed
model. In order to illustrate the feasibility, the case study of considering generator
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Fig. 10 The all maximal
loading parameters
calculated from eight
modified coupled single-port
models in IEEE 14-bus test
system

1 2 3 4 5 6 7 8
0

2

4

6

8

10

12

14

Equivalent branch number

L
oa

di
ng

 p
ar

am
et

er

Maximal loading parameter
=1.3544 

Fig. 11 P-V curves
analysed by the modified
coupled single-port model
and CPFLOW method at the
critical load bus on IEEE
14-bus test system

0 0.2 0.4 0.6 0.8 1 1.2 1.4
0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

Loading parameter

V
ol

ta
ge

 a
t t

he
 5

th
lo

ad
 b

us
 (

p.
u)

 

 
estimated voltage profile
CPFLOW’s votage profile

reactive power limits is conducted in IEEE 14-bus test system. If the load-increase
scenarios are given the same load variations as Fig. 2, reactive power limits will be
encountered at generators 1, 2, and 3 one by one. According to the nature of syn-
chronous generators, the violation of reactive power limits leads to the conversion of
the operation in which the generator buses of synchronous generators are changed
to negative load buses. As a result, optimistic load margin estimation results may be
reported in the proposed model, as depicted in Fig. 13. The most effective strategy
to improve the model deficiency is re-partitioning the multi-port framework of the
proposed model when the reactive power limits are encountered. Therefore, the re-
partitioning is implemented by changing PV busmode, also denoted by the generator
bus mode, into PQ bus mode, expressed by load bus mode. Next, the transition on
bus modes will be illustrated in the following simulation example.
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Fig. 12 Comparisons
between the existing L5 and
the proposed modified Lm

5 on
IEEE 14-bus test system
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Fig. 13 P-V curve analysis
results under considering
generator reactive power
limits, not considering
generator reactive power
limits and the modified
coupled single-port model on
IEEE 14-bus test system
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Here, generator reactive power limit is considered in the case study of IEEE 14-
bus system. In this case study, only generator at the bus 6 considers its reactive power
limit with−1 < Qlimit < 1 such that its reactive power may meet the reactive power
limit (Q6 = 1) when its output real power poses P6 = 0.5. As a result, the generator
increases its output real power and keeps its output reactive power constant. The
critical load bus is also recognized at the 5-th load. For IEEE 14-bus test system, Fig.
14 shows P-V curves of CPFLOW, PV bus mode and PQ bus mode with considering
generator reactive power limit. The maximal loading parameters of PV bus mode
and PQ bus mode obtained from the modified model on IEEE 14-bus system can
be depicted in Fig. 15. PV bus mode represents that the generator keeps its PV bus
mode in the proposed modified couple single-port models when it meets the reactive
power limit. On the contrary, PQ bus mode denotes that the original PV bus mode is
changed into PQ bus mode in the proposed modified models. As depicted in Fig. 14,
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Fig. 14 P-V curves of
CPFLOW, PV bus mode, and
PQ bus mode with
considering generator
reactive power limit in IEEE
14-bus system
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Fig. 15 The maximal
loading parameters of PV
bus mode and PQ bus mode
obtained from the modified
coupled single-port model in
IEEE 14-bus system
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the load margin from CPFLOW is λ∗ = 0.7126 and the result from PQ bus mode has
a slight underestimation result λ∗

sys = 0.6645. On the other hand, the result from PV
bus mode has a larger overestimation λ∗

sys = 0.9967. Results can be concluded that
the generator has been changed as a negative load when it meets the reactive power
limit such that the original PV bus mode of the generator is necessary to be modified
to PQ bus mode.

According to theoretical developments and numerical explorations in simple sys-
tem mentioned earlier, now we are in the position to extend the proposed computa-
tional algorithm of the modified coupled single-port model to develop the modified
algorithm with considering reactive power limits of generators as follows:
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• Step 0: Read the current power system data.
• Step 1: Use (3) to construct the existing multi-port equivalent model. The equiv-
alent voltage source and equivalent impedance can be determined in (5) by PMU
measurements at each load buses.

• Step 2: Use two consecutive PMU measurements to compute γi and BFsystem,i

described in (13) and (16).
• Step 3: Solve the quadratic equation (25) to obtain the mitigation factor αi .
• Step 4: Construct the modified coupled single-port model by using the modified
equivalent impedance Z ′

eq,i and the modified equivalent voltage source E ′
eq,i .• Step 5: PerformVSAby computing L-index and themaximum loading parameters

in modified coupled single-port models.
• Step 6: If reactive power limits of some generators are encountered, the re-partition
of themulti-port equivalentmodels is performed by changing these generator buses
into load buses; Otherwise, stop the algorithm.

• Step 7: Go to Step 1 by fixing the reactive loading power at those new load buses
as the reactive power limits of these generators.

To validate the performance of the above the modified algorithmwith considering
generator reactive limits, simulation studies on two IEEE test systemswill be reported
in the next section.

4 Case Studies

In this section, simulation studies will be conducted on IEEE 57-bus and IEEE 118-
bus test systems to verify the accuracy of the proposed model. Simulation studies are
designed to perform VSA under conditions, with and without considering reactive
power limits of generators, on IEEE 57-bus and IEEE 118-bus test systems. In the
simulations, all load variations are assumed by �Pi (k) = �Qi (k) = 0.2 for even
number i and �Pi (k) = �Qi (k) = 0.1 with odd number i .

4.1 IEEE 57-Bus System without Considering Generator
Reactive Power Limit

In the subsection, reactive power limit of generators is not included in the the simu-
lation on IEEE 57-bus test system. Total load consumption is assigned 40 + j19.37
MVA with a 0.9 lagging power factor for each load bus. At the beginning, by the
analysis of CPFLOW method, the critical load bus is identified at the 5-th load bus.

The system maximum loading parameter, determined by CPFLOW method,
reports λ∗

CPFLOW = 1.955. However, the underestimation result of VSA, λ∗
syso =

mini {λ∗
i } = λ∗

5 = 0.3354, is reported in the existing model, as depicted in Fig. 16.
On the contrary, more accurate estimation of the maximum loading parameter,
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Fig. 16 Maximum loading
parameters estimations
without considering
generator reactive power
limits in IEEE 57-bus system
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Modified coupled single−port model
Existing coupled single−port model

Maximal loading
parameter =1.8771
(modified model)

Maximal loading
parameter =0.3354
(existing model)

Table 1 Comparisons of maximal loading parameters without generator reactive power limit

Test systems Models Estimated λ∗
sys λ∗

CPFLOW Mismatch(%)

(a) IEEE 14-bus
system

Existing model 0.71 1.363 −47.9

Modified Model 1.3544 1.363 −0.63

(b) IEEE 57-bus
system

Existing model 0.3354 1.955 −82.84

Modified Model 1.8771 1.955 −3.984

(c) IEEE 118-bus
system

Existing model 2.8225 5.0746 −44.379

Modified Model 4.9856 5.0746 −1.753

λ∗
sysm = 1.8771, can be obtained in the proposed modified model. The two mod-

els can be compared and list the comparison in Table1b. In Table1b, it clearly shows
that the proposed model is more accurate than the existing model. The mismatch
between the existing and the proposed models can be depicted in Fig. 17 under var-
ious loading conditions. Obviously, the VSA estimation in the proposed model is
more accurate than the existing model even for the light load case. Besides, the mod-
ified version of the L-index is also used to perform VSA. In Fig. 18, the comparison
between the modified and the existing L-indices are illustrated for the 5-th load bus.
Results clearly address that themodified L-index by the proposedmodel can produce
more accurate VSA to exactly detect the voltage collapse point.
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Fig. 17 Mismatch of the
system maximal loading
parameters estimation λ∗

sys
under various loading
conditions without
considering generator
reactive power limits on
IEEE 57-bus test system
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Fig. 18 Comparisons of the
existing L5 and the proposed
modified Lm
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4.2 IEEE 57-Bus System with Considering Generator
Reactive Power Limit

In this subsection, three generators at buses 3, 6 and 8 consider their reactive power
limits given by −1 < Qlimit < 1, and three generators are designed to hit their reac-
tive power limits inwhich QG3 = −1, QG6 = −1 and QG8 = 1 are addressed respec-
tively under the specific output real power PG3 = 1.4, PG6 = 1.3 and PG8 = 2.5.

All loads are also assigned with 40 + j19.37 MVA with the power factor 0.9
lagging. As generators encounter the reactive power limits, the generator reactive
power tends to keep constant with QG3 = −1, QG6 = −1 and QG8 = 1 while the
output real power keeps increasing. CPFLOW method reports the maximal loading
parameter λ∗

CPFLOW = 1.8868. As the existing couple single-port model is utilized,
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Fig. 19 The maximal
loading parameters of the
existing model with
considering generator
reactive power limit in IEEE
57-bus system
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Fig. 20 The maximal
loading parameters of the
modified model with
considering generator
reactive power limit in IEEE
57-bus system
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the critical load is addressed at the 5-th load bus. As shown in Fig. 19, the result
λ∗
syso = mini {λ∗

i } = λ∗
5 = 0.1697 reveals the underestimations of load margin in the

existing model. If the proposed modified model is employed, the estimated result
λ∗
sysm = 1.8836, addressed at the critical 4-th load bus, represents the accurate result,

as illustrated in Fig. 20.
The comparison is conducted on both models, as appeared in Table 2a. It reveals

that the proposed modified model is more accurate. Fig. 21 shows the waveform of
the modified Lm

5 and the existing L5. Results clearly demonstrate that the associated
modified L-index is also accurate for detecting the voltage collapse point.
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Table 2 Comparisons of maximal loading parameters with generator reactive power limit

Test systems Models Estimated λ∗
sys λ∗

CPFLOW Mismatch(%)

(a) IEEE 57-bus
system

Existing model 0.1697 1.8868 −91.005

Modified Model 1.8836 1.8868 −0.1696

(b) IEEE 118-bus
system

Existing model 2.7444 4.935 −44.3891

Modified model 4.8443 4.935 −1.8379

Fig. 21 Comparisons of the
existing L-index L5 and the
modified L-index Lm

4 with
considering generator
reactive power limit in IEEE
57-bus system
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4.3 IEEE 118-Bus System without Considering Generator
Reactive Power Limit

The numerical simulation are performed without considering generator reactive
power limits on IEEE 118-bus test system. In IEEE 118-bus test system, 53 loads are
amounted to the total complex power loading of 530 + j256.69 MVA with the 0.9
lagging power factor for each load bus. In the beginning, the system maximum load-
ing parameter, analysed by CPFLOW method, is reported by λ∗

CPFLOW = 5.0746
and also utilized to address the critical load bus at the 10-th load bus.When the system
maximum loading parameter is determined in the existing model, underestimation
results present with λ∗

syso = 2.8225. On the contrary, more accurate estimation result,
λ∗
sysm = 4.9856, appears in the proposed model. All the maximum loading param-

eters of all equivalent branch models for the existing and the proposed models are
integrated in Fig. 22. The comparison of the mismatches between the existing and
the proposed models are summarized in Table 1c. Under various loading conditions,
the mismatches of the maximum loading parameter estimation between the existing
and the proposedmodels are shown in Fig. 23. It can be concluded that the significant
improvement of the accuracy appears in the proposed model.
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Fig. 22 Maximal loading
parameter estimations
without considering
generator reactive power
limits on IEEE 118-bus
system
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Fig. 23 Mismatch of
maximal loading parameter
estimation λ∗

sys under various
loading conditions without
considering generator
reactive power limits on
IEEE 118-bus system
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In addition, the L-index is also utilized to verify the feasibility for VSA. For that,
Fig. 24 clearly shows that the L-index Lm

10 in the proposed model is very accurate to
locate the voltage collapse point.

4.4 IEEE 118-Bus System with Considering Generator
Reactive Power Limit

In this subsection, the reactive power limit (−0.5 < Qlimit < 0.5) of five generators,
equipped at buses 72, 26, 34, 73 and 103 , is considered in the simulation. In the
simulation, five generators hit the reactive power limits of QG72 = QG26 = QG34 =
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Fig. 24 Comparisons of the
existing L10 and the
modified Lm

10 without
considering generator
reactive power limits on
IEEE 118-bus system
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Fig. 25 Estimations of the
maximal loading parameters
with considering generator
reactive power limit in IEEE
118-bus system

0 10 20 30 40 50
0

50

100

150

200

250

300

350

400

450

500

Equivalent branch number

L
oa

di
ng

 p
ar

am
et

er

 

 
Modified couple single−port model
Existing coupled single−port model

Maximal loading parameter
=4.8443
(modified model)

Maximal loading 
parameter
=2.7444
(existing model)

QG73 = QG103 = 0.5 while their output real power are given by P72 = 0.1, P26 =
3.14, P34 = 0.1, P73 = 0.1 and P34 = 0.4 respectively.

Load consumption 530 + j256.69 MVA with the power factor 0.9 lagging is
assigned in all loads. When encountering reactive power limit, the generator reactive
power keeps constant and their output real power keeps increasing. CPFLOWmethod
reports the maximal loading parameter λ∗

CPFLOW = 4.935. The critical load bus is
identified at the 10-th load bus. As shown in Fig. 25, if the existing model is utilized,
the estimated result λ∗

syso = mini {λ∗
i } = λ∗

5 = 2.7444 shows the underestimations.
On the contrary, the proposed modified model is accurate by the estimated result
λ∗
sysm = 4.8443. Comparison studies, as illustrated in Table 2b, also reveal that the

proposed modified model is more accurate by the much smaller mismatch. Fig. 26
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Fig. 26 Comparisons of the
existing L-index L10 and the
modified L-index Lm

10 with
considering generator
reactive power limit in IEEE
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shows the waveform of the existing L10 and the modified Lm
10. It can be observed that

the accurate modified L-index is also accurate to detect the voltage collapse point.

5 Conclusion

In this work, the modified coupled single-port model is proposed to perform the high
accurate measurement-based long-term VSA. By using two consecutive PMU mea-
surements, the mitigation factor can be calculated and utilized to modify the existing
coupled single-port model. Accordingly, the proposed modified coupled single-port
model can be constructed. The additional reactive power support corresponds to
the reactive power response from the extended Ward-type network equivalent, also
indicating to the basic of the mitigation factor. Due to the measurement-based calcu-
lation of the mitigation factor, it is suitable to be applied in real-time environment.
Moreover, the proposed model can be slightly modified to perform VSA considering
generator reactive power limits. In the proposed work, both L-index and maximum
loading parameters are examined for VSA. Case studies are conducted on IEEE 57-
bus and IEEE 118-bus test systems to verify the accuracy of the proposed modified
coupled single-port model in VSA.
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Abstract Voltage instability is a growing threat to the security and the reliability
of power grids, especially as the penetration level of intermittent renewable energies
increase significantly in recent years. Voltage instability and even voltage collapse
will take place as the loss of control of the voltage profiles in a power system. To
achieve more efficient voltage regulation in power systems, the hierarchical three-
level coordinated voltage control mechanism has been developed recently to prevent
voltage collapse through the appropriatemanagement of reactive power sources. This
chapter presents recent developments in adaptive secondary voltage control (SVC)
by utilizing real-time measurements of power systems obtained from the wide-area
measurement system (WAMS). These methods are adaptive in the sense that load
disturbances are estimated from synchronized phasors ofWAMS in nearly real-time.
Thus, these control inputs of SVC can be synthesized to minimize deviations in load
voltage profiles under the worst-case scenario. Uncertainties in measurement are
also taken into considerations by exploring the maximum likelihood (ML) method to
further improve SVC performance. Comprehensive simulations on a variety of IEEE
benchmark systemshavebeenperformed to verify the feasibility and the effectiveness
of these schemes.
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1 Introduction

Voltage instability has recently become one of the primary threats to security and
reliable operation of power grids, especially as the penetration level of intermittent
renewable energies increase significantly in recent years [1]. Voltage instability and
even voltage collapse will take place as the loss of control of the voltage profiles in
a power system. In history, a number of severe blackout events have been reported
to be associated with this class of voltage instability problems [2].

To achieve more efficient voltage regulation in power systems, the Automatic
voltage control (AVC) scheme has been developed in the past few decades as a
countermeasure to reduce the risk of voltage collapse. As shown in Fig. 1, the hierar-
chical architecture of AVC consists of three levels: tertiary, secondary, and primary
voltage regulation. Tertiary voltage control (TVC) is tasked with determining the
optimal pilot-bus set points for secondary voltage control (SVC). SVC is tasked with
regulating voltage and reactive power in the power system. Primary voltage control
(PVC) is taskedwith handling random short-term deviations in voltage via automated
voltage regulators. Numerous research studies have been achieved in developing
SVCs. For example, the pioneer work was initialized in France [3]. Later works have
been developed in other European countries [3–7], Brazil [8], South Africa [9], the
United States [10, 11], and China [12].

In the past two decades, various methods have been presented to design SVCs.
Some of them have been devoted to the pilot-bus selection problem [3–6, 16, 17].
Once the locations of pilot nodes are determined, two available control laws can be

SVC
Secondary Voltage 

Control

TVC
Ter ary Voltage 

Control

PVC
Primary Voltage 

Control

G

             
Rest of the system

Pilot Bus

Fig. 1 Hierarchical architecture of AVC
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applicable in SVC design. Typically, the control method focuses only on regulating
voltages at the given pilot buses, but this kind of method is easily influenced by
system topological variations. However, this approach is susceptible to variations in
system topology. Recent advances in SVC consider voltage variations in pilot buses
as well as other load buses to ensure good performance despite variations in topology
[17–25]. Researchers have also developed a system referred to as robust secondary
voltage control (RSVC) based on the worst-case design (WCD) scheme [21, 22];
however, that approach depends heavily on a given set of assumptions and is not
easily adapted to prevailing system conditions.

To overcome the drawback of the RSVC method, our recent developments in
adaptive SVC will be presented in this chapter [23–25]. These proposed methods
are adaptive in the sense that load disturbances are estimated in real-time from the
wide-areameasurement systems (WAMS) [26, 27].Wide-areameasurement systems
(WAMS)comprise a variety of phasormeasurement units (PMUs),whichgive precise
time-synchronizedmeasurements from voltage phasors and current phasors covering
a wide area. Thus, this coherent and time-synchronized WAMS can be considered
in synthesizing more accurate control schemes for wide-area power system voltage
control. In this study, it was assumed that PMUs were placed at target pilot nodes.
Changes in pilot-bus voltage at a given location are re-formulated as an equality
constraint. Control inputs are used to ensure that the most extreme changes in load
voltage are constrained within a predefined range. Voltage magnitudes at pilot buses
are used as inputs, which generate control actions as outputs.

In our first study [23], we presented a two-phase algorithm. The objective in the
first phase was to minimize the total reactive power under the equality constraint
generated by the pilot bus. The objective in the second phase was to identify an
optimal set of control solutions capable of minimizing the worst-case deviations in
load voltage. The fact that the objective function involved minimizing the worst-
case change in load voltage made it possible to ensure precise and highly-responsive
secondary voltage control. That scheme was shown to outperform the conventional
robust method in terms of control accuracy and computation time.

In our second study [24], we presented aWAMS-based SVCmethod in which the
successive approximate vector ∞-norm minimization algorithm was used to solve
the nonlinear constrained optimization problem, while taking into account power
flow equality constraints as well as control variable inequality constraints. The basic
strategy involved the iterative linearization of the nonlinear constrained equation
as fast-decoupled power flow (FDPF) equations, wherein deviations in load bus
voltage were expressed in terms of load disturbance and control variables. Extensive
simulations on various IEEE benchmark systems demonstrated the feasibility and
effectiveness of this approach.

In our most recent study [25], we reformulated the SVC problem as a robust
optimization problem using the maximum likelihood (ML) approach to overcome
errors in the measurement data. An interior-point technique was employed to solve
the ML problem. This approach greatly outperforms other worst-case-based SVC
methods in terms of advantages and effectiveness. Numerical studies on several
IEEE benchmark systems have confirmed these claims.
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The remainder of this chapter is organized as follows. In Sect. 2, an overview
of WAMS-based SVC will be provided. A two-phase adaptive WAMS-based SVC
Scheme will be proposed in Sect. 3. The successive approximate vector ∞-norm
minimization algorithm to solve the nonlinear constrained optimization problem
with considering both power flow equality constraints and control variable inequality
constraints will be studied in Sect. 4. The ML-based robust SVC will be investigated
in Sect. 5. Finally, some comparison studies and conclusions will be made in Sects.
6 and 7 respectively.

2 Overview of WAMS-Based SVC

2.1 Problem Statement

Consider the following voltage-var control model

[�Q] = B[�|V|], (1)

where�Q,�|V|, andB are injected reactive power deviations, bus voltagemagnitude
deviations, and system susceptance, respectively. We rewrite (1) as follows:

[
�QG

�QL

]
=

[
BGG BGL

BLG BLL

][
�|VG|
�|VL|

]
, (2)

where subscripts L and G are utilized to denote load buses and generator buses.
Furthermore, let

q = �QL and (3)

u = �|VG| (4)

respectively refer to reactive power load disturbances and control variables. There-
fore, �|VL| is expressed in terms of q and u as

�|VL| = J1q − J2u, (5)

where J1 and J2 are matrices in the following forms:

J1 = B−1
LL , (6)

J2 = J1BLG . (7)
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2.2 WAMS-Based SVC

Figure 2 presents the feedback control structure of SVC, where monitored deviations
in pilot-bus voltage are used as control inputs to generate VC actions. Suppose that
PMUs are installed tomonitor voltage variations at all of the target pilot nodes, which
can be defined as follows:

�|VP| = ∣∣V∗
P

∣∣ − |VP|, (8)

where
∣∣V∗

P

∣∣ and |VP | respectively denote pilot-bus set-point voltages and pilot-bus
measured voltages.

On the other hand, since �|VP | are only some elements of J1q, �|VP | can be
rewritten as

�
∣∣Vp

∣∣ = Jpq, (9)

where Jp is the matrix with the rows of J1 associated with the buses selected.

3 Adaptive WAMS-Based SVC Scheme

In our first study onWAMS-based SVC, the objective function of our optimal control
model was to minimize the worst-case variations in �|VL|. In mathematical terms,
the problem involved minimizing ‖ �|VL| ‖∞. Figure 3 details the computational
procedure of the proposed adaptive SVC (ASVC) scheme, in which �|VP | are used
as control inputs. The task in the first phase is to identify a value for q, such that
Jpq = �

∣∣Vp
∣∣. In this research, we use the least-norm technique to approximate

parameter vector q without the need to take further measurements. Hence, we can
state the problem of optimizing q as follows:

minimize‖q ‖2 (10)

subject to Jpq = �
∣∣Vp

∣∣. (11)

The optimal q* can be obtained by

q∗ = J T
p

(
Jp J

T
p

)−1
�

∣∣Vp
∣∣. (12)

The second phase of the computation process involves identifying the optimal
set of control solutions by minimizing ‖ �|VL| ‖∞ based on q*. Thus, the voltage
control strategy is formulated as the following search problem:



Adaptive WAMS-Based Secondary Voltage Control 359

Fig. 3 Computational
procedure used in ASVC

min
u

‖�|VL| ‖∞ = min
u

∥∥ J1q∗ − J2u
∥∥∞ (13)

subject to umin ≤ u ≤ umax (14)

where umin and umax represent the lower and upper limits of u. The expression (13)
can be cast as a linear programming (LP) problem. Such LP problem can be solved
by interior-point algorithm [28].

4 Successive Approximation Algorithm for ASVC

Researchers have developed awide range of SVCmethods [21–23] based onWCD.A
review of the literature revealed thatWCD schemes are based on the linearizedmodel
of FDPF equations. Note however that linearized Q-V models do not necessarily
address all of the voltage stability issues in the electrical power systems encountered
in the real world.

In our second study, the VC problem was formulated as a nonlinear constrained
optimization problem:

min
u

f = ‖ �|VL| ‖∞ (15)

g(x,u,P,Q) = 0, and (16)



360 H.-Y. Su et al.

Fig. 4 Solution process of the proposed successive approximation algorithm

umin ≤ u ≤ umax, (17)

where (16) denotes the nonlinear power flow equation, in which x, P, and Q are
vector of bus voltage phasors, vector of active bus powers, and vector of reactive bus
powers, respectively.

Figure 4 illustrates the solution process of the proposed successive approximation
algorithm for solving the problem (15)–(17). The idea of this algorithm is that the
nonlinear constrained Eq. (16) is iteratively linearized as the FDPF equations which
approximate (16). In the FDPF equations, �|VL| is expressed in terms of q and u,
where q can be linearly estimated by |VP |. Then the problem (15)–(17) was resolved
iteratively by successively solving the approximate LP problem. The convergence of
FDPF equations is well-established in the literature [29]; therefore, it is reasonable
to expect that this algorithm should always reach convergence.

5 ML-Based Robust SVC

Traditional WAMS-based SVC methods [22–24] do not consider cases in which
measured data from WAMS may contain errors. In this research, we consider the
following problem
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vi = b̃T
i u + εi , i = 1, . . . , nL (18)

where vi are load bus voltage data measured from PMUs; εi are measurement errors
with density pu(ε); b̃T

i are the rows of J2; and nL is the number of load buses.
The log-likelihood function for (18) is defined by

L(u) � log

(
n∏

i=1

pu(εi )

)

= log

(
n∏

i=1

pu(vi − b̃T
i u)

)

=
n∑

i=1

log
(
pu(vi − b̃T

i u)
)

(19)

Due to the fact that ε in field PMU data has a Laplace distribution [30], pu(ε) =
(1/2σ) exp

(−|ε|/σ
)
for some σ > 0. Hence, we rewrite (19) as

L(u) =
n∑

i=1

log

⎛
⎝ 1

2σ
exp

⎛
⎝−

∣∣∣vi − b̃T
i u

∣∣∣
σ

⎞
⎠

⎞
⎠

=
n∑

i=1

⎛
⎝− log(2σ) −

∣∣∣vi − b̃T
i u

∣∣∣
σ

⎞
⎠

= − n log(2σ) − 1

σ

n∑
i=1

∣∣∣vi − b̃T
i u

∣∣∣ (20)

The concept underlying the maximum likelihood method [31] is to estimate u
capable of maximizing L(u), i.e.,

minimize − L(u) = n log(2σ) + 1

σ

n∑
i=1

∣∣∣vi − b̃T
i u

∣∣∣ (21)

The solution to the problem (21) is independent of σ; therefore, the problem (21)
can be cast as a LP problem. Such problem can be solved by interior-point algorithm
[28]. The illustration of the proposed ML-based robust SVC is given in Fig. 5.
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Fig. 5 Overview of the proposed ML-based robust SVC

6 Case Studies and Results

In this section, we present numerical examples of the control methods mentioned
above. Analysis was performed using the IEEE 14-bus, IEEE 30-bus, IEEE 118-
bus benchmark test systems. All of the data are provided in [32]. All of the control
methods were implemented in MATLAB. Note that all numerical simulations were
performed on a personal computer with an Intel Core i7 CPU (3.4 GHz) with 8-GB
RAM.

To evaluate SVC performance, voltage profile improvement (VPI) and loss ratio
(LR) are considered. Both of them are defined by

yrms =
√√√√ 1

nL

nL∑
j=1

∥∥y j∥∥2
2 (22)

LR(%) = transmission loss

total system load
× 100 (23)

where yj is the resulting load bus voltage change. Notice that lower VPI and LR
values indicate better performance.

Figure 6 presents a typical case involving the IEEE 118-bus, before and after
application of our SVC scheme. It is clear that |VL| improved considerably following
implementation of the control actions.
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Fig. 6 Typical case for IEEE 118-bus

6.1 Effects of the Number of Pilot Buses

We performed a performance comparison of the proposed ASVC with RSVC when
applied to the IEEE 14-bus and IEEE 30-bus test systems. The measure used to
evaluate the performance can be expressed as

ȳrms
n p

= 1

nr

nr∑
j=1

yrms
j (24)

where np is the number of pilot buses and nr is the number of simulation runs.
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Fig. 7 Comparison results in terms of ȳrms
n p

for each np

Figure 7 compares the performance of ASVC and RSVC under selected cases.
Clearly the ȳrms

n p
values obtained using ASVC are far lower than those obtained using

RSVC. This means that for a limited number of pilot buses, ASVC is superior to
RSVC. As shown in Fig. 8, ASVC also outperformed RSVC in terms of computation
time.

6.2 Impact of Incoherent Dataset of |Vp|

We examined the impact of an incoherent dataset of |Vp| on SVC performance by
performing multiple simulations under a variety of load disturbances with various
np. Let

∣∣V0
p

∣∣ =

⎡
⎢⎢⎢⎢⎣

∣∣V 0
1

∣∣∣∣V 0
2

∣∣
...∣∣∣V 0
np

∣∣∣

⎤
⎥⎥⎥⎥⎦ and

∣∣V1
p

∣∣ =

⎡
⎢⎢⎢⎢⎣

∣∣V 0
1

∣∣ + α∣∣V 0
2

∣∣ + α
...∣∣∣V 0

np

∣∣∣ + α

⎤
⎥⎥⎥⎥⎦ (25)

respectively represent a coherent dataset and an incoherent dataset. In (25),
{∣∣V 0

i

∣∣ | i = 1, 2, . . . , np} denote |VP | with the same time-stamp and α is a
random number uniformly distributed between −0.03 and 0.03 p.u.



Adaptive WAMS-Based Secondary Voltage Control 365

1 2 3 4 5 6 7 8
No. of pilot points

10

15

20

25

30

Av
g.

 C
PU

 T
im

e 
(m

s)
, A

SV
C

100

200

300

400

Av
g.

 C
PU

 T
im

e 
(m

s)
, R

SV
CIEEE 14-bus

1 2 3 4 5 6 7 8
No. of pilot points

20

30

40

50

Av
g.

 C
PU

 T
im

e 
(m

s)
, A

SV
C

200

400

600

800

1000

1200

Av
g.

 C
PU

 T
im

e 
(m

s )
, R

SV
CIEEE 30-bus

Fig. 8 Comparison results in terms of average computation time for each np

Figure 9 demonstrates the test results in which a smaller ȳrms
n p

value is indicative
of better performance. This figure clearly shows performance degradation when the
control method was applied to an incoherent dataset.

6.3 Impact of Load Disturbances

The robustness and performance of the WCD-based methods were verified in a wide
range of experiments using different types of load patterns. The variations in load
included active and reactive powers ranging from roughly 10% to 40% of the initial
load level.

Figure 10 presents the results of simulations performed on the various test systems
under different load levels using an assortment of load variations and load patterns.
Clearly, the VPI values computed using the method [22] and method [23] are far
higher than the proposed method. Conversely, the VPI points obtained using the
proposed method are smaller.
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Fig. 9 Impact of an incoherent dataset of |VP | on SVC performance

In the above-mentioned simulations using IEEE test platforms (ranging fromsmall
to bulk systems), the proposed method achieved acceptable performance regardless
of system size.

6.4 Impact of Topology Changes

We studied a large number of test cases before assessing the performance of the
WCD-basedmethods.We conducted these simulations using a variety of test systems
under a variety of line outage situations. Figure 11 presentsVPI index results obtained
under various line outage conditions. Clearly, the proposedmethod outperformed the
method [22] and the method [23], regardless of the line outage conditions.

6.5 Impact of Measurement Errors

In this study,we considered a total vector error of 1% in our simulations of noisy PMU
data, in accordancewith IEEE standards [33]. The results obtained usingWCD-based
methods [22, 23] are compared with those obtained using the proposed robust ML
method. Figures 12 and 13 respectively present the compared results under different
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Fig. 10 Comparison results of VPI index under different load disturbance cases for the test system

measurement error cases. Form the show figures, it is clear that the proposed robust
ML method performed well even in cases of 1% measurement error.
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Fig. 11 Comparison results of VPI index under different line outage cases for the test system

7 Conclusion

To achieve better voltage control in power grids, this chapter provide an overview of
our recent developments about adaptive WAMS-based SVC schemes. The optimal
control actions are determined by using WCD. The proposed schemes aim to use
voltage magnitudes at pilot buses as control feedback to optimally manage reactive
power sources in the enhancement of system voltage profile. With the utilization of
synchrophasors from WAMS as trigger signals, an efficient and accurate SVC can
be achieved. Extensive simulations on various IEEE benchmark systems have been
investigated to demonstrate the advantage and effectiveness of the proposed schemes.
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Fig. 12 Comparison results of VPI index under different measurement error cases for the test
system
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Fig. 13 Comparison results of LR index under different measurement error cases for the test system
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Applications of Decision Tree
and Random Forest Methods
for Real-Time Voltage Stability
Assessment Using Wide Area
Measurements

Heng-Yi Su, Yu-Jen Lin, and Chia-Chi Chu

Abstract Traditionally, voltage stability assessment (VSA) are widely investigated
by model-based approaches. Several achievements have been developed along this
direction, including continuation power flow methods (CPFLOW), direct methods,
and optimal power flow methods. Since precise model information are required and
their computations are very demanding, their applications to real-time VSA are chal-
lenging, especially when network operating conditions and/or network topologymay
be always changed. In recent years, with wide deployment of synchronized phasor
measurement unit (PMUs), PMU-based wide area measurement system (WAMS)
has already attracted lots of interests in investigating VSA in advanced artificial
intelligence approaches. By collecting real-time big data from power grids and
studying these historical data through statics analytics, somepredictionmodels can be
constructed for VSA of the current operation conditions. This chapter presents some
recent advances in data mining framework for power system VSA under real-time
environments. The proposed framework adapts a new enhanced online random forest
(EORF) algorithm to update decision trees (DTs), such as tree growth and replace-
ment. Bymeans ofweightedmajority voting, one of the ensemble learning skills, DTs
in the random forest are able to reach consesus to deal with power system changes.
The proposed EORF framework is first tested on IEEE 57-bus power systems, and
then is applied to Taiwan 1821-bus power system. Through comprehensive computer
simulations, the robustness, the computation speed, as well as the assessment accu-
racy, of the proposed EORF framework are justified for assessing the power system
voltage stability in real-time.
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1 Introduction

Voltage collapse is a crucial issue in operations and control ofmodern power systems,
as many major power outage incidents around the world have been associated with
this class of instability mechanism [1, 2]. This issue not only results in significant
economic losses but also exerts unpredictable impacts on people’s lives and industrial
productions. In view of this, an accurate real-time voltage stability assessment (VSA)
tool to quickly identify whether a current operating state is prone to voltage collapse
or not becomes a necessity for system operators to take corresponding control actions
for preventing possible voltage collapse.

Traditionally, VSA are widely investigated by model-based approaches. Several
achievements have been developed along this direction including continuation power
flow methods (CPFLOW), direct methods, and optimal power flow methods [3,
4]. Since precise model information are required and their computations are very
demanding, their applications to real-time VSA are challenging especially when
network operating conditions and/or network topology may be always changed.
In recent years, with wide deployment of synchronized phasor measurement
unit (PMUs), PMU-based wide area measurement system (WAMS) has already
attracted lots of interests in investigating VSA in advanced artificial intelligence
(AI) approaches [5, 6]. By collecting real-time big data from power grids and
studying these historical data through statics analytics, some prediction models can
be constructed for VSA of the current operation conditions. Several recent studies
have been demonstrated that VSA by advanced AI approaches have better perfor-
mance in terms of the accuracy and the computational speed in comparison with
conventional model-based approaches [7–12].

Among diverse branches of AI, data mining (DM) approaches have attracted
much attention since they exhibit some ensemble learning ability. Classification and
regression are the two main streams in data mining technology. Generally speaking,
data mining approaches aim to extract models and patterns of interest from large-
scale data sets. Among them, a decision-tree (DT), a non-parametric supervised
learning method, is the simplest representation for classification and regression. The
goal is to create a model that predicts the value of a target variable by learning simple
decision rules inferred from the data features. Tree learning comes closest to meeting
the requirements for serving as an off-the-shelf procedure for data mining, however,
they are seldom accurate: trees that are grown very deep tend to learn highly irregular
patterns: they over-fit their training sets. In order to overcome this difficulty, random
forest (RF)methods have been proposed later to explore the ensemble learning of DT
techniques by averaging multiple deep DTs, trained on different parts of the same
training set, with the goal of reducing the variance.ARF classifier is constructed from
random sample selections and random variable selections, where each tree classifier
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in the forest relies on the values of a random vector sampled independently and with
the same distribution for all trees. Therefore, the RF classifier can be treated as an
improved composite classification model.

In recent modern power grid applications, some of these advanced AI methods
have beendevoted to transient stability problems aswell as voltage stability problems.
For example, techniques with considering local regression and adaptive database in
DM approaches have been developed for achieving the seamless adaptation among
different operating conditions and network configurations [13]. It has been demon-
strated that this method is more applicable in the system with high renewable
penetration.

In general, collections of new data points occurs offline, and data points are
transmittedperiodically. In this sense, the predictionmodel for online voltage stability
assessment may need to be retrained based on the updated training database only. To
the author’s best knowledge, most of the existing data mining based methods retrain
their voltage stability prediction models using the whole training database when
new data is appended. Such retraining process would result in a lot of repetitive
computation, and it can only be done in offline mode. Thus, the algorithm for online
learning is much more useful.

In this context, this chapter is concerned with developing a new online learning
algorithm called enhanced online random forest (EORF) [14]. It enables to online
update these trees involving tree growth and/or tree replacement. These trees in the
forest are then combined via a weighted majority voting, which makes the decision
model better adapted to system changes. Thus, it can effectively and rapidly predict
voltage stability in power grids not only under operating condition variations but
also under system topology changes. In the proposed framework, the permutation-
based method is employed to identify the critical variables for the final model. The
synchronized phasor measurements of the critical variables from PMUs are then
utilized as inputs to the trained model which predicts the system voltage stability
status. To continuously keep the online prediction model which is better adapted
to changing environments, an EORF algorithm, together with a weighted majority
voting strategy is developed. The developed algorithm is able to update the prediction
model in an online fashion.

This chapter is organized as follows. An overview of DM techniques, including
both DT and RT, and their applications to VSA are presented in Sect. 2. Section 3
explains the details of the proposed EORF framework for real-time VSA. Section 4
presents experimental results of case studies with the IEEE 57-bus system and a
practical Taiwan power system. Finally, Sect. 5 concludes the paper

2 Overview

Datamining canbeunderstood literally. It is a process of exploring data and extracting
knowledge from data. In general, the scale of mined data is too large to extract
knowledge at a glance. Data mining refers to the systematic process to acquire useful
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knowledge from a large scale dataset. It covers a wide range of issues, including
data pre-processing, data warehousing, analytical processing, data visualization in
multi-dimensional space, outlier detection, and knowledge expression. This chapter
briefs some frequently-used but not all data mining tools, and also introduces their
applications to VSA in power systems and related topics.

Statistics can be considered a tool in the realm of data mining as well. It collects,
organizes, and analyses numerical data. Statistics can provide information of numer-
ical data, such as the average, median value, standard deviation, variance and distri-
bution. A popular statistics application is regression, which guides us to interpolate
data, infer a regressionmodel, and use the regressionmodel for further extrapolation.
Statistics is a useful tool indeed, but unfortunately it is unable to provide solutions
for extracting knowledge and discovering patterns, which are the main interests of
data mining.

2.1 Artificial Neural Networks

Artificial neural networks (ANNs) are mathematical models which are able to
mimic human brain reasoning function. An ANN comprises a number of numerical
processing units, also called neurons as they are similar to biological brain neurons.
Neurons are connected by links associated with numerical weights. Those numer-
ical weights are used to emphasize the importance of the links between neurons. In
ANNs, links actually store long-termmemory. These links are continuously adjusted.
Adjusting these links called training or learning. Link adjustment in an ANN is based
on the dataset as well as learning algorithms.

Using ANN to mine a dataset, one has to decide the input attributes and output
attributes of the dataset. Input attributes and output attributes constitute training
samples. Various learning algorithms have been developed and trained ANNs
successfully. Well-trained ANNs can learn the relationship between input attributes
and output attributes of the dataset. Therefore, we may say that an ANN is trained
by data, or an ANN learns from data.

Kamalasadan et al. used artificial feed-forward neural networks to assess power
system voltage stability [15]. They constituted a dataset by off-line simulations of
various loading conditions. They considered real and reactive power, and voltages of
generator and load buses for neural network’s input, and L-index for neural network’s
output. They showed their proposal fast, robust, and accurate.

Devaraj and Roselyn presented an ANN based approach for on-line voltage secu-
rity assessment [16]. They considered radius basis function neural networks. Inputs
of that neural networks were power flow states before contingency, and the putout
was the voltage stability indicated by maximum L-index of load bus. They found
the voltage index predicted by radius basis function neural network was more accu-
rate than other neural networks, based on the simulation results conducted by IEEE
30-bus power system and an Indian practical 76-bus power system.
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Bahmanyar andKarami usedANNs to estimate voltage stabilitymargin [17]. They
used Gram-Schmidt orthogonalization process and sensitivity technique to find the
fewest inputs that can estimate voltage stability margin with very good accuracy.
Their study also considered the change of the power system’s configuration. They
estimated voltage stability margin of the New England 39-bus and the southern and
eastern Australian power system successfully and accurately, even if the system
configuration has changed.

A hierarchical, self-adaptive method for assessing short-time voltage stability
has been proposed by Zhang et al. [18].The proposed method used strategically
designed ensemble-based randomized learningmodel and extreme learningmachine.
The proposedmethod can assess voltage instability and fault-induced delayed voltage
recovery phenomenon. The assessment accuracy, speed are tested on a benchmark
power system.

Ren et al. proposed an intelligent system containing multiple randomized algo-
rithms in an ensemble learning manner to assess short-term voltage stability [19].
The proposed intelligent system included random vector functional link networks
and extreme learning machine. The authors also developed a multi-objective opti-
mization programming framework that balanced computation speed and accuracy. To
verify the proposal’s superiority over the others, the authors applied their intelligent
system to New England 39-bus power system and Nordic test system.

2.2 Support Vector Machines

A support vector machine (SVM) can perform classification, regression and even
outlier detection very well. An SVM classifier attempts to widen the boundary
between classes in a dataset. An SVM classifier is supported by data located on the
edge of classes. These data are called the support vector. A way that an SVM handles
nonlinear data is to add features or to transform. As a result, a nonlinear dataset
could be transformed into a linear separable dataset. Another commonly-used kernel
technique is Gaussian radius bias function. Unlike SVM classifiers which find the
boundary between different classes of data as wide as possible, SVM regression tries
to approximate one class of data as close as possible. The same kernel concept can
be applied to SVM regression problems in order to deal with nonlinearity.

SVM was used in [20] to predict dynamic voltage collapse on an actual 87-bus
power system. Time domain simulation results considering load increase were the
inputs of the dataset, and output was power transfer stability index (PTSI). PTSI was
in the range of 0 and 1 in which voltage collapsed. SVM was used as a regression
machine.

Sajan et al. proposed a SVM approach to monitoring power system long-term
voltage stability [21]. To develop an efficient SVM at computing accuracy and speed,
the authors utilized genetic algorithms (GA). Voltage magnitude and phase angle
measured from PMU were fed into the GA based SVM and the output was voltage
stability margin index. The test results conducted from New England 39 bus power
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system and 246-bus Indian Northern Region Power Grid have shown the feasibility
of their approach.

Yang et al. proposed a lease square SVM to predict short-term voltage instability
[22]. In their study, they considered composite load model, which comprised a static
impedance-current-power load model and a dynamic induction machine load model.
They used least square SVM to predict induction machine trajectory.

Mohammadi et al. presented a voltage stability assessment method using an SVM
[23]. They used multi-objective optimization to reduce input futures and to train
the SVM. They also reduced data size and misclassification of the SVM by means
of multi-objective biogeography-based optimization. They applied their method to
39-bus bench mark power system and 66-bus real power grid.

2.3 Decision Trees

A decision tree (DT) consists of nodes, branches and leaves, just like a natural tree in
real life. A grown DT virtually illustrates a series of reasoning processes of a dataset,
therefore it can be used to mine useful information contained in the dataset. At first,
all data are stored at root node of a DT, whose impurity is large currently since all
data have been mixed up. Next, the root node starts to be split into nodes according
to the greatest reduction in impurity of the whole DT. Such a split indicates the best
reasoning process of dataset because it can purify the DT the most. Keeping split and
the DT is growing up continuously. Finally, the grown up DT becomes a map that is
able to reason the dataset. DTs that are applied to classification problems are called
classification trees (CTs). Likewise, DTs that are applied to regression problems are
called regression trees (RTs).

Among other data mining tools, DTs have been given many thumbs up due to
following reasons. First, growing DTs is straightforward. Unlike other data mining
tools which require many parameters to set up mathematical models, DTs are non-
parametric. Second, DTs can reach the conclusion immediately so that they are
found inmany on-line, real-time applications. Third, DTs are explicable. Researchers
can extract knowledge from rules inferred in grown DTs. Above reasons have
significantly prompted DTs’ success in voltage stability research, particularly in
assessment, classification, prediction and control aspects [24–35].

Issues on assessment, classification and prediction problem demands high accu-
racy; while control actions design requires the knowledge of what variables shall be
controlled, and how to set the values of those control variables. It has been widely
accepted that DTs are explicable, but themanner of transforming the acquired knowl-
edge into control actiondesigns is not unique.Control actions that can alleviate threats
brought by contingency are termed enhancement control, and control actions that can
save power system from collapsing post-contingency are termed preventive control.
In [26, 29], preventive control rules were derived from decision trees. Control vari-
ables had been selected but their values were not specified further. In [29], decision
rule derived froma regression treewas used to determine the number of generator unit
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tripping in emergency control. Ref. [32] assessed security by a path-based method.
Preventive control was derived along the path and was weighted by several important
factors. In [34], the security boundary obtained from the grown DT was used as a
guide to design preventive control. To ensure conservative control actions, a small
margin was considered to keep away from the determined security boundary. The
preventive control resulted from a linear combination of input variables of the clas-
sification tree. Ref. [35] expressed the decision rules in terms of linear combination
and determined the security region. The linear combination associated with optimal
scheduling of generation to constitute final preventive control.

Beiraghi and Ranjbar presented amethod based onDT algorithm to assess voltage
stability online [36]. They produced a database which contained one day ahead load
and generation variation scenarios, and labeled secure or insecure decided based on
voltage stability criteria. They considered ensemble learning concept, bagging and
adaptive boosting, to constitute combinedmodels in attempt to increase accuracy and
to eliminate model parameters dependence. The authors have tested their method on
IEEE 118-bus power system.

Meng et al. used C4.5 algorithm to construct decision tree for online voltage
stability assessment [37]. They first generated samples by using P-V curve analysis.
Then they considered participation factor analysis and relief algorithm to select
attributes for decision tree. Finally they used C4.5 algorithm to construct decision
tree, and to extract rules. The authors applied their decision tree to a practical power
system to assess the power system voltage stability status, and to extract rules for
power system operating guidelines.

3 Proposed EORF Scheme

In this section, we outline a novel algorithm for online voltage stability (VS) moni-
toring using the measured data from WAMS. Support for online model updating
allows the proposed scheme to be highly adaptive to system information changes.
More details are presented as follows.

3.1 Drift Detection

Indeed, system information must be checked and updated in a timely manner to
remain current with changes in operating conditions. In this study, we adopted the
least confidence strategy for the detection of such changes.

The uncertainty of the online classifier can be assessed in terms of posterior
probability, which reflects the uncertainty of measuring an observation to a particular
class [38]. Generally, examples are flagged if the degree of certainty falls below a
required threshold. During periods without change, the uncertainty degree pertaining
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to recent examples should be relatively low. Any significant increase in classification
uncertainty is an indication that the concept is undergoing change.

In this research, we denote e as the percentage of data that are uncertain. In
monitoring the evolution of e, two indicators, lw and ld , are employed, where lw is
the warning level and ld is the drift level. If e× lw, then a warning message is issued.
If e ≥ ld , it can be assumed that there has been changes in data distribution.

3.2 EORF Algorithm

Most existing methods handle significant changes in the network topology or oper-
ating conditions by rebuilding their voltage stability prediction model using added
training examples in offline fashion. Unfortunately, these reconstructing procedures
are time-consuming. In this study, we developed a novel EORF algorithm, which
makes it possible to update the model online. In order to prevent overfitting, online
bagging [39] with control over leaf node splitting is applied to update the model.
Note also that the proposed model is highly randomized [40], through the random
generation of split functions and thresholds. The following summarizes the steps in
the overall process.

Step (1) Initialization:

(1) In this research, we denote the number of new trees and the total number of
trees as nu and nt , respectively. Randomly choose nu trees from T = {tk}ntk=1
to form Tnew = {

tnewk

}nu
k=1

(2) Let Told represent the trees exempted from updating.
(3) Let gs represent the minimum gain a split must achieve, ns represent the

minimum number of samples a leaf node must see, and hmax represent the
maximum tree height.

(4) Let D∗
learn represent the learning set for online processing and initialize D

∗
learn= ∅; let cd represent the concept drift index and initialize cd= 0.

Step (2) Detection of changes:

(1) Calculate e of T = {tk}ntk=1 using the drift detection approach outlined in
Sect. 3.1.

(2) Set cd= 1 when e ≥ lw. Store the sample (x, y) via

D∗
learn=D∗

learn ∪ (x, y). (5)

D∗
learn is utilized for tree reconstruction. When e ≥ ld , set cd= 2.

(3) Proceed to Step 3 when cd �= 0.

Step (3) Tree updating strategies:
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(1) Tnew = {
tnewk

}nu
k=1 is updated on each sample nr times, where nr is a random

number produced by a Poisson (�) distribution.
(2) Proceed to 3 when nr > 0 and cd = 1. Otherwise, proceed to 4 when nr= 0

and cd = 2.
(3) Tree Growth: Proceed to 4 when hk= hmax. Otherwise, proceed to the

following process.
(a) The candidµate splits is defined by

μs = {( fm(x), θm)}Mm=1 (6)

where θm represents a scalar threshold and f m(x) represents a split
function.

(b) Calculate the gain function

�Gs
j = G

(
Dj

) −
∣∣∣Dsl

j

∣∣∣
∣∣Dj

∣∣ · G(
Dsl

j

) −
∣∣∣Dsr

j

∣∣∣
∣∣Dj

∣∣ · G(
Dsr

j

)
(7)

where |·| denotes the number of samples it contains, G(·) denotes the
entropy, Dsr

j and Dsl
j denote the right and left partitions made by μs,

and Dj indicates the samples arriving at node j.
(c) Split leaf node j utilizing μs if |Dj | > ns

μs = argmax
s

(
�Gs

j

)
(8)

(4) Replace tnewk with a new one built by D∗
learn .

(5) Increase the value of k. Once Tnew = {
tnewk

}nu
k=1is achieved.

Step (4) Hybrid model creation:

After obtaining Tnew, the proposed online classifier is built as follows:

T = Told ∪ Tnew (9)

A new online classification model is created by following the above steps. Note
thatmany of the trees in the forestmay differ in terms of age after the EORF algorithm
has been running for an extended period. In this situation, older trees may be given
priority over younger trees in terms of modification.

3.3 Weighted Majority Vote

This section describes the process of estimating class-membership probabilities η̂yk

from tk and the use of weighted majority voting to obtain the final prediction.
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In this study, the Laplace estimate [41] is used to smooth out the estimated
probabilities, such that ïyk (y/x) is given by

η̂yk = ηyk(y
/
x) = 1

N + ny

N∑

i=1

I (yi , y) + 1 (10)

where I(yi, y) denotes a zero-one loss function; ny denotes the number of classes; yi
denotes the class label for the i th training data; N indicates the number of examples
associated with y that fall within the same leaf.

To ensure that T = Told ∪Tnew is well-adapted to new system information, T is
reweighted according to age. Specifically, Tnew probably outperform Told and are
therefore assigned greater weights. In other words, trees designated as Told are given
less voting power. Hence, T̂ (x) is given by

T̂ (x) = argmax
y

(
nu∑

k=1

wnew

nu
η̂new
yk +

nt−nu∑

k=1

wold

nt − nu
η̂old
yk

)

(11)

where η̂new
yk and η̂old

yk respectively indicate the estimated probabilities from tk in Tnew

and Told , whereas wnew ∈ (0, 1) end wold ∈ (0, 1) respectively indicate the weights
assigned to Tnew and Told .

3.4 Overall Scheme

Figure 1 presents an overall scheme of the proposed approach. Note that the designed
scheme includes two major steps: (1) offline training and (2) online prediction and
updating. The steps are described below.

(1) Offline training: The dataset involves system operating points (OPs) and their
corresponding VS states. In this research, we selected X = {(|Vj|,δj)}| j ∈
selected load buses} as input variable and Y = {I, S} as output variable,
in which “I” and “S” respectively refer to insecure and secure cases. Given
Dtrain = { (xi , yi )|xi ∈ X, yi ∈ Y }Ni=1, T = {tk}ntk=1 is then trained to achieve
online VS monitoring.

(2) Online prediction and updating: The trained T = {tk}ntk=1is utilized to predict
VS under the current OPs based on new x from WAMS. The prediction model
is updated using the proposed EORF algorithm with the aim of making the
online VSmonitoring scheme adaptive to changing operating conditions. When
the concept drift is determined via the drift detection method, updating and
reweighting strategies are triggered, and a new prediction model with weighted
voting is constructed. The newly-constructed model can make decisions for
classifying the voltage stability for a range of operating points under variable
operating conditions and system topologies.
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Fig. 1 Overall scheme of the EORF algorithm for VS monitoring

4 Simulation Results

The proposed scheme was tested on two power system models of different size: the
IEEE 57-bus and Taiwan Power (Taipower) system (TPS) comprising 1821 buses.
Moreover, all experiments were run within the MATLAB® environment.

In our research, the dataset comprises known OPs and their associated VS condi-
tions. All OPs and VS conditions were produced utilizing PSAT [42]. Further-
more, two cases are considered: continuous load increase and contingency cases.
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Fig. 2 Datasets used for the test systems

We compiled 4 datasets for training and testing. Figure 2 details the datasets used
for the test systems under the cases considered in these simulations.

Accuracy is the most common measure of classifier performance; however, secu-
rity and reliability are also used asmeasures to account for the output class imbalance
problem [38]. Figure 3 demonstrates the results obtained by the proposed scheme.
As shown in Fig. 3, the proposed scheme achieved promising results.

We also compared the simulation results with those obtained using four classifi-
cationmethods, involving adaptive boosting (AdaBoost), decision tree (DT), support
vector machine (SVM), and k-nearest neighbor (kNN). The same datasets were used
to train and test all of the algorithms. Figure 4 presents the classification accuracy of
each of themethods. The overall accuracy was as follows: proposed scheme (98.4%),
kNN (95.2%), SVM (96.6%), DT (96.9%), and AdaBoost (97.4%).

4.1 Robustness Evaluation

We also evaluated the robustness of the proposed scheme using simulations based
on the datasets presented in Fig. 2. In this research, noisy data and missing data are
considered.

Measurements fromPMUsoften include errors.Numerous experiments have been
conducted to characterize the effects of noisy PMU data. The current test simply
involved the addition of random noise to the original PMU data. Figure 5 presents the
results with and without noisy PMU data, illustrating that measurement inaccuracy
can indeed degrade the accuracy of the classification method.
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Fig. 3 Results in terms of security, reliability, and accuracy for EORF

Fig. 4 Results in terms of accuracy for the compared methods

We performed a series of simulations to show the impact of missing data on EORF
performance under various system operating conditions. In these simulations, ρ was
used to indicate the percentage of the missing data. The simulation results are shown
in Fig. 6. As indicated by the test results in Figs. 5 and 6, the proposed scheme is
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Fig. 5 Robustness against noisy PMU data

Fig. 6 Robustness against missing PMU data

robust to noisy data and missing data.
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Fig. 7 Effects of training set size

4.2 Effects of Training Set Size

We also sought to determine the degree to which the size of the training data affects
classification accuracy. This was achieved by creating a series of training sets using
20, 30, 40, 50, 60, or 70% of the original dataset via random sampling. Figure 7
presents the overall accuracy of each test system in simulations that were repeated
10 times. As shown in the figure, classification accuracy was proportional to the size
of the training set.

4.3 CPU Time Evaluation

CPU time can be used as a proxy to estimate computational costs of the EORF.
Figure 8 summarizes the training and testing used to evaluate each test system in
terms of CPU time. As shown in Fig. 8, the CPU times for IEEE 57-bus and Taipower
under the test set were 9 and 13 s, respectively. This indicates that regardless of the
test system, a new OP can be assessed using the trained classifier in less than 0.002 s.

4.4 Effects of Concept Drift

We performed a large number of experiments on the test systems to elucidate the
impact of concept drift on EORF performance. We generated 21,100 examples for
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Fig. 8 CPU time evaluation

IEEE 57-bus and 27,088 for TPS. Among these, 70% were used for training and the
remaining 30% were used for testing.

We then compared our simulation results with those obtained using two online
learning schemes: online AdaBoost (OAB) and online Bagging (OB). The overall
results of which are presented in terms of prequential error in Fig. 9. As shown
in Fig. 9, the proposed method outperformed both of the other methods in terms of
prequential errors. Furthermore, our results demonstrate the benefits of drift detection
in making the proposed scheme adaptive to new system information.

5 Conclusions

A novel online real-time power system voltage stability assessment framework is
developed in this chapter. The framework is relied on wide area measurement system
(WAMS) data using phasor measurement units (PMUs), and is based on enhanced-
online-random-forest (EORF) algorithm. The framework is able to process noisy
or missing data, update EORF model online, and adapt to various power system
operating conditions. As a consequence, the proposed framework assigns a robust
voltage stability assessment to power utilities. To verify the proposed framework,
this chapter applies the proposed framework to IEEE 57-bus and 1821-bus Taiwan
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Fig. 9 Comparison results in terms of prequential errors

power systems. Comprehensive computer simulation results justify the feasibility of
the proposed EORF framework.
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Superseding Mal-Operation of Distance
Relay Under Stressed System Conditions

Nilesh Kumar Rajalwal and Debomita Ghosh

Abstract Mal-operation of distance relay imposes serious threats to system stability
and a big reason for large scale blackouts. These relays operate in its third zone
due to the inability of detecting fault during stressed system conditions. These
stressed conditions are load encroachment, power swing, voltage instability condi-
tions, extreme contingencies, etc. Conventional distance relay operates on the basis
of localmeasurements. It calculates the impedance from the relay to the fault point for
its operation. Load encroachment and power swing are very similar to the symmet-
rical fault condition and it is difficult for these conventional relays to distinguish
these stressed conditions from symmetrical faults. It is therefore important to make
the distance relay intelligent enough so that it will be able to discriminate between a
fault and stressed system condition. With the advancement in synchro-phasor tech-
nology, the drawbacks of conventional relays have been overcome. The wide-area
monitoring system (WAMS) is capable of development of online intelligent tech-
niques that can segregate the stressed system condition from any fault. With these
advanced techniques, the mal-operation of distance relays can be avoided and thus
wide-area blackouts can be stopped. In this chapter, a new scheme for detecting the
zone-III operation of distance relay is proposed to discriminate the stressed system
conditions such as voltage instability, power swing, or load encroachment from fault.
The proposed scheme is based on the monitoring of active and reactive power of
the load buses using WAMS. Various cases are created on WSCC-9, IEEE-14 and
IEEE-30 bus system to test the performance of the proposed algorithm. The simu-
lations have been done on the MATLAB Simulink platform. Results shows that the
proposed method is helpful to avoid the unwanted distance relay operation under
stressed system conditions.
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Abbreviations

WAMS Wide-area monitoring system
PMU Phasor measurement unit
OOS Out of step
NERC North American electric reliability corporation
SVM Support vector machine

Symbols

Zseen Impedance seen by the relay
Piload Active power consumption of load bus i
Zset Impedance setting of distance relay
Qiload Reactive power consumption of load bus i
Zk Impedance of element k
Pset Active power setting for distance relay
V i Voltage phasor of bus i
Qset Reactive power setting for distance relay
I i Current phasor of bus i
PAB Active power flow between bus A and B
δi Phase angle of bus i
QAB Reactive power flow between bus A and B

1 Introduction

The unwanted operation of the distance relay in its third zone due to stressed system
conditions such as load encroachment, voltage instability or power swing enhances
the chances of cascaded system outage of the power system. The traditional distance
protection calculates the impedance at relay location on fundamental frequency based
on the local information. The measured local impedance reduces in faulty condition
and the distance relay operates. Apart from the fault conditions, a stressed system
condition may also reduce the measured impedance and the conventional distance
relay may mal-operate in its zone-III.

Many researchers have suggested different methods to avoid this unwanted
distance relay operation. In some literature, the discrimination between stressed
system conditions and a faulty condition is done using the localmeasurements. In [1],
blinders are utilized to avoid the unwanted operation of distance relay during power
swing. In [2], a cross blocking criterion is proposed for blocking of the distance relay
during power swing by measuring active and reactive power of the system. Another
method that discriminate between fault and power swing is proposed based on the
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rate of change of voltage intend of taking only the voltage magnitude [3]. Along
with the rate of change of voltage, the rate of change of current is also used to avoid
unwanted distance relay operation in [4]. Computational intelligent methods such
as support vector machine (SVM) is also used for segregation between the fault and
stressed system condition and an adaptive neuro-fuzzy inference system is used for
power swing blocking in [5]. In [6], a decision-tree based approach is proposed for
fault detection by taking the positive sequence voltage, current and zero sequences
current as input. With the advancement in the wide-area monitoring system, advance
methods based on the PMUs data is also proposed by the researchers. In [7], amethod
is proposed for the operation of zone-III of a relay, based on adjacent relays operation
in their zone-I and zone-II. Various integrity protection schemes are also proposed
for avoiding the unwanted operation of distance relay. In [8], the relay boundary
setting is changed online based on the data obtained from WAMS. Additionally, a
load rejection scheme is proposed for the formation of integrity protection scheme.
A relay security index is proposed in [9] to avoid the unwanted distance relay opera-
tion. In the same work a system stability index is also proposed for system instability
prediction. Another method proposed in [10] to distinguish the faulty condition from
the stressed system condition based on the change in active power and angle differ-
ence between load and source. A differential power coefficient is proposed in [11] to
determine the difference between the stable and unstable power swing usingWAMS.
In [12], an online sequential extreme learning machine is proposed for discrimina-
tion between voltage instability, power swing, and faulty condition. The proposed
method consists of a two stage classifier that utilizes theWAMS for the computation.

Each method discussed above has some limitations. Methods based on the local
information may suffer in discriminating the fault condition from the stressed condi-
tion when system complexity increase. Computational intelligent methods require
large training data sets for the operation. Methods based on Thevenin’s equivalent
need to compute online Thevenin’s impedance that requires fast computing efforts.
In this chapter, a method based on the monitoring of real-time active & reactive
power of the load is proposed for blocking the operation of distance relay. The active
& reactive power flow at loads are significantly different during a fault and stressed
system conditions. This significant difference is utilized here for proposing a new
algorithm for easy discrimination between a fault and the stressed system condition.

2 Distance Relay Mal-Operation Scenarios

In this section load encroachment, power swing, and voltage instability conditions
are described and the effect of these scenarios on distance relay characteristic have
been discussed.

Figure 1 shows a two bus system having two sources connected at bus A and B
with a transmission line between them having an impedance ZL. The generator 1
connected to bus A has induced EMF E1∠δ and internal impedance Z1.
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Fig. 1 Two bus system

The generator 2 connected to bus B has an induced EMF of E2∠0 and the internal
impedance of Z2. A distance relay is connected in the line near bus A to detect any
faulty condition in the transmission line. If VR and IR is the voltage and current
measured by the relay, then the impedance seen by the relay Zseen will be:

Zseen = VR

IR
(1)

A fault in lineABwill increase the value of current IR andwill decrease the voltage
VR at relay location. These changes further reduces the value of Zseen [13].

2.1 Distance Relay Performance During Power Swing

Due to a large disturbance such as switching of large loads, line contingencies or
faults, the power flow in the transmission lines oscillates. These oscillations are
known as power swings. A distance relay realizes these swings as changed in
impedance and thus treat the power swing as a faulty condition [14]. The power
swing phenomenon can be understood using the system shown in Fig. 1 and Eq. (1).
The voltage seen by the relayVR and the current seen by the relay IR can be expressed
by:

VR = E1∠δ − IR Z1 and IR = E1∠δ − E2∠0

ZT
(2)

The value of VR and IR replaced in Eq. (1) and rearranging the equation for Zseen:

Zseen =
(

E1∠δ

E1∠δ − E2∠0
× ZT

)
− Z1 =

(
1

1 − E2∠−δ
E1

× ZT

)
− Z1 (3)

Here, ZT = Z1 + ZL + Z2 is the total impedance. Also in Eq. (3), assuming that
the voltage ratio E2/E1 = k, thus:

Zseen =
(

1

1 − k(cos δ + j sin δ)
× ZT

)
− Z1 (4)
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Fig. 2 Representation of
Eq. (5) on R-X plane
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In Eq. (4) if voltages E1 and E2 are equal so k = 1, then Eq. (4) will be modified
to

Zseen =
(

1

1 − (cosδ + j sinδ)
× ZT

)
− Z1

or

Zseen =
(

−Z1 + ZT

2

)
− j

(
j
ZT

2
cot

δ

2

)
(5)

On the R-X plane, the Eq. (5) can be represented as shown in Fig. 2. In Eq. (5), the
term

(−Z1 + ZT
2

)
represents a constant offset and

(
j ZT

2 cot δ
2

)
represents a perpen-

dicular line segment on the constant offset. As k = 1, the swing locus is a straight
line that cuts the impedance line at the electrical center.

If voltages E1 and E2 are not equal, then Eq. (4) will be represented as:

Zseen = −Z1 + k[(k − cosδ) − jsinδ]

(k − cosδ)2 + (sinδ)2
× ZT (6)

Here, Eq. (6) represents the family of the circles with δ as a variable and k as a
parameter as represented in Fig. 3. If the impedance swing remains in the distance
relay characteristic, the distance relay measures it as a fault and operates.

2.2 Distance Relay Performance During Load Encroachment

During load encroachment condition, the impedance measured by a distance relay
determined by the loadability limit at a specified power factor exceeds due to load
voltage and current. The loadability limit is defined in VA for a distance relay at
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Fig. 3 MHO relay
characteristic for Fig. 1
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nominal voltage and a specified power factor. The load encroachment is prevalent
in long heavily loaded transmission lines and in zone-III of distance relay [15]. For
understanding the load encroachment phenomenon, consider the voltage of bus A in
Fig. 1 is represented by VR, the active power flow from bus A to B is PAB and the
reactive power flow from bus A to B is QAB. If the current flowing from bus A to B
is IR, then Eq. (7) defines the relation between PAB, QAB, VR, and IR.

PAB − j QAB = VR ∗ IR (7)

The value of IR from Eq. (1) is replaced in Eq. (7) we have

PAB − j QAB = VR ∗ VR

Zseen

Zseen = V 2
R(PAB + j QAB)

P2
AB + Q2

AB

(8)

From Eq. (8) it is clear that the apparent power flows through the line (i.e. increase
in the loading condition) is inversely proportional to the impedance seen by the relay.
Due to high loading, the impedance seen by the relay may reduce and fall under the
zone-III characteristic and creates unnecessary tripping.

2.3 Distance Relay Performance During Voltage Instability

From Eq. (8) it is observed that the impedance seen by the distance relay is propor-
tional to the square of the bus voltage magnitude. Thus a reduction in voltage also
decreases the impedance seen by the relay. There is a possibility for the unwanted
operation of distance relay in voltage instability scenarios. In a power system, the
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voltage instability conditions arise due to a reduction in voltage at several loca-
tions or the increased in reactive power of the loads connected at different locations.
In a modern power system, the stressed voltage condition may occur due to other
reasons that include generator reactive power limit and voltage limits, characteristic
of FACTS devices, the action of tap changing transformers, voltage sensitivity of
loads, etc. [16]. In such situations, the impedance seen by relay may enter into the
third zone of distance relay and lead towards unnecessary tripping [17].

3 Conventional Methods to Avoid Distance Relay
Mal-Operation

3.1 Distance Relay Blocking During Power Swing

The power swing is detected bymeasuring the change in the apparent impedance seen
by the distance relay. This change is gradual during power swing compared to a faulty
condition and also limited by generators inertia. For the identification of the power
swing, an out-of-step (OOS) blocking unit is used. This OOS unit has a characteristic
similar to the MHO relay with a larger radius. The power swing will first enter in the
OOS blocking relay and then enters in the tripping relay characteristic. If the time for
traveling impedance locus from OOS relay characteristic to entering tripping relay
characteristic is larger than a pre-set value, the OOS relay will block the operation of
distance relay [18]. The decrease in the area of third zone characteristic also reduces
the chances of relay operation during power swing. The relay characteristic area can
be changed with the method discussed in the next section.

3.2 Distance Relay Blocking During Load Encroachment

The distance relay operation under load encroachment is undesirable and methods
discussed below are normally used to avoid this undesirable operation [19]:

• In MHO relays, the reach is maximum at an angle known as maximum torque
angle. Increase in the maximum torque angle shifts the relay characteristic,
decreases the load angle and increase the loadability limit of the relay [20].

• To reduce the large area of third zone of MHO relay, blinders are provided in
series with the MHO relay along the R axis. As the blinders move towards the
origin, the area of operation of relay reduces and loadability limit increases [20].

• The MHO relay’s circular characteristic could easily be changed to a lens by
adjusting the coincident timer. A lens structure has less chances of tripping during
power swing due to less area on R-X plane. Also the loadability limit will increase
by the using the lens structure [20].
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• In a faulty condition, the voltage, current and power angles changes instanta-
neously, when compared to a stressed system condition. This property is utilized
for OOS blocking using offset MHO relays. Fully offset MHO relays are suitable
for the remote backup or for third zone protection. With the implementation of
the offset backup, the loadability limit also increases [20].

3.3 Distance Relay Blocking During Stressed Voltage
Conditions

For a distance relay, it is difficult to discriminate a symmetrical fault and stressed
voltage condition and sometimes relay operates in its third zone due to voltage insta-
bility. During a faulty scenario, the rate of change of voltage is high compared to
stressed voltage situation. Thus rate of change of voltage is considered as a discrim-
inating element between fault and voltage instability. But the change in voltage may
also takes place due to switching of capacitors, line and reactors thus these elements
are needed to be considered while looking for voltage change [3]. Voltage stability
indices are used to predict the voltage instability in the system. Thus, voltage stability
index is also considered for discrimination in fault and voltage instability [21].

4 Proposed Method

With the advancement in PMU technology, real-time state estimation of the bulk
power system is now possible. PMU provides the time-synchronized data of voltage,
currents, and phase angles. Optimally located PMUsmay provide the real-time power
flow of a bulk power network. In the proposed method, PMUs data is utilized for
calculating the real-time active and reactive powers of load buses. PMUs are the
back-bone of WAMS and failure of PMUs may cause large scale blackouts. Thus the
availability of PMU is an important factor while designing a WAMS.

For an illustration of the proposed method, IEEE 3 bus system is used as shown in
Fig. 4. PMUs connected to buses 1 and 3will provides the voltage and current phasors
for the calculation of the real-time load active and reactive power measurement.

4.1 Understanding Scenarios for the Proposed Algorithm

4.1.1 Case-I: Normal System Condition

At rated generation and loading conditions, the system shown in Fig. 4 is simulated
on MATLAB Simulink. The impedance seen by the relay R (Zseen) is recorded and
shown in Fig. 5a. From Fig. 5a, it is clear that Zseen is constant and high (330) during
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Line 1-3 Line 2-3

R

PMU

PMU

Fig. 4 IEEE-3 bus system

Fig. 5 a Measured Zseen for relay R. b Active and reactive power at load bus 2

normal operation and it will not enter the operating zone of relay R. The active and
reactive power supplied to the load at bus 2 is shown in Fig. 5b.

4.1.2 Case-II: Fault in Line 1–2 at 70% of Line Length

The system of Fig. 4 is simulated again and a three-phase fault is created in line 1–2
at 70% of line length from bus 1 at 1 s. Due to the fault, Zseen is decreased to a low
value as shown in Fig. 6a. This low value of impedance normally comes under the
zone-I characteristic of relay R. If the relay is set to trip for such a scenario, it will

Fig. 6 a Measured Zseen for relay R. b Active and reactive power at load bus 2
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Fig. 7 a Measured Zseen for relay R. b Reactive power at bus

trip in its zone-I. During this period, the active and reactive powers at the load end
will also reduce as seen from Fig. 6b.

4.1.3 Case-III: Creating Voltage Instability

The voltage instability condition is created by increasing the amount of reactive
power consumption at bus 2 with line 2–3 switch off. At 1 s., the reactive power
of bus 2 is doubled that makes the Zseen reduce from its normal value as shown in
Fig. 7a. This reduced value of Zseen may insert in the relay operating characteristic,
especially in zone-III. During this period the active power at bus 2 remains constant.
The reactive power at bus 2 as shown in Fig. 7b is increased significantly. It is visible
that the impedance is reduced without any fault in the system but the measured
reactive power at load end clearly reflecting a stressed system condition.

4.1.4 Case-IV: Creating Load Encroachment Condition

For this condition, the bus 2 load is increased to double of its rated value at 1 s.
Figure 8a shows that the Zseen is reduced from its normal value andmay enter in zone-
III relay characteristic. While, the increased amount of active and reactive power at
bus 2 shown in Fig. 8b differentiating this scenario from the faulty condition.

Fig. 8 a Measured Zseen for relay. b Active & reactive power at bus 2
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Table 1 Comparison of Zseen by relay R and active & reactive powers at bus-2 during various cases

Cases Conditions on which impedances measured Zseen (�) P (PU) Q (PU)

I Normal operating conditions 330 1.6 1.05

II After fault at 1 s 30 0 0

III Creating voltage stressed condition at 1 s 210 1.6 1.6

IV Creating load encroachment condition at 1 s 180 2.6 1.8

4.2 Comparison of the Discussed Cases

The impedances seen by relay R and the active & reactive powers in above simulated
cases are shown in Table 1.

Following are the comparative analysis of above discussed cases.

• During normal condition (Case-I), the impedance seen by the relay is 330 � with
the rated active and reactive power load at bus 2 and 3.

• In Case-II, before the fault in line 1–2, the value of Zseen is 330 � and the active
and reactive powers at bus-2 is at rated values. A fault at 1 s. in Case-II reduces
the Zseen to 30 � and the amount of active and reactive power flow to the load
connected to bus 2 is reduced to 0 PU as shown in Table 1.

• It is visible from Fig. 7, that in Case-III, initially, the Zseen is 330 � and the
active & reactive powers for load connected to bus 2 are at their rated values. The
stressed condition is created at 1 s. by increasing the reactive power of bus 2 at
double of its rated value that reduces the impedance seen by relay to 210 �.

• In Case-IV, initially, the Zseen is 330 � and the active and reactive powers for bus
2 are their rated values as shown in Fig. 8. After creating the load encroachment
condition by increasing the active and reactive powers of bus-2 at 1 s. in Case-IV,
the Zseen is reduced to 180 �.

From the above discussed cases it is clear that a fault in the system reduces the
active & reactive power flow into the system and also reduce the Zseen. While in a
stressed system condition the impedance seen by the relay reduces while the active
and/or reactive powers flow at load buses increases. This difference in the active and
reactive power flow at loads is utilized here to propose a new algorithm.

4.3 Proposed Algorithm

To avoid the chances of the unwanted distance relay operation, the algorithm of
distance relay is modified using the data obtained from WAMS. In WAMS, PMUs
are used to collect time-synchronized voltage, currents, and phase angles. These
voltage and current signals of load buses are used for calculation of real-time active
and reactive powers connected to load buses. The flow chart of the proposed method
is shown in Fig. 9.
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Fig. 9 Flow chart of the proposed algorithm

The first condition is the conventional condition inwhich if the value of impedance
seen by the relay Zseen is less than the set value of relay impedance Zset , the relay
will operate. The first condition is expressed in Eq. (9).

Zseen < Zset (9)

The scenario of Eq. (9) may come either due to faulty condition or due to stressed
system conditions discussed in Sect. 2. To avoid the operation of distance relay in
stressed situations, a second operating condition is added here which is based on the
parameters obtained from WAMS. The voltage and currents obtained from WAMS
is used for calculation of real-time active Piload and reactive power flow of load
buses Qiload . The load encroachment and voltage instability condition occur when
the value of Piload and/or Qiload increased from its rated value. The power swing
condition may occur in the system when there is a fault in other transmission lines
or a large generator may trip. In all such conditions, the value of Piload and Qiload

will not reduce to zero. The Piload and Qiload will be reduced to zero only when there
is a fault in the transmission line that is supplying the load Piload and Qiload . Based
on the logic discussed here, another condition is proposed for the operation of the
distance relay. Equation (10) describe the operating condition of the distance relay. If
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the value of real-time load bus active and reactive powers reduces below a set value
Pset , the distance relay will operate.

Piload < Pset&Qiload < Qset (10)

Here, Pset and Qset are predefined settings of active & reactive power. It must
be noted that distance relay will operate only when both Eqs. (9) and (10) will be
satisfied.

5 Case Study

5.1 WSCC-9 Bus System

In WSCC-9 bus system shown in Fig. 10, a 3-stepped distance relay R is placed near
bus 7 in line 7–8. The setting of distance relay is such that zone-I consist of 80% of
the line 7–8 length, zone-II covers full length of line 7–8 and 50% of the adjoining
line 8–9 and zone-III have the full length of line 8–9. The active and reactive powers
at load buses is determined by using PMUs placed at optimum bus locations i.e.
bus-4, bus-7 and bus-9.

Relay R

Fig. 10 WSCC-9 bus Test System
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5.1.1 Calculate Active & Reactive Power of Bus-8 with Optimum PMU
Location

The PMUs connected to bus 4, 7 and 9 will provide the time stamped voltage, current
magnitude and phase angles of respective buses. Here, the data obtained from PMUs
are utilized to calculate the real time active and reactive powers at bus 8.

Assumed that the voltage vector of bus 8 is V 8 then

V8 = I8 × ZL8 (11)

Here, I8 is the current flowing through load 8 and ZL8 is the load impedance.
By implementing the nodal analysis at bus 8, the current I8 can be rewrite as:

I8 = I78 + I89 (12)

Equation (11) is modified by putting the value of I8 from Eq. (12) as:

V8 = (I78 + I89) × ZL8

Here, I78 is the current in line 7–8, and I89 is the current vector of line 8–9.

Also, V8 = V7 − I78 × Z78 (13)

Here, V 7 is the voltage vector of the bus 7, and Z78 is the impedance of line 7–8.
From Eqs. (12) to (13): (I78 + I89) × ZL8 = V7 − I78 × Z78

or V7 = (Z78 + ZL8) × I78 + I98 × ZL8 (14)

Similarly, V9 = (Z98 + ZL8) × I98 + I78 × ZL8 (15)

On solving Eqs. (14) and (15)

I78 = V9ZL8 − V7(Z89 + ZL8)

Z2
L8 − (ZL8 + Z78)

2 & I89 = V9ZL8 − V7(Z89 + ZL8)

Z2
L8 − (ZL8 + Z89)

2 (16)

Putting the values of I78 and I89 from Eq. (16) and (17) to Eq. (12)

I8 = Z89(V7 + V9)

(ZL8 + Z89)
2 − Z2

L8

Once the I8 is determined fromEq. (12),V 8 can be also be determined by Eq. (11).
The value of voltage and current phasors of bus 8 i.e.V 8 and I8 is used to determine

the bus 8 active and reactive powers. These real time active and reactive powers are
fed to the distance relay for implementing the proposed algorithm.
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Fig. 11 a Relay R characteristic near bus 7 during fault condition. b Active and reactive power at
bus 8

5.1.2 Simulated Cased on WSCC-9 Bus System

Following cases are simulated on for verification of the proposed algorithm.

Case A—During Faulty Condition Near Bus 8

In this case a fault is initiated in line 7–8 at 80% of its line length from bus-7 at
0.5 s. Figure 11a shows that due to fault, the impedance locus entered in zone-I of
the distance relay. The Eq. (9) operating criteria is satisfied as the impedance locus
is entering in the distance relay operating zone.

Figure 11b shows the active and reactive power of bus 8 for the simulated fault.
It is clear that bus 8 active and reactive powers are reduced to zero which is below
the set active power and reactive power limit i.e. Pset and Qset respectively (10% of
the rated value of bus-8).
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Fig. 12 a Relay R characteristic during power swing. b Active and reactive power at bus 8

The operating condition set in Eq. (10) is also confirming the operation of the
relay. As both Eqs. (9) and (10) are satisfying with the given condition, the relay will
operate for the simulated fault.

Case B—During Stable Power Swing at Bus 8

The stable power swing condition is initiated on line 7–8 by creating a 3-phase fault
at mid-section of line 5–7 from 0.3 to 0.4 s. The fault is cleared by opening the line
circuit breakers. Due to fault, the impedance locus entered in zone-III of the distance
relay as shown in Fig. 12a.

Figure 12b, shows the active & reactive power flow for bus-8. It is clear that the
active and reactive powers of bus-8 is not crossing the Pset and Qset values for load
bus 8. It is clear that this scenario is not satisfying the Eq. (10) operating condition.
From the two of the operating condition, only one Eq. (9) is satisfying thus relay will
block its operation.
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Fig. 13 a Relay R characteristic near bus 7 during Case-C. b Active and reactive power at bus-8
for Case-C

Case C—During Load Encroachment at Bus 8

For load encroachment, extreme loading condition is created at bus 8 by doubling
its load as per the NERC standard of extreme loading criteria. Figure 13a shows that
the relay R characteristic with impedance locus tending towards zone-III due to load
encroachment condition. As the Zseen reduced from the value of Zset , it will operate a
conventional distance relay as it satisfies the operation criteria mentioned in Eq. (9).
It is clear that without any fault, the impedance is inserting in zone-III of the distance
relay. However, Fig. 13b shows the active and reactive powers at bus 8. It is clear that
the real and reactive power of bus 8 is higher than the set values and thus Eq. (10) is
not satisfied that blocks the distance relay operation.
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Fig. 14 a Relay R characteristic for Case-D. b Active and reactive power at bus 8

Case D—During Voltage Instability at Bus 8

The voltage instability situation is imposed by increasing the amount of reactive
powers of load connected to bus 5, 6 and 8 such that the impedance locus enters in
zone-III of relay R as shown in Fig. 14a. Figure 14b shows the active and reactive
powers of bus 8 indicating a no-fault condition. From the power flow, it is clear the
locus entering the zone-III is due to voltage instability condition and thus proposed
method prevents the relay operation. The active and reactive powers of bus-8 is only
shown in the Fig. 14b because the relay placed in line 7–8 will have the active and
reactive power data of bus-8 for its operation.

5.2 IEEE 14 Bus System

The proposed scheme is also tested on IEEE 14- bus system shown in Fig. 15. The
three stepped distance relay R1 is placed in line 9–14 on bus 9. The settings of
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Fig. 15 IEEE 14-bus test system [22]

distance relay are such that zone-I consist of 80% of line length 9–14, the second
zone includes 50% of line 14–13 and third zone covers full length of line 14–13.

The proposed scheme requires real-time active & reactive power of load bus 13.
Optimum PMU placed at bus 2, 6 and 9 will provide the load bus-8 voltage and

currents as discussed in Sect. 5.1.1 for WSCC-9 bus system. The real-time load
powers are fed to the relay for implementing the proposed algorithm.

5.2.1 Simulated Cased on IEEE-14 Bus System

Following cases are conducted for verification of the proposed algorithm.

Case A—During Faulty Condition in Line 13–14

Figure 16a shows that the impedance is approaching in Zone-II during the faulty
condition. This condition is fulfilling the operating condition of the distance relay
mentioned in Eq. (9). The second condition of the proposed approach will look
towards the active power P13load and reactive powers Q13load of bus 13 for the relay
operation. The fault is reducing the active and reactive powers of bus 13 to zero as
shown in Fig. 16b. The Pset and Qset are considered here to 10% of the rated value
of load connected to bus 13. It is clear here that
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Fig. 16 a Relay R1 characteristic during fault. b Active and reactive powers at bus 13 during fault

P13load < Pset

Q13load < Qset

This scenario is satisfying the Eq. (10). As both Eqs. (9) and (10) are true for the
given fault, the proposed algorithm will trip the relay.

Case B—During Stable Power Swing at Bus 13

For stable power swing, a temporary 3-phase fault is initiated on line 9–10 from
0.7 to 1.2 s. The Zseen by relay placed at bus 9 observe this condition as a fault in
its zone-II. The impedance trajectory is shown in Fig. 17a. It is clear that Zseen is
reduced and satisfies the operating condition discussed in Eq. (9). A conventional
distance relay will operate in this a scenario. In the proposed algorithm, the relay
will also look for active & reactive powers of bus 13 shown in Fig. 17b. It is clear that
the active & reactive power of bus 13 is reducing due to fault but not going beyond
the relay setting. Pset and Qset . Due to this, the criteria for the operation of the relay
shown in Eq. (10) is not fulfilled and the relay avoids the tripping.
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Fig. 17 a Relay R1 characteristic during power swing. bActive & reactive powers at bus 13 during
Case B

Case C—During Load Encroachment at Bus 13

For load encroachment, extreme loading condition is created at bus 13 and 14 by
doubling its load as per the NERC standard of extreme loading condition. Figure 18a
shows that the relay R1 characteristic with impedance locus tending towards zone-III
due to load encroachment.

As the Zseen reduced, it may operate a conventional distance relay as it satisfies
the operation criteria of Eq. (9). Figure 18b shows the active and reactive powers at
bus 13. It is clear that the real and reactive power of bus 13 i.e. P13load and Q13load is
higher than the set values Pset and Qset . As the condition of Eq. (10) is not satisfied,
the proposed algorithm avoids the operation of the distance relay.

Case D—During Voltage Instability at Bus 13

The voltage instability conditions in a power system may also operate a distance
relay as the impedance trajectory enters in the zone-III of distance relay. The voltage
instability the situation is created by increasing the reactive powers of bus 10, 13 and
14 such that the impedance locus enters in zone-III of relay R1 as shown in Fig. 19a.
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Fig. 18 a Relay R1 characteristic during load encroachment. b Active & reactive powers at bus 13
during load encroachment

Figure 19b shows the active and reactive powers of bus 10, 13 and 14 indicating
a no-fault condition. From the power flow, it is clear the locus entering the zone-III
is due to voltage instability condition and thus proposed method prevents the relay
operation.

5.3 IEEE 30 Bus System

Proposed scheme is also tested on IEEE 30 bus system discussed in [23]. The three
stepped distance relay R1 is placed in line 15–23 on bus 15. The settings of distance
relay are such that zone-I consist of 80% of line 15–23, the second zone includes
50% of line 23–24 and third zone covers full length of line 23–24. As the system
complexity increased here, real time active and reactive power of two load buses (bus
23 and 24) are fed to the relay for its operation.
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Fig. 19 a Relay R1 characteristic during voltage instability. b Active & reactive powers during
voltage instability

5.3.1 Simulated Cases on IEEE-30 Bus System

Following cases are conducted for verification of the proposed algorithm on IEEE
30 bus system.

Case A—During Normal Operating Condition

During normal operating condition, the impedance seen by the relay is high enough
represented in Fig. 20a. Figure 20b shows the flow of active and reactive power in
load bus 24. Figure 20 clearly shows that the relay will not operate during normal
operating condition because the operating criteria set by Eqs. (9) and (10) will not
be satisfied.
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Fig. 20 a Relay R1 characteristic during normal condition. bActive and reactive powers at Bus 24

Case B—During Fault Condition

To check the relay performance during a faulty condition, a fault is initiated in line
15–23. Figure 21a shows that the impedance is approaching in Zone-I during the
faulty condition. This condition is fulfilling the operating criteria of the distance
relay mentioned in Eq. (9).

The second condition of the proposed approachwill look towards the active power
and reactive powers of load buses for the relay operation. The fault is reducing the
active and reactive powers of bus 23 to zero as shown in Fig. 21b. This scenario is
satisfying the Eq. (10).

As operating criteria of both Eqs. (9) and (10) are satisfying for the given fault,
the proposed algorithm will trip the relay.

Case C—During Stable Power Swing

For stable power swing, a temporary 3-phase fault is initiated on line 24-25. The
Zseen by relay placed at bus 15 observe this condition as a fault in its zone-III.
The impedance trajectory is shown in Fig. 22a. It is clear that Zseen is reduced and
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Fig. 21 a Relay R1 characteristic during power swing. bActive & reactive powers at bus 24 during
Case B

satisfies the operating condition discussed in Eq. (9). A conventional distance relay
will operate in this a scenario.

In the proposed algorithm, the relay will also look for active & reactive powers
of bus 23 and 24. The active and reactive powers of bus 24 is shown in Fig. 22b. It is
clear from the Fig. 22b that the active and reactive powers are not reducing to zero
as in previous case. A suitable value of Pset andQset discussed in Eq. (10) may block
the unwanted operation of distance relay.

Case D—During Load Encroachment

For load encroachment, extreme loading condition is created at bus 23 and 24 by
doubling its load. Figure 23a shows that the relay R1 characteristic with impedance
locus tending towards zone-III due to load encroachment. As theZseen reduced, itmay
operate a conventional distance relay as it satisfies the operation criteria of Eq. (9).
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Fig. 22 a Relay R1 characteristic during power swing. bActive & reactive powers at bus 24 during
Case B

Figure 23b shows the active and reactive powers at bus 24. It is clear that the real
and reactive power of bus 24 is higher than the rated values. It is not satisfying the
operating criteria discussed in Eq. (10). The proposed algorithm avoids the operation
of the distance relay.

5.4 Comparison with Existing Methods

The proposed algorithm is tested on the WSCC-9, IEEE-14 and IEEE-30 bus test
systems for various cases such as stable load encroachment, power swing, and voltage
instability condition. It is found that the active & reactive power at load buses have
significant difference during faults and abnormal operating conditions. The load bus
powers are utilized for blocking the relay operation with the proposed algorithm.
The proposed method is compared with the existing methods discussed in literature
based on the following points:
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Fig. 23 a Relay R1 characteristic during load encroachment. b Active & reactive powers during
load encroachment

1. PMUs Location: The methods represented in [7–9, 12] need the PMU at all
buses of a network. For practical applications, PMUs are placed only at optimal
locations for the data collection. The proposed method does not require the PMU
at all locations and utilizes the optimal PMU data for decision making. This also
makes the approach more economical in practical perspective.

2. Training Requirement: The methods discussed in [5, 6, 12] needs to train the
model before implementation. This training process can be done offline but needs
large data sets for effective results. While the proposed method does not require
any data training model.

3. Network conversion: The method discussed in [8, 10] required to convert the
complete network in an equivalent TEmodel or SMIB system. The conversion of
a real-timenetwork into another equivalentmodel needs additional computational
time. In the proposedmethod, there is no need to convert the network into another
equivalent network, thus reduces the computational burden.

4. Utilization ofwide-area information: Protection schemediscussed in [5, 6]makes
the operating decision based on the local information. In a large system decision
making using only the local information may lead to unwanted relay operation.
The proposed method utilizes theWAMS and has high accuracy in the prediction
of the power system state.
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Table 2 Comparison of different methods

Methods→ [5] [6] [7] [8] [9] [10] [12] Proposed

PMUs Locations – – All All All Optimum All Optimum

Training required ✓ ✓ ✓ ✘ ✘ ✘ ✓ ✘

Network Conversion ✘ ✘ ✘ ✓ ✘ ✓ ✘ ✘

Wide area information ✘ ✘ ✓ ✓ ✓ ✓ ✓ ✓

Applicable for Load
Encroachment

✘ ✘ ✓ ✓ ✓ ✓ ✘ ✓

Table 2 represents a comparisonof the proposedmethodwith the existingmethods.
The Load encroachment phenomenon which is not considered by few authors is also
incorporated in the existing method to avoid distance relay mal-operation.

6 Conclusion

Advancement in the WAMS technology opens the door for researchers to propose
new algorithms for power system operation, control, and protection. The protec-
tion schemes implemented using WAMS reduces the risks of large area blackouts.
Unwanted distance relay mal-operation may create cascaded system tripping and it
is one of the reasons for large area blackouts. This chapter utilizes the data from
WAMS to address the issues of unwanted distance relay operation due to stressed
system conditions. The scenarios in which a distance relay mal-operates are thor-
oughly discussed in this work. Based on the observations from the simulation on
IEEE 3 bus system, a method has been proposed to avoid the unwanted operation
of distance relay using monitored changes in load active and reactive power. Real-
time current and voltage phasors obtained from optimally located PMUs are utilized
for calculation of load active and reactive power. To check the effectiveness of the
proposed algorithm, various cases are simulated on WSCC-9 bus, IEEE-14 bus and
IEEE-30 bus test systems. It is observed that the proposedmethod successfully blocks
the distance relay operation under stressed system conditions.
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Real-Time Voltage Stability Monitoring
Using Machine Learning-Based PMU
Measurements
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Abstract Recently, due to the increasing demand with scarcity in installed produc-
tion capacities, power systems are being operated closer to voltage stability limits
resulting in a higher eventuality of voltage collapse. Thus, fast and accurate moni-
toring of voltage stability has become an important factor in the efficient operation
of modern power systems. In this chapter, two approaches based on the combination
of multi-layer perceptron (MLP) neural network and adaptive neuro-fuzzy inference
system (ANFIS) with moth swarm algorithm (MSA) have been proposed to monitor
voltage stability of power systems using phasor measurement units (PMUs) data. In
the proposed hybrid MLP–MSA and ANFIS–MSA models, the MSA algorithm is
adopted to optimize the connection weights and biases of the MLP network and to
determine the tuning parameter in ANFIS model. To evaluate the prediction capa-
bility and efficiency of the proposed models, several statistical indicators such as
root mean square error (RMSE), correlation coefficient (R) and root mean square
percentage error (RMSPE) are used. Numerical studies are carried out on two stan-
dard power systems. The obtained results indicate that the proposed ANFIS–MSA
model has the most reliable and accurate prediction ability and deemed to be the
effective method to estimate the voltage stability margin of the power system based
on measurements from PMU devices.
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1 Introduction

The rapid growth of electricity demand, the environmental restrictions and the dereg-
ulation policies coerce the power systems to operate close to their stability limits. In
such conditions, any contingency such as the loss of a generator or transmission line
in the system may cause voltage collapse. Therefore, it is necessary to continuously
monitor the voltage stability of the power system to avoid the risk of large blackouts.
To monitor the voltage stability of the power system in real-time, the process of
measurements collection and voltage stability margin (VSM) computation must be
accomplished within the required time frame. Traditionally, supervisory control and
data acquisition (SCADA) system have been used to collect measurements regularly
every few minutes [1]. Therefore, real-time voltage stability monitoring is imprac-
tical with using traditional SCADA system. In recent years, the wide-area measure-
ment system (WAMS) is increasingly being deployed in modern power systems
(smart grids). With the prevalence of WAMS based on phasor measurement units
(PMUs), the power system stability issues can be treated more efficiently. PMUs
overcome the disadvantages of SCADA by providing the synchronized measure-
ments of voltage and current phasors and frequency at a very high speed. The
synchrophasor measurements gathered from PMUs can support the tracking of fast
event and provide sufficient information for voltage stability monitoring. Voltage
stability margin (VSM) estimation is one of the commonly used techniques for
real-time voltage stability monitoring based on the provided PMU measurements.
Many studies have been developed based onmachine learning techniques to estimate
the VSM in real-time. In [2], multi-layered perceptron (MLP) network based-back-
propagation algorithm is introduced to estimate the VSM using the energy method.
Joya et al. [3] utilized a sequential learning strategy to design a single MLP network
to estimate the line voltage stability index for different load conditions. Venkatesan
and Jolad [4] proposed the application of an MLP based model for fast voltage
contingency ranking. The load flow equations are adopted, in this work, to deter-
mine the minimum singular values and the findings of the load flow analysis are used
to train theMLP network. Authors in [5] proposed a novelMLP-based algorithm that
involves a reduced number of inputs to estimate the voltage magnitude of weakest
buses in the system. In [6], an effective technique based on Gram–Schmidt orthogo-
nalization is proposed to find the optimal number of MLP inputs required to assure a
good assessment of voltage stability. Adaptively trained MLP network is used in [7]
as a mapping tool to approximate the available loading margin of the system. In this
work, Z-score technique is applied to find and process any bad variable in the training
dataset for theMLP network. Generally, ANN is considered as a powerful method for
performing nonlinear regression. However, ANNs suffer from some drawbacks such
as the amount of training time, the functional relationship which gets changed from
one topology to another and the requirement of the appropriate values of weights
and bias parameters [8, 9].

In the last years, many studies have been reported in the literature, exploiting the
ability of support vector machine (SVM) technique for voltage stability monitoring.
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Reference [10] discuss the evaluation of voltage stability using the regression version
of SVM or the so-called support vector regression (SVR). Suganyadevi and Babulal
[11] proposed the use of v and ε types of SVRmodel with various kernel functions to
estimate theVSM. In [12], least squares SVM (LS–SVM)with a reduced set of inputs
is adopted to estimate the power system load-abilitymargin. Sajan et al. [9] developed
a hybrid model integrating SVR with genetic algorithm (GA) for voltage stability
evaluation. In the same way, we proposed in our previous works [13, 14] two hybrid
models combiningSVRwith ant lion optimization (ALO) and dragonflyoptimization
(DFO) algorithms for voltage stability assessment. In theseworks, theALO andDFO
algorithms are adopted to find the appropriate SVR parameters. It was stated that the
developed GA–SVR, ALO–SVR and DFO–SVR models have better performance
compared to the MLP network. Although that SVM is a powerful and promising
classification and regression tool, it suffers from overrun time and necessitates more
memory for a big training dataset. On the other hand, the efficiency of the SVM
model is highly depending upon the selected internal parameters [15].

Adaptive neuro-fuzzy inference system (ANFIS) is another powerful and flexible
method proposed by some researchers for voltage stability monitoring. Modi et al.
[16, 17] proposed the application of the ANFISmodel tomonitor the voltage stability
of power systems incorporating FACTS devices. In [18], a fuzzy inference model is
established and optimized by ANN and GA algorithm to assess the power system
security margins. Authors of [19] adopted the subtractive clustering (SC) technique
and ANFIS model to evaluate the VSM of the power system. Amroune et al. [14]
introduce a method of utilizing ANFIS model-based synchrophasor measurements
for on-line prediction ofVSM. Even thoughwith the good performance of theANFIS
model, its application in voltage stability analysis is still limited. The high compu-
tational costs and the complex set of its parameters are the major drawbacks of this
method [11]. Therefore, the application of efficient methods to adjust ANFIS param-
eters will be of great importance since the unsuitable selection of these parameters
can lead to inaccurate classification/regression.

The main purpose of this chapter is to present two real-time voltage stability
monitoring approaches for secure and reliable power system operation. In the first
approach, an improvedmulti-layer perceptron (MLP) neural network based on PMUs
measurements is proposed to estimate the VSM of the power system in a real-time
manner. In the proposed model, the moth swarm algorithm (MSA) [20] is integrated
with the MLP network to optimize the connection weights and biases of the network
to improve its performance. In the second approach, a novel hybrid model combining
the adaptive neuro-fuzzy inference system (ANFIS) andMSA is proposed tomonitor
the voltage stability of power system. In the proposed hybrid model, the MSA algo-
rithm is adopted to obtain proper parameter settings for the ANFIS-based subtractive
clustering (SC) technique.

The rest of the chapter is organized as follows: Sect. 2 explains the standard
structure of theMLPneural network,ANFIS andMSAalgorithm. Section 3 describes
the proposed hybrid MLP–MSA and ANFIS–MSA models. Section 4 describes the
implementation of the proposed hybrid models for voltage stability monitoring. In
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Sect. 5, the proposed hybrid models are validated and compared in IEEE 30-bus and
IEEE 118-bus standard test systems. Finely a conclusion is drawn in Sect. 6.

2 Methods

This section presents the basic information of artificial neural network (ANN),
adaptive neuro-fuzzy inference system (ANFIS) and moth swarm algorithm (MSA).

2.1 Artificial Neural Network (ANN)

2.1.1 Model of Neuron

Artificial neural network (ANN) is a type of machine learning techniques that simu-
lates the mechanism of information management of the human brain system. A
diagram of a neuron model with a single n-element input vector, which forms the
modern basis for ANNs, is illustrated in Fig. 1. The main elements of the neural
model are listed below:

• An input vector connected to a summation node via connecting links. Each of
these links has an associated weight (wi);

• A summation node in which the weighted input wixi is added to the scalar bias b
to form the network input;

• An activation function (threshold) for limiting the amplitude of the output of the
neuron.

The main objective of an activation function is to confirm that the neuron’s
response is bounded or limited. The activation functions are generally divided into

Fig. 1 Model of neuron
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two main types linear and non-linear activation functions. Nonlinear functions such
as logarithmic sigmoid, hyperbolic tangent sigmoid functions and pure linear func-
tion are the frequently utilized functions. The output (y) of the neuron governed by
the activation function (ϕ) can be expressed as follows:

y = ϕ

(
n∑

i=1

wi xi + b

)
(1)

2.1.2 Multilayer Perceptron (MLP) Neural Network

One of the most used neural networks in engineering applications is the multilayer
perceptron (MLP) neural network [21]. The structure of MLP includes one input
layer, one output layer, and one or more hidden layers. The connections between
the neurons are performed through some pre-specified weights. Figure 2 shows the
typical planning of neurons in an MLP neural network. In this Figure, every node
represents an artificial neuron. The neurons are organized in layers, there are one
input layer, one output layer and multiple hidden layers. The relationship between
the layers can be given by the following equations [22]:

Fig. 2 Multilayer perceptron neural network
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h j = ϕh1

(
I∑

i=1

wi j xi + b1 j

)
, j = 1, . . . K (2)

pm = ϕh2

⎛
⎝ K∑

j=1

wjmh j + b2m

⎞
⎠, m = 1, . . . , M (3)

yn = ϕout

(
M∑

m=1

wmn pm + b3n

)
, n = 1, . . . , N (4)

where wij, wjm and wmn are the associated weights, b1j, b2m and b3n are the biases, ϕ
(x) denotes the activation function.

2.1.3 Training of MLP

Artificial neural networks are trained based on the relevant data by learning algo-
rithms. During the training process, the weight and bias parameters are optimized.
Then, these parameters are employed to process test dataset to obtain the final output.
The MLP network learning can be divided into two main groups: supervised and
unsupervised learning.

• Supervised learning—In this group, the system is presented with a set of inputs
and the correct outputs, an external trainer controls the learning to learn a general
rule that maps inputs to outputs. The weights are adjusted to minimize the error
between the network outputs and the desired outputs;

• Unsupervised learning—In this group, there is no trainer involved and no labelled
responses are given to the learning algorithm. Here the network is just exposed to
a set of inputs and algorithms are left to their own to draw inferences.

In the supervised learning method and the one we use in this chapter, the weights
and bias are adjusted to minimize the error between the actual and the predicted
values in the next iteration. This process is repeated several times until the minimum
error is achieved. Finally, the obtained weights and bias are utilized to carry out any
tasks of the ANN i.e. classification or regression. There are several techniques to
find the optimal values of the weights and bias by supervised learning. One of the
vastly applied learning algorithms to train theMLP networks is the back-propagation
(BP) algorithm. This method is based on the minimization of the error between the
predicted and actual outputs by adjusting the weights. Notwithstanding its wide
utilization, BP algorithm has some drawbacks such as the slow error convergence
rate and the local minimum trap [23]. Therefore, there is a need for more robust and
efficient optimization algorithms for MLP network training.
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2.2 Adaptive Neuro-Fuzzy Inference System (ANFIS)

2.2.1 Overview of ANFIS

ANFIS was introduced by Jang in 1993 [24]. It is a machine learning technique
incorporates the advantages of ANNs and fuzzy system. The fuzzy part generates
a relationship between inputs and outputs, and the parameters associated with the
membership part are specified by the neural network. Thence, the main features of
both fuzzy and ANN methods are combined in this system.

The sample design of the ANFIS model with two inputs and two rules is shown
in Fig. 3. It consists of five main layers; each layer contains several nodes designated
by the node function. The functionality of these five layers is given as follows [24]:

Layer 1 (Fuzzification): In this layer, the inputs x and y are subjected to a member-
ship function (e.g., triangle, trapezoidal, Gaussian). The generated outputO1,i, using
generalized Gaussian membership function, can be expressed as follows:

O1,i = μAi (x), i = 1, 2, O1,i = μBi−2(y), i = 3, 4 (5)

where μAi and μBi are Gaussian membership function given by:

μ(x; c, σ ) = e− 1
2 (

x−c
σ ) (6)

where Ai and Bi are the membership values of theμ; c and σ are the centre and width,
respectively.

Layer 2 (Product): The output of each node in this layer is the product of all the
received signals that are coming to this layer. This product can be computed using
the following equation:

Fig. 3 The structure of ANFIS model for two inputs and two rules
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O2,i = μAi (x) × μBi−2(y), i = 1, 2 (7)

Layer 3 (Normalization): In this layer, the output of the layer 2 is normalized using
the following equation:

O3,i = ω̄i = ωi

2∑
i=1

ωi

, i = 1, 2 (8)

Layer 4 (Defuzzification): The output of layer 3 is passed through the adaptive nodes
of layer 4 as follows:

O4,i = ω̄i fi = ω̄i (pi x + qi y + ri ), i = 1, 2 (9)

where p, q and r are the consequent parameters of the ith node. These parameters
are determined throughout the training phase.

Layer 5 (Overall output): Consists of a single node, which produce the overall
output of the model.

O5 =
2∑

i=1

ω̄i fi =
∑2

i=1 ω̄i fi
ω1 + ω2

(10)

2.2.2 Subtractive Clustering (SC)

Themost crucial step in the developing of theANFISmodel is the generation of fuzzy
inference system (FIS)with an optimumnumber and formof fuzzy rules to reduce the
computational complexities. Thus, several methods such as grid partitioning, fuzzy
c-means and subtractive clustering have been proposed to automate this process.
Compared to the other algorithms, subtractive clustering (SC) [25] gives a better
distribution of cluster centres and reduces the amount of data associated with the
given problem. In this method, each data point is taken as a cluster centre candidate,
afterwards, it computes the potential Pi of each data point xi by determining the
density of neighbouring points data using the following Equation.

Pi =
m∑
j=1

exp

(
−
∥∥xi − x j

∥∥2(
ra
/
2
)2
)

(11)

where m is the total number of data points in the N-Dimensional space. xi and xj are
the data points, ra is a positive constant defining a neighbourhood radius, and || ||
represents the Euclidean distance. The data point with the highest potential value is
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chosen as the first cluster centre xc1 and its density is Pc1. For the next cluster centre,
the influence of the first cluster centre is subtracted to define the novel density values,
as given by the Eq. 12:

Pi = Pi − Pc1 exp

(
−‖xi − xc1‖2(

rb
/
2
)2
)

(12)

rb = η × ra (13)

where η is a positive number greater than 1.
According to Eq. 12 all the points close to themeasured cluster centre xc1 will have

low potential values and therefore they will not be taken as the next cluster centres.
The next cluster centre xc2 is chosen after the recalculation of the potential of each
data point. This process is repeated until sufficient cluster centres are produced.

2.3 Moth Swarm Algorithm (MSA)

Moth swarm algorithm (MSA) is a novel meta-heuristic optimization method
proposed in 2017 by Ali Mohamed et al., [26] as a developed version of moth flame
optimizer [20]. This algorithm is inspired by the navigational behaviour of moths in
nature. The position of the light is expressed as the optimal solution, and the bril-
liance of this light is considered as the objective function. MSA algorithm comprises
three collections of moths, which are defined as follows:

Pathfinders: A small group of moths that has the aptitude to find out the new
areas over the optimization space and to discover the best position as the light source
and to lead other individuals in the population to this position.

Prospectors: This second group is taking charge ofwandering into arbitrary spiral
paths set by the first group.

Onlookers: This group of the moths drift directly toward the best global solution
which has been determined by prospectors.

Through the iterations, each moth is integrated into the optimization problem to
search for the luminescence intensity of its corresponding light source. Pathfinders’
positions are taken as the best fitness values, while the second and third best fitness
take the names of prospectors and onlookers, respectively. The MSA is represented
in four main phases [20]:
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2.3.1 Initialization

The initial position of moths is selected randomly as:

Xi j = rand[1, 0] ×
(
Xmax
j − Xmin

j

)
+ Xmin

j ∀i ∈ {1, 2, . . . , n}, j ∈ {1, 2, . . . , d}
(14)

where n is the number of populations and d is the dimension of the problem.
After initialization, the type of moth in the swarm is chosen based on the calcula-

tion of objective function. The best value of the objective function is selected to be
pathfinders, and others are selected to be prospectors and onlookers.

2.3.2 Reconnaissance

In this phase, the pathfinders are updating their positions through the following five
steps. In the first step, a proposed diversity index is employed to select the crossover
points. The normalized dispersal degree at t iteration can be expressed as follows:

σ t
j =

√√√√√ 1
Np

∑Np

i=1

(
Xt
i j −

___

Xt
j

)2
___

Xt
j

(15)

The variation coefficient can be computed as follows:

___

Xt
j = 1

Np

Np∑
i=1

Xt2
i j (16)

where Np is the number of pathfinders:

μt = 1

d

d∑
j=1

σ t
j (17)

where μt is the variation degree of the relative dispersion.
In the second step, the random processes based on α-stable distribution are

explained as Lévy flights [27].
The third step is called difference vectors Lévy mutation in which the sub-trial

vectors are generated based on host vectors and donor vectors.

vtpj =
{

vtpj if j ∈ cp

xtpj if j /∈ cp
(18)
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In the fourth step, the position of each pathfinder is updated based on an adaptive
crossover.

In the final step, a selection strategy is applied to define the best solutions to
survive the next generation as follows:

−−→
xt+1
p =

⎧⎪⎨
⎪⎩

−→
xtp if f

(−→
vtp
)

≥ f
(−→
xtp
)

−→
vtp if f

(−→
vtp
)

< f
(−→
xtp
) (19)

The probability value Pp is estimated as follows:

Pp = f i tp∑np
p=1 f i tp

(20)

The luminescence intensity is computed from the fitness function of the problem
f p as follows:

f i tp =
⎧⎨
⎩

1

1 + f p
for f p ≥ 0

1 + ∣∣ f p∣∣ for f p < 0
(21)

2.3.3 Transverse Orientation

In this phase, themoths with theminimal luminosity of light are taken as prospectors,
and their numbers nf reduced throughout iterations as follows:

n f = round

((
n − np

)×
(
1 − t

T

))
(22)

where np is the number of pathfinders, t is the current iteration, T is the number of
iterations.

The position of each prospector is updated according to the spiral flight path as
follows:

xt+1
i = ∣∣xti − xtp

∣∣ · eθ · cos 2πθ + xtp (23)

where θ ε [r, 1] is a random number to define the spiral shape and r = –1– t/T.
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2.3.4 Celestial Navigation

In this phase, the number of prospectors is decreased and the number of onlookers
is increased. Moth with low fitness value is considered the onlooker and it can be
computed using Eq. (24).

No = n − Ns − Np (24)

The onlooker contains the two following groups:
(1) The first group fly according to Gaussian distribution with NG = No/2

f (q) = 1√
2πuG

exp

(
(qu)

2

2σ 2
G

)
− ∞ < q < ∞
(
q ∼ N

(
μ, σ 2

G

))
(25)

xt+1
i = xti + ε1 + [ε2 × best − ε3 × xti

]
∀i ∈ {1, 2, . . . , NG} (26)

ε1 ∼ random(si ze(d)) ⊕
(
best tg,

log t

t
× (xti − best tg

))
(27)

where ε1 is the random sample from Gaussian distribution, best is the global best
solution (moonlight) which is obtained by transverse orientation and ε2 and ε3 are
random numbers that range from [0, 1].

(2) The second group with size NA = No – NG

The updating equation for this group can be given as:

xt+1
i = xti + 0.001 · G

[
xti − xmin

i , xmax
i − xti

]
+ (1 − g/

G
) · r1

·(best tp − xti
)+ 2g/

G.r2 · (best tg − xti
)

(28)

where i ε {1, 2, …, NA}.
2 g/G is the social factor, 1–g/G is the cognitive factor, r1 and r2 are randomly

chosen numbers in the space [0, 1], bestp is the arbitrarily chosen light source from the
novel pathfinders group based on the probability value of its corresponding solution.
At the end of every iteration, the type of each moth is redefined for the upcoming
iteration.



Real-Time Voltage Stability Monitoring Using Machine … 435

3 Proposed Hybrid Models

3.1 MSA for Training MLP Network

As theMLP training is one of themain challenges in the use of thismethod, the appro-
priate values ofweights and bias parametersmust be defined to improve the efficiency
of the MLP network [28]. One of the widely applied learning algorithms to find the
optimum values of the weights and bias parameters is the back-propagation (BP)
algorithm. However, the BP algorithm has some drawbacks such as the slow error
convergence rate and the localminimum trap [28]. Several optimizationmethods have
been proposed in the literature to enhance the performance of the neural networks,
such as simulated annealing (SA), tabu search (TS), genetic algorithm (GA) and
others. Therefore, the improvement of the performance of the MLP network can be
achieved by replacing the conventional algorithms used in the training of MLP by
more efficient optimization algorithms. In this section, a detailed description of the
training process of the MLP network using MSA algorithm is presented. Two main
phases are considered when the MSA algorithm is adopted to train MLP network,
the first one is the representation of the search agents in the MSA and the last one
is the choice of the fitness function. In MSA algorithm each search agent (moth)
is encoded to represent the MLP candidate (weights and bias). Therefore, control
vectors include a set of weights and a set of biases. The length of each vector is
equal to the total number of weights and biases which depends on the number of
input variables and the number of hidden layer neurons. The root mean square error
(RMSE) is used as a fitness function. This assessment metric computes the difference
between actual and predicted values by MLP–MSA model. RMSE is given by the
following equation:

RMSE =
√√√√1

n

n∑
i=1

(ai − pi )
2 (29)

where n designates the total number of data, a and p represent the actual and the
predicted outputs, respectively.

The flowchart of the proposed MLP–MSA prediction model is shown in Fig. 4.

3.2 Hybrid ANFIS–MSA Model

Although ANFIS is a powerful mathematical tool for data regression and function
estimation. Compared to other algorithms such as k-means clustering and fuzzy c-
means, ANFIS-based SC gives a better distribution of the cluster centre and reduces
the amount of data associated with the given problem. However, there is no standard
rule to select its parameters, which is considered as the main blowbacks of this
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Fig. 4 Flowchart of the proposed hybrid models

method. Cluster radius parameter is one of these parameters that highly influenced
on the complexity and generalization abilities of the ANFIS model. A small cluster
radius results in small clusters in the data and, hence, many fuzzy rules. Large cluster
radius yields few large clusters in the data which means fewer fuzzy rules [29].
Therefore, the application of an efficient method to adjust cluster radii will be of
great importance. In this study, the MSA algorithm will be used to tune the cluster
radii parameter of theANFISmodel. The proposed hybridANFIS–MSAmodel starts
by generating the initial position of moths, includes the initial values of cluster radii,
usingEq. (14). Thenext step involves the trainingof theANFISmodel, the calculation
of the swarm fitness and the identification of the type of each moth. Before these
steps, the data is divided into two sets of training and testing. The RMSE, expressed
by Eq. (29), is used as a fitness function. The detailed flow diagram of the proposed
model is given in Fig. 4.
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3.3 Accuracy Assessment Criteria

To assess the accuracy of the proposed models, four performance criteria are used.
These performance criteria are summarized as follows:

3.3.1 Root Mean Square Error (RMSE)

RMSE is the most commonly utilized measure of the differences between the values
predicted by a model and the actual values. The model with the small value of RMSE
is considered the best. The RMSE index is given by the Eq. (29).

3.3.2 Correlation Coefficient (R)

The correlation coefficient (R), with a value in the range [0, 1], delivers good infor-
mation about the accuracy of the machine learning models. A value closer to 1
designates a good accuracy of the model. The R index is expressed as follows:

R =
∑n

i=1 (ai − ā)(pi − p̄)√∑n
i=1 (ai − ā)2

∑n
i=1 (pi − p̄)2

(31)

where ā and p̄ are the rate of the actual and the estimated values, respectively.

3.3.3 Percent Root Mean Square Error (PRMSE)

PRMSE measures the accuracy of a machine learning method as a percentage, and it
can be given by:

PRMSE = RMSE√
1
n

∑n
i=1 p

2
i

× 100 (32)

The model accuracy is excellent for PRMSE < 10%, good for 10% < PRMSE <
20%, reasonable for 20% < PRMSE < 30% and low for PRMSE > 30%.



438 M. Amroune et al.

4 Models Implementation for Voltage Stability Monitoring

4.1 Voltage Stability Indicator

In recent years, several indices have been developed to evaluate voltage stability
status, to predict voltage stability margin and to identify the weak buses/area in the
system. According to [30], the on-line voltage stability index (VSI) proposed by
Yanfeng et al. [31], can be considered as one of the best line voltage stability indices.
This index indicates the variation of voltage stability margin in the power system
for real, reactive and apparent powers transmitted in the line. VSI is expressed as
follows [31]:

V SI = min

(
Pmax − Pr

Pmax
,
Qmax − Qr

Qmax
,
Smax − Sr

Smax

)
(33)

where

Pmax =
√

V 4
s

4X
− Qr

V 2
s

X
(34)

Qmax = V 2
s

4X
− P2

r X

V 2
s

(35)

Smax = (1 − sin(θ))V 2
s

2 cos(θ)2X
(36)

where Pmax, Qmax, and Smax are, respectively, the maximum transferred real, reactive
and apparent powers, Vs and Vr are, respectively, the sending and the receiving end
voltages, X is the line reactance, θ is the line impedance angle. The value of VSI
index must be greater than 0 for stable systems and the branch with the lower value
is considered to be weak compared to the branch with a higher value.

4.2 Generation of Training and Testing Data

As PMUs have been widely implemented in many power systems, application of
wide-area PMU measurements in real-time voltage stability monitoring has been
of great interests. Many studies confirmed that PMU data are good indicators for
voltage stability monitoring and they can be taken as inputs to the prediction models
[1, 13, 14]. Since PMU devices can provide synchronized measurements, which
include the magnitude and phase angle of voltages, both of them are chosen as inputs
of the developed MLP–MSA and ANFIS–MSA models i.e., inputs = {(|Vi |, δi), i ε

PMU buses}. On the other hand, the minimumVSI values, computed using load flow
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Fig. 5 Flowchart of the generation of training and testing data

equations, at each operating point are used as the output variables. The generation
of training data is carried out through off-line simulation processes by varying both
the active and reactive power simultaneously on each load bus in the system. The
load is increased with a constant load factor from the base case until the system
reaches the voltage stability limit. The voltage magnitudes and angles of PMU buses
are obtained by solving conventional load flow at each load generating sample. The
flowchart of the generation of training and testing data is depicted in Fig. 5. The
collected dataset will be then applied to train and to evaluate the proposed prediction
models. Once the training process is accomplished and the stopping condition is
reached, model testing is required to verify the performance of the models over the
actual and predicted data.

4.3 Real-Time Prediction of VSI

The last phase deals with the implementation of the developed MLP–MSA and
ANFIS–MSA models to predict VSI in a real-time manner. In this phase, VSI is
predicted using real-time measurements provided by PMUs. These provided data
may support the tracking of dynamic phenomena and provide the necessary informa-
tion for power system voltage stabilitymonitoring. The time-synchronized data taken
from throughout the distributed PMUunits will be sent to the control system inwhich
the well trained MLP and ANFIS models are employed to predict voltage stability
margin for each operating point. The precise and synchronized real-time measure-
ments obtained by PMUs with the fast evaluation of voltage stability offered by the
proposed models can help system operators to take the required control action, such
as load shedding or emergency demand response [32], to prevent voltage collapse.
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Fig. 6 Single line diagram of the IEEE 30-bus test system

5 Case Study and Simulation Results

5.1 Test Systems

5.1.1 IEEE 30-Bus Test System

The first test system used to validate the performance of the proposed models is the
standard IEEE 30-bus test system [33]. This system is shown in Fig. 6, and it consists
of 30 buses, 6 thermal units, 41 branches and 21 loads.

5.1.2 IEEE 118-Bus Test System

The performance of the proposed models for voltage stability monitoring has been
validated also on the IEEE 118-bus test system shown in Fig. 7 [33]. This system
contains 118 buses, 51 thermal units, 196 branches and 91 loads.
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Fig. 7 Single line diagram of the IEEE 118-bus test system

5.2 Data Preparation

One of the crucial factors for successful implementation of any machine learning
technique is the generation of proper training data. To generate the training data for
the proposed models, all loads of both test systems are uniformly increased, with
constant load power factors, from their base case loadings to the voltage collapse.
As aforementioned, the gathered voltage magnitudes and angles by the distributed
PMUs (voltageswhere PMUs are installed)will be used as the inputs for the proposed
models, while themin values ofVSI as the outputs. The optimal number and locations
of PMUs for both test systems are obtained using simulated annealing (SA) method
in PSAT (Power System Analysis Toolbox) software [34]. The optimal number and
placement of PMUs are represented in Table 1. Afterwards, the collected data is
divided into 80% for training and 20% for testing the models. The first portion is

Table 1 Number and locations of PMUs

Test system Number of PMUs Location of PMUs

IEEE 30-bus system 7 3, 5, 10, 12, 19, 23, 27

IEEE 118-bus system 28 2, 8, 11, 12, 17, 21, 25, 28, 33, 34, 40, 45, 49, 52, 56,
62, 72, 75, 77, 80, 85, 86, 90, 94, 101, 105, 110, 114
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employed for initial training and models parameter optimization, and the second
portion to further adjust and evolve the predictors to simulate real conditions.

5.3 Performance Comparison

The performance of MLP–MSA and ANFIS–MSA is outlined in this section. The
developed programs are written using MATLAB software and the simulations are
carried out on a computer with Intel Core i5 CPU @2.7 GHz, 4 GB RAM and
Windows7 as the operating system. The load flow is obtained using MATPOWER
[33]. In all simulations, the MSA parameters are tuned as follows: the number of
search agents (candidate solutions) is fixed to 30 and the number of pathfinders to
18. For the MLP network, the number of hidden neurons is set to 20 (determined
by a trial-and-error process). The MSA is used to optimize the weights connecting
the input layer with the hidden layer, the weights connecting the hidden layer with
the output layer and the biases. For the ANFIS model development, the SC (genfis2)
technique based on the Gaussian type of membership function is used to generate
fuzzy rules. According to [35] Gaussian membership function can be considered as
the best fit to use with ANFISmodel. The squash factor, the accept ratio and the reject
ratio were set, by default in MATLAB toolbox, to 1.25, 0.5 and 0.15, respectively.
The MSA algorithm is adopted to find the best value of cluster radii in the range of
[0.2 0.5] [36].

5.3.1 Application to the IEEE 30-Bus Test System

This section demonstrates the effectiveness of the proposed methods on the IEEE
30-bus system. The results of the proposed methods have been compared with those
found in the literature using the same data as in [14]. Figure 8a shows the convergence
curve of MSA algorithm seeking for the optimal values for MLP’s weights and
biases. It can be seen that the MSA has a slow convergence rate due to the problem

Fig. 8 Convergence curves of MSA for a MLP training, b ANFIS training
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Fig. 9 Predicted values by the MLP–MSA versus actual values a Training phase b Testing phase

complexity. Figure 9a, b show the plots of the actual and predicted values of VSI via
MLP–MSA method in the training and testing phases. It is seen that the MLP–MSA
predictions are in agreement with the actual values. The prediction accuracy of the
models was measured using RMSE, PRMSE and R indices. In the training phase,
the computed values of RMSE, PRMSE and R were 0.0372, 6.1137 and 0.98198,
respectively. In the testing phase, these indices are found to be 0.0380, 7.1458 and
0.98014 respectively. It is seen that the MLP–MSA model can estimate VSI with
a good accuracy which means that the MSA algorithm has performed efficiently in
tuning the MLP’s weights and biases.

MSA algorithm is used also to find the optimal cluster radius of ANFIS-based SC
technique, then, the performance of the trained ANFIS model was evaluated in VSI
prediction. The convergence curve of the MSA algorithm is illustrated in Fig. 8b and
the smallest errorwas obtainedwith the cluster radius of 0.2518. Figure 10a, b depicts
the scatter plot of the predicted VSI values using ANFIS–MSA against actual ones
in the training and testing phases. For the training step, the correlation coefficient (R)
was found to be 0.99685. In the testing phase, the predictions result in a correlation
coefficient of 0.99378. The correlation between the actual VSI values and ANFIS–
MSA predictions is much better than MLP–MSA predictions. The comparison of
different statistical indices for the proposed models and other models in the literature
is shown in Table 2. As shown in this table, ANFIS–MSA outperforms all other
prediction models. For this model, the values of RMSE and PRMSE, in the training
phase, are calculated to be 0.0160 and 2.7873, respectively. In the testing phase,
these values are found to be 0.0206 and 3.9442, respectively. It is seen that all used
criteria confirmed that the proposed MLP–MSA and ANFIS–MSA methods give a
good prediction accuracy compared to ANFIS and DFO–SVR [14]. On the other
hand, the ANFIS–MSA performance culminates in giving the best prediction results
than the MLP–MSA model.
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Fig. 10 Predicted values by the ANFIS–MSA versus actual values a Training phase b Testing
phase

Table 2 Statistical performance of MLP–MSA and ANFIS–MSA

Method Training Testing

RMSE PRESE R RMSE PRMSE R

MLP–MSA 0.0372 6.1137 0.98198 0.0380 7.1458 0.98014

ANFIS–MSA 0.0160 2.7873 0.99685 0.0206 3.9442 0.99378

ANFIS [14] 0.0228 – 0.99325 0.0385 – 0.97492

DFO–SVR [14] 0.0166 – 0.99641 0.0273 – 0.98776

5.3.2 Application to the IEEE 118-Bus Test System

The proposed new models are evaluated in this section on the IEEE 118-bus power
system to compare their efficiency. Figure 11a illustrates the convergence curve of
MSA algorithm searching for the optimal values for MLP’s weights and biases.
Correlations between actual and predicted values of VSI for training and testing
phases are shown in Fig. 12a, b. As seen from this Figure, the MLP–MSA model
gives a correlation coefficient of 0.99814 for the training datawhile this coefficient for
the testing data is equal to 0.94607. The proposed hybrid model managed to produce
an RMSE and PRMSE of 0.0087411 and 1.5056, respectively, in the training phase.
In the testing phase, this model yield to the values of RMSE and PRMSE of 0.1381
and 9.6441, respectively.

The effectiveness of the proposed ANFIS–MSA model in the prediction of VSI
was also checked in the case of the IEEE 118-bus system. Figure 11b displays the
optimization process of the RMSE versus iterations number for MSA to find the
optimum value of ANFIS cluster radius and to predict VSI. The optimal found value
of cluster radius is 0.4599. The scatter plots for thismodel are illustrated in Fig. 13a, b.
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Fig. 11 Convergence curves of MSA for a MLP training, b ANFIS training

Fig. 12 Predicted values by the MLP–MSA versus actual values a Training phase b Testing phase

From this Figure, it is apparent that the ANFIS–MSAmodel gave the most scattered
estimates. The results of different statistical indices for both proposed prediction
models are listed in Table 3. It is shown that the RMSE and PRMSE of the ANFIS–
MSA prediction method are computed to be 3.6708e−4 and 0.0632, in the training
phase and 0.0042 and 2.8645 in the testing phase. By using ANFIS–MSA method,
we observed that the RMSE in the testing phase was reduced by 0.1339. As for the R,
it increased by 0.05392. From these results, we can note clearly that the prediction
of VSI using ANFIS–MSA model gives better results compared to the MLP–MSA
model. It is seen from the comparison of the statistical indicators values, in both case
studies of IEEE 30-bus and IEEE 118-bus test systems, that the proposed models
give a good prediction accuracy of VSI. However, ANFIS–MSA model acquired
relatively lower values of RMSE and PRMSE, and higher values of R. Accordingly,
it can drown the conclusion that the proposed MLP–MSA and ANFIS–MSAmodels
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Fig. 13 Predicted values by the ANFIS–MSA versus actual values a Training phase a Testing
phase

Table 3 Statistical results of the developed models

Method Training Testing

RMSE PRMSE R RMSE PRMSE R

MLP–MSA 0.0087411 1.5056 0.99814 0.1381 9.6441 0.94607

ANFIS–MSA 3.6708e−4 0.0632 1 0.0042 2.8645 0.99999

would be an appealing option for voltage stability monitoring since the obtained
results are superior to those from the other models for the considered case studies.

6 Conclusions

This chapter proposes novel measurement-based methods for the real-time moni-
toring of voltage stability using PMU data. The proposed methods are based on the
training of multi-layer perceptron (MLP) neural networks and adaptive neuro-fuzzy
inference systems (ANFIS) deploying amoth swarm algorithm (MSA). The problem
of training theMLP and ANFIS was first formulated as a minimization problem. The
objective was to minimize the root mean square error (RMSE), and the parameters
were linking weights and biases for the MLP network and the cluster radius for
ANFIS-based subtractive clustering. The proposed MLP–MSA and ANFIS–MSA
methods require only the voltage phasors’ data provided by the PMU units, to predict
the voltage stability of the power system. The applicability and the performance of
the proposed hybrid models have been investigated using standard IEEE 30-bus and
IEEE 118-bus test systems and compared with existing methods in the literature.
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The results obtained from the two test systems clearly showed the efficiency and
accuracy of the proposed MLP–MSA and ANFIS–MSA methods as compared to
other existing methods. On the other hand, the simulation results reveal that the
ANFIS–MSA performance culminates in the best prediction results compared to the
MLP–MSA model.
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Wide-area Transmission System Fault
Analysis Based on Three-Phase State
Estimation with Considering
Measurement Errors

Alireza Ghaedi and Mohammad Esmail Hamedani Golshan

Abstract In this chapter, awide-area integratedmethod including a set of algorithms
for transmission lines fault analysis is introduced. The proposed method is based on
extension and modification of state estimation formulation. Thus, the method is
applicable to both symmetrical and asymmetrical networks as well as all fault types
including symmetrical and asymmetrical ones. The method exploits the capacities
of state estimation formulation and the solution algorithm of weighted least squares
(WLS) to reduce the effect of inherent errors on the fault location accuracy and
detection and elimination of bad data in the measurement vectors. For this purpose,
an error model of the measurement chain including instrument transformers and
PMUs is proposed. This model is used to design measuring errors covariance matrix
in the state estimation formulation. The performance of the proposed method has
been investigated through numerous fault events simulated on different locations of
all transmission lines of the IEEE 118-bus test system.

Keywords Asymmetrical faults · Bad data detection · Fault location ·
Measurement chain error · State estimation · Untransposed transmission lines

1 Introduction

Expansion of transmission lines in vast geographical areas has caused these lines
to be more exposed to natural phenomena such as lightning, windstorm, severe
winds, floods, and human factors. These phenomena can lead to permanent faults
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in transmission systems and long duration electricity interruption. That is why fault
location studies have received much attention from the first days of transmission
systems development. The higher accuracy of fault location speed up transmission
line repair process. Consequently, network is restored to the normal state and power
supply is reconnected for subscribers in the shortest possible time leading to higher
system reliability.

A faulty line can usually be identified using protection systems or supervisory
systems such as SCADA.1 After that, finding the exact location of the fault is the
main challenge lying ahead. The motivation behind this chapter is to present an
integrated method which is able to estimate fault location, faulty line discrimination
and fault type identification by using a number of wide-are phasor measurements.
Another motivation is using a known and systematic framework for implementation
of the integrated method and decreasing the effect of the inherent errors related to
the measuring components on the method’s results.

1.1 Literature Review and Background

So that the preliminary research dates back to the 1930s. However, the importance of
thesemethods becamemuchmore evident duringWorldWar II, and countries such as
the United States, Canada, Belgium, France, and Japan obtained great achievements
in this field [1]. An intensive plan was organized to develop fault location methods in
Japan so that a team of professors from the University of Tokyo and representatives
of nine power generating companies started collaborating as a “committee for fault
location on transmission lines” [1]. Alongside these coherent activities in Japan,
industrial companies each conducted separate research in theUnited States; however,
according to a pre-arranged agreement between companies, there was a completely
free exchange of information obtained from research. A comprehensive report by the
AIEE2 was published for the first time in order to review the existing methods and
present future horizons of fault location studies [1]. Primary fault location methods
can be classified into two main categories of visual inspection and fault location
using fixed measurements [1]. Figure1 summarizes this classification.

Primary methods of automatic fault location were unable to locate the fault. Some
methods were only applicable to lines without power, so they could only detect
permanent faults. However, to detect transient faults, the algorithms need either to
be applied automatically to power lines or use the recorded data before the breakers
can be opened. As such, fault location methods can be divided into two main groups:

– Traditional fault location methods
– Automatic fault location methods

1Supervisory Control and Data Acquisition.
2American Institute of Electrical Engineers.
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Fig. 1 Primary fault location methods

1.1.1 Traditional Fault Location Methods

As mentioned earlier, traditional methods include a set of methods that cannot auto-
matically detect the location of the fault in the aftermath of the fault, but patrols
and maintenance teams should locate the fault by the use of equipment. Table1
summarizes the traditional fault location methods used for overhead lines. Although
many methods have been introduced so far, none of them were reliable methods for
locating the fault. With the passage of time and the installation of equipment called
“fault indicator” on the posts or transmission line towers, valuable information was
provided to the users about the location of the fault. Then, the addition of radio fea-
tures to fault indicators has made it possible to transmit fault-related information in
impassable locations and bad weather conditions.

1.1.2 Automatic Fault Location Methods

Despite all the efforts made in different and unusual fault location methods, auto-
matic fault location methods are still the most effective. These methods determine
the physical location of the fault by processing the voltage and current waveforms.
Most of the methods known today are among the automatic fault location methods.
Automatic fault location methods can be categorized in terms of different aspects
such as selection of appropriate frequency of under-study quantities, location of
electrical quantities extraction, and choice of time/frequency domains. Meanwhile,
in general, they can be divided into three main groups [2, 3], including traveling
waves based methods, artificial intelligence-based methods, and main-frequency
component-based methods. Each of the above-mentioned groups can be divided into
two sub-sets of single-ended and two-ended in terms of used electrical quantities in
the algorithm.
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Decision making in traveling waves approaches is based on the analysis of the
position-time graphs and the motion of the voltage and current waves [4, 5]. In this
group ofmethods, several factors such as hard detection of initial travelingwave front
and reflection wave front are considered as major challenges [4]. Numerous methods
have been introduced to solve these challenges with defining new criteria [4, 6, 7]. In
recent years, with the development of artificial intelligence-based methods in power
system studies, thesemethods have also been used in fault location algorithms. These
methods estimate fault location using tools such as support-vectormachine (SVM) [8,
9] and extracting different characteristics of network signals [10]. The computational
difficulties as well as the costs incurred to the power system in traveling wave-
based methods and artificial intelligence-based ones have made impedance-based
methods still very popular among researchers. Impedance method is considered as
the most famous main-frequency component-based method. Impedance methods
calculate the fault location directly through voltage and current phasors [11]. They
calculate the fault location through the obtained data and without requiring any
special hardware/software and as a result are highly economical [12]. However, they
have disadvantages due to their dependence on faulty transmission line parameters
and fault impedance [13]. Due to this dependence on various parameters, many
studies have been conducted on the vulnerability of this group of algorithms [14].
Various types of impedance methods are investigated in [15] and different strategies
are presented to improve their performance and reduce their errors. In contrast to two-
ended methods, impedance-based methods that just use faulty single-ended data, do
not require a communication link between the sending and receiving ends. On the
other hand, less dependence on parameters in the two-ended methods results in an
increase in the accuracy [15–18]. In addition to the introduced methods, a number of
impedance-basedmethods have focused on determining fault location in the presence
of high fault impedances. The main focus of these methods is on the phase to ground
faults. As an instance, the method used in [19] uses the electrical quantities of both
terminals and the faulty line parameters to estimate the fault location. Some methods
such as [20, 21] estimate fault location by determining theThevenin equivalent circuit
of the network [20, 21]. Although thesemethods are the one-endedmethods, they are
able to greatly reduce the parameter dependency by taking advantage of equivalent
circuit and statistical theories. Recently, impedance methods have been extended for
multi-terminal transmission lines [22, 23] and nonhomogeneous transmission lines
[24]. In the 80’s, after introducing phasor measurement units (PMUs) [25], access
to concurrent synchronous data was provided throughout the network. In addition
to measuring the magnitude of voltages and currents, the equipment is also able to
extract their phases. Additionally, the accuracy of PMUs measurements is far higher
than that of other conventional measurement devices. The emergence of PMUs has
led to the creation of another group of fault location algorithms called wide-are fault
locationmethods (WAFL). This group ofmethods is able to estimate the fault location
by measuring some of the network voltages and currents from different points, not
necessarily the bus connected to the faulty line [26–30]. The wide area methods
gained their popularity mainly due to their capability to decide on the location of the
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occurred fault based on scattered information from the voltage and current phasors in
the network [31, 32]. Some WAFL approaches have been introduced such as hybrid
(synchronized and unsynchronized) measurements and non-iterative methods [33–
35].

1.2 Contributions

This studywas carried out to overcome some common challenges of the fault location
methods proposed over the last few decades. The error in estimating the fault loca-
tion introduced by bad data and inherent errors in the measurement chains are some
of these challenges. For this purpose, a novel algorithm based on the well-known
formulation of system state estimation is proposed for fault location. The other chal-
lenge in fault location algorithms is how to encounter network asymmetries and
asymmetric faults. In order to determine the fault location in the cases where the
network is asymmetric, e.g. due to lack of fully transmission system transposition,
and occurrence of asymmetric faults (single-line-to-ground, line-to-line, and dou-
ble line-to-ground), the proposed algorithm is based on three-phase state estimation
formulation. The proposed method is also able to determine the fault occurrence,
fault type, and phases that contribute to fault, along with fault location. Therefore,
the proposed method includes a set of algorithms based on the three-phase state
estimation.

To tackle the mentioned challenges and goals, the basic three-phase state estima-
tion algorithm is modified by considering the fault location as a hypothetical bus on
which is not feasible to install a PMU. The voltage phasor of this hypothetical bus,
the injected current (fault current) and the fault location are also added to the problem
variables. Thus, the achievements presented in this innovative study are summarized
as follows:

Proposing a set of algorithms based on the modified three-phase state estimation
for fault detection, faulty line discrimination, fault location estimation and fault
type and faulty phase(s) identification.
Exploiting the capacities of three-phase state estimation for locating all kinds of
symmetrical and asymmetrical faults on transposed and untransposed lines.
Presenting an error model of the measurement chain including instrument trans-
formers and PMUs.
Reducing the effect of inherent errormeasurement chain on the fault location accu-
racy and detecting and eliminating bad data in the measurement vectors based on
the design of measuring errors covariance matrix in the state estimation formula-
tion.
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2 Three-Phase State Estimation

The most common faults in power systems are asymmetrical faults [36] and also
transmission systems are mainly asymmetric due to lack of fully lines transposition.
Thus, the formulation of three-phase state estimation has been expanded in this study
for the possibility of considering asymmetric faults, incomplete lines transposition
and network asymmetries.

The purpose of power system state estimation is to calculate the magnitude and
phase angle of the voltage of all network buses (state variables) using the quantities
measured at different points in the network. The general form of three-phase state
estimation equations are as follows:

z =

⎡
⎢⎢⎢⎢⎢⎢⎣

z1
z2
.

.

.

zm

⎤
⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎣

h1(x1, x2, ..., xn)
h2(x1, x2, ..., xn)

.

.

.

hm(x1, x2, ..., xn)

⎤
⎥⎥⎥⎥⎥⎥⎦

+

⎡
⎢⎢⎢⎢⎢⎢⎣

e1
e2
.

.

.

em

⎤
⎥⎥⎥⎥⎥⎥⎦

= h(x) + e (1)

In (1), m shows the number of three-phase PMU measurement blocks. Thus, the
vector of system measurements z includes magnitude and phase angle of buses volt-
ages and lines currents and has the order of 3m × 1. The vector of measurement
functions, h(x), includes relationships between measurements and state variables.
The order of h(x) is 3m. Assuming there are Nbus buses in the network, the number
of the state variables n is equal to 6Nbus including three magnitudes and three-phase
angles for voltage phasor of each bus. The vector of state variables is denoted by
x = [

x1 x2 ... xn
]T
. The measurement errors vector is of the order of 3m × 1 and is

denoted by e.
One of the most commonly used methods for solving state estimation problem

is weighted least squares (WLS) method [37]. The purpose of WLS estimator is to
minimize the value of objective function of (2):

J (x) = [
z − h(x)

]T
.R−1.

[
z − h(x)

]
(2)

where, matrix R is the measurement errors covariance matrix.

R = Cov(e) = E
[
e.eT

] = diag(σ2
1, σ2

2, ... , σ2
m) (3)

Diagonal matrices σ2
i s indicate the variance of the measurements related to the i-th

three-phase measurement block.

σ2
i =

⎡
⎣

σ2
ia

0 0
0 σ2

i b
0

0 0 σ2
ic

⎤
⎦ . (4)
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The necessary condition for optimal solution of J (x) is as (5):

g(x) = ∂ J (x)

∂x
= 0 (5)

or
− HT .R−1.

[
z − h(x)

] = 0 (6)

where H(x) = ∂h(x)
∂x is the Jacobian matrix of measurement functions. Using Tay-

lor expansion and considering the linear approximation of h(xk + �xk) ∼= h(xk) +
H(xk).�xk , (6) can be written as:

HT (xk).R−1.H(xk).�xk = HT (xk).R−1.
[
z − h(xk)

]
(7)

where �xk = xk+1 − xk and xk+1 and xk denote the solutions of (k + 1)-th and k-th
steps of (7). By defining the gain or information matrix as

G(x) = HT .R−1.H (8)

and rearranging (7), the unknown x is obtained by the iterative solution of (9):

xk+1 = xk − G(xk)
−1

.g(xk) (9)

The iteration process is continued until
∣∣�xk

∣∣ < εwhere ε and k are the convergence
threshold of the problem solution and the iteration number in problem solution pro-
cess, respectively.

3 The Proposed Method to Determine Matrix R

Determining the power system status requires measuring a number of network elec-
trical quantities. Figure3 shows how to extract the electrical quantities. The process
shown in Fig, 3 is called “measurement process” or “measurement chain”. Eachmea-
surement chain consists of two main components, namely an instrument transformer
and a measuring device. Therefore, the measurement accuracy is directly affected
by the accuracy of both instrument transformers and measuring devices. Equipment
errors include the errors related to their inherent limitations and systematic or biased
errors due to their failure or other reasons.

The inherent errors of the equipment in themeasurement chain are declared by the
equipment manufacturer. These errors should be in accordance with the national or
international standards. The measurement error exists on both magnitude and phase
angle of voltage and current signals (Fig. 2).
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Fig. 2 A typical measurement chain in power system

Table 2 Maximum error of measurement devices [40]

Conventional measurements PMU measurements

Active power Reactive power Voltage Current Phase angle

±3% ±3% ±0.02% ±0.03% ±0.54◦

IEEE C57.13 standard has provided accuracy classes for instrument transformers
[38]. Accordingly, the maximum error of voltage and current transformers depends
on the power system operating condition.

For fault location, it is necessary to examine the network quantities during the
fault. The protective instrument transformers are used to obtain the abnormal voltage
and current during the fault. The maximum permissible error and the accuracy class
for this equipment are given in [39]. Table 2 also shows the maximum possible error
of measurement equipment in accordance with IEEE C37.118.1 standard [40]. To
identify the accuracy of measurement chain, it is necessary to consider the maximum
possible error occurring in both the intermediary transformers andmeasuring devices
to determine the error of measurement chains. In the following, we examine the error
of each measurement chain in terms of errors of its components.

For this purpose, popular statistical distributions for equipment error are used.
Due to the features such as continuity, symmetric feature, and ultimately zero mean
in standardmode, standard normal distribution has been used formodeling the errors.
In other references, the standard normal distribution is also called error distribution
[36]. Many engineering applications also use standard normal distribution to model
the errors.

In the measurement chain shown in Fig. 3, the relationship between converted
quantities (Ftrans f ) and actual quantities of the network (Fnetwork) is given by (10).
The final value of quantities in the output of the measurement process used in the
algorithms is also expressed as (11):

Ftrans f = Fnetwork + N (0, uF
IT ) (10)

Fmeas = Ftrans f + N (0, uF
PMU ) (11)

where N (0,σ2) expresses a normal distribution with the mean 0 and the variance
σ2. In (10) and (11), uF

IT , and u
F
PMU represent the standard uncertainty in the output
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+-

10

Fig. 3 Standard normal distribution and parameters definition

quantities of voltage/current transformers and PMUs, respectively. Furthermore, F is
used to represent themeasured quantities including V (voltagemagnitude), I (current
magnitude), θV (voltage phase angle), and θ I (current phase angle). I T is also used
to represent voltage transformer (VT) or current transformer (CT). Therefore, it is
expected that the converted quantities and measured values lie within the confidence
intervals:

(1 − eIT )Fnetwork < Ftrans f < (1 + eIT )Fnetwork (12)

Ftrans f (1 − ePMU ) < Fmeas < Ftrans f (1 + ePMU ) (13)

where eFIT and eFPMU are the maximum possible error of magnitude or phase angle
for the instrument transformers and PMUs, respectively. It should be noted that due
to the stochastic nature of the measuring process, the obtained quantities may not be
contained in the confidence interval. The probability of the obtained quantities being
within the confidence interval is defined as level of confidence (p). For example, con-
sider a voltage magnitude measurement, it is expected that the obtained value reflects
the confidence interval 0.98

∣∣Vtrans f

∣∣ < |Vmeas | < 1.02
∣∣Vtrans f

∣∣ that is 99.73%. In
the other words:

Prob(0.98
∣∣Vtrans f

∣∣ < |Vmeas | < 1.02
∣∣Vtrans f

∣∣) = 99.73% (14)

It means that from each 1,000 measured samples, 3 samples are out of the con-
fidence interval. Since in a power system, samples are continuously extracted, their
behavior can be described by the standard normal distribution. The confidence inter-
val, confidence level and its relation are shown in Fig. 3.
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Table 3 Value of the coverage factor kp that produces an interval having level of confidence p
assuming a standard normal distribution

Level of confidence p (%) Coverage factor kp

90 1.645

95 1.96

95.45 2

99 2.576

99.73 3

Uncertainties of voltage and current magnitudes in the standard normal distribu-
tion are obtained by the following equations [36]:

uF
IT .kp = eFIT |Fmeas | (15)

uF
PMU .kp = eFPMU |Fmeas | (16)

where kp represents coverage factor and |Fmeas | is themagnitude of voltage or current
sent to the control center. The different kps corresponding to various values of p are
presented in Table 3. If F means the voltage or current phase angle, uncertainties in
the standard normal distribution are presented as follows:

uF
IT .kp = eFIT (17)

uF
PMU .kp = eFPMU (18)

By substituting (10) in (11), equation (19) is obtained.

Fmeas = Fnetwork + N (0, uF
IT ) + N (0, uF

PMU ) (19)

As instrument transformers andPMUs are separate equipmentwith different phys-
ical structures and tasks, it is very close to reality to assume that they are indepen-
dent. Thus, according to (19), the standard uncertainty of a measurement chain can
be obtained from the two related normal distributions using the moment-generating
function of those normal distributions. The moment-generating function for a typi-

cal normal distribution with the mean μ and the variance σ2 is defined as eμ.t+ σ2 .t2

2 .
According to the statistical theorems, if two independent random variables are com-
bined, the moment-generating function for the new random variable is obtained from
the product of moment-generating functions of the independent variables [36].

ϕchain(t) = ϕI T (t).ϕPMU (t) (20)

In (20), ϕI T (t) and ϕPMU (t) are moment-generating functions for instrument
transformers and PMUs, respectively. For all equipment, the probability distribution
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Table 4 Integrated error of measurement chain, including the accuracy classes of protection trans-
ducers and PMUs

Voltage Measurement Chain Current Measurement Chain

Accuracy
class

Voltage error
(%)

Phase
displacement
(min)

Accuracy
class

Current error
at rated
primary
current (%)

Phase
displacement
at rated
primary
current (min)

3P ±3.67 ±120.0013 5P ±1.00045 ±60

6P ±6.33 ±240.00061 10P ±3.00015 –

function is a standard normal distribution, meaning that the mean value for all of
them is zero (μ = 0). Therefore, the moment-generating function of a measurement
chain can be expressed as:

ϕchain(t) = e0.5σ
2
I T .t2 .e0.5σ

2
PMU .t2 (21)

or
ϕchain(t) = e0.5(σ

2
I T +σ2

PMU )t2 (22)

It concludes that the distribution of combination of two normally distributed inde-
pendent variables is another normal distribution which has mean μchain and standard
deviation σchain as:

μchain = μI T + μPMU = 0

σchain =
√

σ2
I T + σ2

PMU

(23)

Therefore, using (10) to (23), the error of a measurement chain can be calculated
directly via (24) and the related weight coefficients can be obtained through (15) to
(18).

eFTotal =
√

(eFIT )
2 + (eFPMU )

2
(24)

The maximum errors of the measurement chains given in Table 4 have been
calculated by (24) based on the maximum allowable errors of voltage and current
given in Table 2. In most of the studies in the literature, just the PMU errors have
been considered to evaluate the performance of fault location algorithms. However,
according to Table 4, the main part of measurement error is related to the IT error,
i.e. the integer part of the combined error is related to the IT errors, while its decimal
part is due to the PMU errors. As shown in Table 4, IT errors are much higher than
PMU errors and it is unreasonable to ignore them.

The new approach proposed in this section can be used for calculating the maxi-
mum combinational error of each measurement chain.
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4 Modified Three-Phase State Estimation Formulation for
Fault Location

In this section a new method for recognition of fault occurrence, discrimination of
the faulty line, estimation of fault location and identification of fault type is proposed
based on three-phase state estimation for all fault types including three-phase faults,
line-to-line faults, double line-to-ground faults, and single-line-to-ground faults.

Installed PMUs provide the magnitude and phase angle values of the measured
quantities to the algorithm. To explain the proposed algorithms, Fig, 4 is presented.
Figure4a shows transmission line i j when a fault f occurs at distance d f from bus
i . Figure4b shows three-phase details of Fig. 4a for a single-line-to-ground fault
including phase c.

4.1 Fault Location as a Hypothetical Bus

In the proposed algorithm, the fault point (point f ) on the faulty line (line i j) is
considered as a hypothetical bus during the fault. As a result, the original Nbus-bus
system can be considered as a Nbus + 1-bus system and the fault current is recognized
as the injected current to the hypothetical bus.

Since there is no measurement equipment on the hypothetical bus, in the modified
state estimation problem seven new state variables including themagnitude and phase
angle of three-phase voltages of the hypothetical bus along with the fault position
are added to the original state variables vector. Therefore, in the modeling of the

Fig. 4 Transmission line i j
during a fault occurred at
distance d f from the i-th bus
a Single line diagram b
Single-line-to-ground fault
on phase c
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fault location problem based on the state estimation procedure, the vector of the state
variables, xmodi f ied is expressed as:

xmodi f ied =
⎡
⎣xT original | θ

V
f ph

T
V

T
f ph d f︸ ︷︷ ︸

xadded

⎤
⎦

6Nbus+7

(25)

where θ
V

f ph , V fph , and d f are the phase angle and magnitude vectors of three-phase
voltages at the hypothetical bus f and the fault location, respectively. It is observed
that the number of state variables added to the modified problem is constant for all
fault types. In this case, the Jacobian matrix is modified as (26).

Hmodi f ied =
[
Horiginal

∣∣∣ ∂h(xmodi f ied )

∂xadded

]
(26)

where H is the Jacobian matrix of original Nbus-bus system and Hmodi f ied is the
modified Jacobian matrix corresponding to xmodi f ied for the fault location purpose.
As the number of network measurements before and during the fault are constant,
the number of rows of matrix Hmodi f ied does not change with respect to H , and the
number of columns which are added to matrix H are equal to the number of variables
added to the state variables.

4.2 Bad Data Detection

One of the advantages of state estimation formulation is the systematic capability for
dealing with measurement errors. The inherent errors of the measurement chain are
modeled by the covariance matrix of errors. On the other hand, due to reasons such as
components failure, being under vibration or inappropriate installation environment,
some measurement equipment might encounter errors much higher than those listed
in Table 4. This kind of resulted data is called bad data. In this study, the largest
residual vector is used to identify bad data. For this purpose, after solving themodified
state estimation problem, the measurement residual vector is calculated using (27):

r (̂x) = z − h(̂x) (27)

where x̂ indicates the final value of state variable vector. In order to determine
the normalized residual vector, the residual of the covariance matrix must first be
calculated as:

�(̂x) = R − H (̂x).G−1(̂x).Ht (̂x) (28)

Then, the elements of the normalized measurement residual vector are calculated as:
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r Niph (̂x) = ri ph (̂x)√
�i i ph (̂x)

(29)

where, �i i ph indicates the elements of residual covariance diagonal matrix (�) cor-
responding to the i-th measurement and ri ph is the i-th element of the measurement
residual vector. After calculating the normalized measurement residual vector, its
largest element is determined and selected.

If the value of the largest element of the normalized residual vector (r Nmax) is
greater than the pre-determined threshold (

∣∣r Ni
∣∣ > β), this means that the measure-

ment corresponding to this element contains bad data. For bad data detection by the
largest residual vector, the distinctive threshold β is usually selected equal to 3 in
the literature such as [36, 37]. The choice of β = 3 as the threshold in references is
based on the experiences related to huge tests and stochastic theories. In addition we
have tested the threshold β equal to 3 by too much fault scenarios on different test
system for the measurement chains errors more than those given in Table 4. For all
studied scenarios, the elements corresponding to the failed measurement in the mea-
surement residual normalized vector have been greater than 3. When the bad data is
detected, the two following actions can be performed to improve the state estimation
results; correcting bad data using estimated values of the state variables or solving
the modified state estimation problem again by removing the faulty measurement
from the measurement values vector, in case of data redundancy.

4.3 Observability and Data Redundancy

The magnitude and phase angle of three-phase voltages at Nbus buses, magnitude
and phase angle of the hypothetical bus at fault point and the distance of fault point
from one end of the faulty line for three phases should be determined by WLS algo-
rithm. Thus, the number of the variables in the proposed fault location formulation is
6Nbus + 7. In the fault location problem based on the state estimation technique, sim-
ilar to a conventional state estimation problem, the best solution is obtained when the
problem is in the over-determined condition. The over-determined condition refers
to the condition in which the number of the measurements (3m) in the network is
greater than the number of the variables (n = 6Nbus + 7). However, in order to take
advantage of detecting and removing bad data, the number of measurements must be
more than the variables (3m � 6Nbus + 7). Thus the redundancy of measurements
determined the number of bad data which can be detected. The redundancy technique
can be realized by more measurements or using two or several data sets related to
different time instants during the fault period.
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4.4 Proposed Algorithm

The proposed fault location algorithm is based on three-phase state estimation which
requires three-phase model of the network and transmission lines and three-phase
PMUmeasurements including voltage and current phasors. Thus, the proposed algo-
rithm uses the network data and PMU measurements for detection of faulty line,
accurate estimation of fault location and identification of fault type according to the
following steps as shown in Fig. 5.

4.4.1 Detection of Faulty Line

Step 1: If some transmission lines are disconnected from the network, the probable
fault incident investigation and possible faulty line discrimination processes are ini-
tiated.
Step 2: Under normal operation (prior to the line trip), the system situation includ-
ing the network configuration (breakers status) and system operation quantities are
specified by the measurement and monitoring systems. When a fault is occurred
on a transmission line, the network configuration becomes different with the initial
network configuration. The step 2 of the algorithm considers the initial network con-
figuration along with the last set of data before fault clearing by opening the faulty
line circuit breakers for achieving three-phase state estimation.

For more explanation, assume the circuit breakers are opened after 5 cycles from
the fault occurrence instant. Thus, if the reporting rate of PMUs be one sample per
cycle, then there are 5 set of phasor samples provided by PMUs during the fault.
Since there is not compatibility between the system configuration (related to the
normal situation) and the measurements used in the state estimation study, the bad
data are detected and consequently the current measurements corresponding to the
maximum normalized residual vector indicates the faulty line.

Briefly, using the initial network configuration (prior to lines disconnection) and
the last set of data before circuit breakers tripping, three-phase state estimation is
executed according to (1)–(9). According to (27)–(29) and using the bad data detec-
tion process for state estimation results, the normalized residual vector of current
measurements would be calculated. The existence of bad data can be due to fault
occurrence and the lack of conformity between the network configuration and data
used in the executed state estimation. Therefore, there are two possible cases:

1. If bad data is not detected in current measurements, it can be concluded that
the fault occurrence is not the cause of circuit breakers tripping.

2. If bad data is detected in current measurements, it means a fault has occurred
and the current measurements corresponding to the maximum normalized residual
vector indicate the faulty line.
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Fig. 5 Flowchart of
proposed method
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4.4.2 Estimation of Fault Location

Step 3: According to (15)–(18) the covariance matrix is calculated based on the
maximum possible errors of the measurements given in Table4. Then the modified
three-phase state estimation problem based on (25)–(26) is solved by considering
the new state variables added to the state vector.
Step 4: Based on the content of Sect. 4.2, bad data analysis is performed to detect the
corresponding faulty measurement. If any bad data is detected in the measurements
vector, the faulty measurements are removed and the calculation begins again from
step3.This process continues until all faultymeasurements are detected and removed.
Finally, the fault location is determined with the required accuracy.

4.4.3 Identifying Fault Type

Step 5: By calculating the modified state vector in (25), the fault location is exactly
detected, and also the three-phase voltages of fault point V fph are calculated. By
investigating V fph , Viph , Vjph and currents Ii f ph , I j f ph (Fig. 4) during the fault, the fault
type and the phase or phases contributing to the fault can be identified according to
the power system short circuit theory.

5 Simulation Results

The performance of the proposed method has been investigated using several IEEE
test systems. Since the transmission network of these systems are inherently sym-
metrical network, to demonstrate the benefit of the proposed method, the symmetric
networks are converted to asymmetric networks in the following steps according to
[36].

1. Based on Z1 (positive sequence impedance) of the lines given by the data set of
networks, Z2 (negative sequence impedance) and Z0 (zero sequence impedance)
of the network lines are set as:

Z2 = Z1

Z0 = 3Z1
(30)

2. The sequence impedance matrix (Z012) for each transmission line is formed as:

Z012 =
⎡
⎣
Z0 0 0
0 Z1 0
0 0 Z2

⎤
⎦ (31)
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3. The phase impedance matrix (Zabc) for each transmission line is calculated as:

Zabc =
⎡
⎣
Zaa Zab Zac

Zba Zbb Zbc

Zca Zcb Zcc

⎤
⎦ = T−1.Z012.T (32)

where

T =
⎡
⎣
1 1 1
1 e j120 e j240

1 e j240 e j120

⎤
⎦ (33)

In the Zabc calculated by (32), the mutual impedance between phases, Zab, Zbc,
and Zac are equal. To model non-perfect transposition of the lines phases accord-
ing to [36]:

Zab = Zbc

Zac = 0.6Zab
(34)

The Zabc of lines calculated as above presents asymmetric lines and are used in
the three-phase state estimation. The fault location algorithm need to knowing the
network topology and parameters. About 1 million fault studies on different test
systems (IEEE 9, 14, 39, 57 and 118-bus test networks) have been demonstrated
excellent performance of the proposed method. In this section, some results related
to the modified IEEE 118-bus test system [42, 43] are only presented. The fault
simulation was performed using the PowerFactory environment [41] and the related
data were processed using appropriate softwares. The simulations were performed
on a PC with an Intel Core i7 CPU including 32GB of RAM. Usually, the PMUs are
located to attain observability of network under normal operation. For example, to
realize complete observability conditions, studies of [44] have been led to locate 28
PMUs on buses 3, 8, 11, 12, 17, 21, 25, 28, 34, 35, 40, 45, 49, 53, 56, 62, 72, 75,
77, 80, 85, 86, 90, 94, 102, 105, 110 and 114 of 118-bus system as shown in Fig. 6.
However, these PMUs cannot guarantee the observability during faults, thus, it is
required to complete the initial set with other PMUs for attaining fault observabil-
ity and encountering bad data, inherent error of measurement chains and parameter
errors. These purpose are achieved by adding three PMUs at buses 47, 61 and 63 in
the 118-bus system. However, this choice is not unique and the accurate results in
fault location and detection of some measurement and parameter errors can be alter-
natively obtained by adding three PMUs to buses 51, 64 and 70. It is evident that the
incorrect choices of PMUs cannot guarantee the results for the proposed algorithm.
For example, adding PMUs at buses 57, 74 and 84 in addition to 28 initial PMUs
leads to unacceptable errors in fault location for some cases such as faults occurred
on line 64-65. In addition, the studies have been demonstrated that adding only one
or two PMUs cannot provide full fault observability in presence of measurement
errors. We have specified the required PMUs with heuristic methods; however, the
optimal locations can be specified by the systematic methods such as ones in [45].
Consequently, the optimal number and locations of PMUs are determined based on
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Fig. 6 IEEE 118-bus system

defining an appropriate optimization problem with required rules related to the state
observability and fault observability.

In simulations, measurement chain errors have randomly been generated using
the normal distribution based on the maximum allowable value given in Table4.
The simulated errors very closely reflect real measuring conditions. Numerous fault
events have been simulated on different locations of all network transmission lines of
the test systems. For each fault, 100 cases of added random errors to themeasurement
vector were considered. Then, for each location scenario, the relative error of fault
location algorithm is calculated as the average of 100 simulated cases according to
(35).

FLE(%) = 1

100

100∑
s=1

∣∣∣dest
f,s − dtrue

f

∣∣∣
dLine

× 100% (35)

where FLE is the relative error of the algorithm’s result for each location scenario,
dest
f,s is the estimated location of fault for the s-th case, dtrue

f is the actual location of
the fault, and dLine is the length of the line.

5.1 Faulty Line Discrimination

The performance of the proposed method for discrimination of the faulty line was
investigated by simulation of different fault scenarios on all 177 lines of the IEEE
118-bus system. It is observed that the method correctly performs for all the tested



Wide-area Transmission System Fault Analysis … 469

Table 5 Results for a fault on line (3-5)

Faulty
line dis-
crimi-
nation

Bad data results for current measurements

Bad data solution r Nmax Corresponding measurement measured in bus

1st 18.742 I3−5 3

2nd 16.449 I5−3 5

Faulty line Line (3-5)

Fault
identifi-
cation

Estimated faulty line quantities (p.u.)

Quantities Voltage magnitude Current magnitude

Phase a b c a b c

Bus

Sending 0.951 0.198 0.981 0.381 9.523 0.275

Hypothetical 0.941 0.000 0.993 – –

Receiving 0.848 0.191 0.971 0.396 6.317 0.302

Fault data True Estimated

d f (p.u.) 0.2 0.20041

Type SLG SLG

Faulty phase b b

FLE (%) 0.041%

scenarios. For example, consider a single-phase-to-ground short-circuit including
phase b occurred on line connected between buses 3 and 5 at 20% distance from
bus 3. At first, the measured phasors related to during fault (before opening of cir-
cuit breakers of two sides of the line) and the basic network configuration in the
three-phase state estimation problem are used to solve the problem. In this case, the
maximum normalized residual is obtained as 18.742 which corresponds to the mea-
sured current I3−5. The secondmaximum normalized residual vector is 16.449which
corresponds to the measured current I5−3. These results indicate that line (3–5) can
be a faulty line candidate. Then, the bad data are eliminated by solving the modified
three-phase estimation problem with the hypothetical bus on line (3–5). The results
of solving the problem for line 5 are shown in Table 5. These results demonstrate
very high accuracy of the fault location and fault type identification.



470 A. Ghaedi and M. E. Hamedani Golshan

5.2 Importance of Matrix R and Measurement Chain Error
Modeling in the Fault Location Algorithm

In Sect. 3, we discussed about the calculation method of the maximum error of
measurement chains using the maximum allowable errors of PMUs and transducer
transformers. The maximum error of measurement chains is used to correctly con-
struct the measurement errors covariance matrix, R, which is required in the state
estimation formulation. In this section, the importance of correct construction of
matrix R and also modeling the measurement chains error is studied. For this pur-
pose, random measurement errors are generated using the measurement chain error
model proposed in Sect. 3. Then matrix R is constructed considering two different
assumptions as follow.

Case1 : The error of instrument transformers are not considered in the measure-
ment chains error and matrix R is only constructed based on PMUs errors.

Case2 : Matrix R is accurately constructed based on the measurement chains
errors.

Table 6 gives the average of FLEs obtained from the proposed fault location
algorithm for two cases 1 and 2 applied on numerous different fault scenarios on
the transmission lines of IEEE 118-bus test system. It is observed that the errors of
fault location algorithm are not acceptable in case 1. The large FLEs in this case are
due to the mismatch between the real measurement error and incorrect assumption
in the construction of matrix R. The obtained outcomes confirm significance of
accurate measurement chain modeling in obtaining truthful results which is properly
performed in this chapter.

5.3 Study of Bad Data Detection in the Measurement Vector

One of the important aspects of the proposed method is detecting bad data. A com-
prehensive study of bad data detection has been performed by adding various biased
errors to different PMU measurements. The proposed method correctly identifies
the failed measurements for all cases. Here the results of a few studied cases are
presented. These cases are related to the occurrence of all fault types on line (16-17)
with added biased error to measurement chain of bus 11 as:

Case1 : Adding simultaneous errors to magnitude and phase angle of voltage
phasor of bus 11. The errors of magnitude and phase angle are set as 20% and 10
degrees, respectively.

Case2 :Adding simultaneous errors to either magnitude or phase angle of current
phasors of lines (11-12) at bus 11 and (11–13) at bus 11. The errors of magnitude
and phase angle are considered as 20% and 10 degrees, respectively.

Table 7 summarizes the results of these case studies. For each case, the two left
columns provide the maximum of the normalized residual vector corresponding to
the failed measurements. After removing the failed measurements from the data set
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Table 7 Results of bad data detection in the measurement vector

Fault
Type

Case 1 Case 2

1st
iteration
FLE(%)

Failed
magni-
tude
measure-
ment

Failed
phase
angle
measure-
ment

Last
iteration
FLE(%)

1st
iteration
FLE(%)

Failed
magni-
tude
measure-
ment

Failed
phase
angle
measure-
ment

Last
iteration
FLE(%)

r Nmax r Nmax r Nmax r Nmax

A-G 9.854 18.971 17.93 0.286 12.688 23.272 21.342 0.388

B-G 10.692 21.459 18.173 0.198 11.782 23.585 19.697 0.253

C-G 8.715 19.391 17.242 0.268 12.145 23.848 19.491 0.306

AB 8.392 19.23 16.839 0.267 12.172 21.878 17.223 0.217

AC 9.717 20.023 18.231 0.093 12.468 21.005 18.961 0.174

BC 9.633 19.806 18.108 0.044 13.436 24.092 18.59 0.224

AB-G 9.148 20.212 18.143 0.125 11.195 20.998 18.712 0.382

AC-G 9.355 18.36 17.008 0.165 14.542 24.087 20.387 0.222

BC-G 9.053 19.924 18.894 0.223 12.131 20.182 17.543 0.272

ABC 9.692 20.934 16.139 0.232 14.139 21.855 18.506 0.215

ABC-G 8.857 20.434 18.171 0.13 13.17 20.374 18.889 0.365

and solving the modified state estimation using the sound data, the average FLE of
fault location algorithm is given in the right column for each case.

For example, considering an A-G fault in the first case, when the solving process
is performed, the r Nmax, which corresponds to the magnitude of voltage measurement
of bus 10, is obtained as 24.536, which is significantly higher than the distinctive
threshold (β = 3). Then, after removing this faultymeasurement, the solution process
is repeated. The value of r Nmax in the second repetition is also greater than β = 3 and
equals to 21.044 which corresponds to the phase error of voltage measurement of
bus 10. In the third repetition, the value of r Nmax reaches to less than 3 and FLE
becomes equal to 0.024%. The calculated FLE is much less than 1%, which is
usually considered as an acceptable error for the fault location algorithms.

As shown, in all simulated cases, the failed measurements were detected correctly
and after removing the faultymeasurement from the solvingprocess, the fault location
was estimated with an acceptable accuracy. In all cases, the FLEs are less than
0.37%.

5.4 Impact of Different Data Redundancy Methods
on the Proposed Algorithm

As a necessary condition, there should be always redundancy in the measurements
vector to obtain the best estimation for the fault location in the presence of measure-
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Table 8 Comparison of FLE(%) for different methods of providing data redundancy

Fault
type

A-G B-G C-G AB AC BC AB-G AC-G BC-G ABC ABC-
G

Methods

Method A 0.011 0.017 0.084 0.086 0.097 0.084 0.081 0.042 0.017 0.087 0.041

Method B 0.025 0.264 0.099 0.289 0.308 0.136 0.127 0.308 0.297 0.143 0.197

ment chain inherent errors and bad data. One of the ways to create data redundancy
is access to more voltage and current phasors. An alternative way is using multiple
samples of measured quantities during the fault interval with the same number of
measurements.

In the first method (method A), we assume that the measurements of voltage
phasors and current phasors in the network of IEEE 118-bus test system are available
according to the aforementioned 31 PMUs as shown in Fig. 6, while in the second
method (method B), there are only 28 PMUs located at buses 3, 8, 11, 12, 17, 21,
25, 28, 34, 35, 40, 45, 49, 53, 56, 62, 72, 75, 77, 80, 85, 86, 90, 94, 102, 105, 110
and 114 according to [44]. In both methods, the number of measurements is more
than the minimum requirement for full observability of the system. In method A, one
phasor sample of each measurement is used but in the second method, two phasors
related to the time interval before circuit breaker opening are used as inputs to the
algorithm.

According to Table 8, the obtained results for various types of faults in the 118-
bus system show that in both methods, data redundancy has enabled the algorithm to
detect fault location with a high degree of accuracy. Furthermore, it can be realized
that in the proposed algorithm, only the existence of measurement data redundancy
is sufficient for detecting and eliminating faulty measurements, but how to generate
data redundancy has no major effect on the algorithm process and the accuracy of
the fault location algorithm.

5.5 A Discussion on the Speed of the Proposed Algorithm

The fault location algorithms are developed to accurate estimation of the fault point
on transmission lines to identify the weak network points in the case of the temporary
faults or reduce the repair time in the case of the permanent faults. Thus, in contrast to
protective algorithms, the speed of the fault location algorithm and related algorithms
such as the algorithm of identifying the faulted line is not a main and important
aspect. In fact, these algorithms are offline ones and executed after the protection
systemoperation. However, Table 9 compares the speed and accuracy of the proposed
algorithm with a number of the existing PMU-based fault location algorithms. The
average execution time of the proposed algorithm and six existing PMU-based fault
location algorithms for different fault scenarios on IEEE 118-bus system [33, 46–
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Table 9 Average execution time of proposed algorithm in comparisonwith six existing PMU-based
fault location algorithms for different fault scenarios on IEEE 118-bus system

Methods Proposed
method

[52] [46] [47] [48] [49] [50]

Execution
time

0.088 ∗ 0.49 0.079 7.7 0.61 1.09 0.328

Average
FLE (%)

0.23 0.47 0.65 0.61 0.31 0.51 0.84

∗ The execution time is calculated for average execution time of scenarios with three bad measure-
ments detection and fault location calculation

Table 10 Minimum, maximum and average execution time of proposed algorithm on different test
networks

Test network Proposed method

Min. execution time∗ Max. execution time∗∗ Average execution
time

IEEE 14 bus 0.028 s 0.056 s 0.044 s

IEEE 39 bus 0.051 s 0.081 s 0.073 s

IEEE 57 bus 0.061 s 0.088 s 0.079 s

IEEE 118 bus 0.078 s 0.97 s 0.089 s
∗ The execution time is calculated for average execution time of scenarios with two bad measure-
ments detection and fault location calculation
∗∗ The execution time is calculated for average execution time of scenarios with five bad measure-
ments detection and fault location calculation

50] gives in Table 9 demonstrate the execution time of the most methods such as the
proposed method is fraction of 1 Sec. The minimum, average and maximum times
of the proposed algorithm execution for four test systems with different sizes are
given in Table 10, also demonstrates the execution time increases with the system
size although the times are still small.

Table 10 demonstrates the execution time increases with the system size although
the times are still small. The presented methods in this chapter can be modified for
different applications in power systems operation, control, protection and security
[33, 51, 53–56].

6 Conclusions

In this chapter, a fault location algorithm for transmission lines based on the three-
phase state estimation formulation is proposed. The proposed modified formulation
integrates all tasks including fault occurrence recognition, faulty line discrimination,
fault location estimation and fault type and faulty phase(s) identification. It exploits
the excellent capacities of three-phase state estimation for analyzing all symmet-
rical and asymmetrical faults on transposed and untransposed lines, reducing the
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effect of inherent errors of measurements chain on the fault location accuracy and
detecting and eliminating the bad data in the measurement vector. The algorithm’s
performance has been investigated by simulating numerous fault cases on different
locations of the transmission lines of the modified 39-bus test system with an asym-
metric network. For each of the fault cases, the inherent errors of the measurements
chain are considered in the measurement vector based on the proposed error model
of the measurements chain. It was demonstrated that for all cases, the error of fault
location algorithm is much less than 0.5%. In addition, the importance of correct
construction of measurement error covariance matrix as one of the effective param-
eters on the state estimation calculation has been investigated. The proposed error
model of the measurement chain uses the maximum allowable errors of PMUs and
transducer transformers to calculate the maximum errors of the measurement chains
utilized to correctly construct matrix R.
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Data-Driven Wide-Area Situation
Analyzer for Power System Event
Detection and Severity Assessment

Divya Rishi Shrivastava, Shahbaz Ahmed Siddiqui, and Kusum Verma

Abstract Real-time power system monitoring and assessment leads to two major
concern, prediction and evaluation of security and stability of power system. This
assists in determination of in-time probable anomaly of the system. However, at the
same time it requires real—time technological applications to measure network data
at all strategic geographical locations. Synchrophasor technology based wide-area
situational awareness ensures power system real—time monitoring and assessment.
The chapter proposes real—time data drivenWide-area Situation Analyzer (WASA).
WASA first detects an event in the system using synchrophasor measurements and
then assesses its vulnerability posed to power network. The vulnerability is measured
as severity in terms of first swing transient instability. Level of severity index is devel-
oped in terms of generator going out of step. The bus voltage trajectories going away
with rest of the system due to generator(s) transient instability are considered. The
proposed new approach is based on Center of Frequency (COF) formulated from
limited Phasor Measurement Unit measurements. To check for an event existence in
the system, a new decision based COF concept is defined. In order to determine the
severity of the identified event, a new Predictor Indices (PI) is proposed using COF
and PMU measurements. These predictor indices are used in assessment method-
ology, based on Adaptive Boosting (AdaBoost) of decision estimators. Furthermore,
comparative results of proposed wide-area situational analyzer with other machine
learning algorithms are also shown. The proposedWASA is instigated on IEEE New
England 39 Bus system, successfully validating analyzer performance. The different
type of events considered are generation outage, bus outage, load outage and line
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events. Additionally, if any bus outage occurs due to line faults then it is considered
as single severity. The results reflects the efficacy of the proposed analyzer in event
detection and its assessment efficiently and effectively with very less computational
burden. The ability of the proposed analyzer to identify events quickly and correctly
makes it appropriate for real—time applications.

Keywords Event detection · Severity assessment · Data-driven method ·
Wide-area situation analyzer · Predictor indices · WAMS · Power system security

1 Introduction

Modern power system is highly dynamic in nature, is continuously subjected to
varied operating conditions. These varying operating conditions may cause failure
in the power system. Hence, control center are required to make use of state –of –art
tools to timely detect probable failures and increase reliability of electric grids. A
secure power system operation thus safeguards continuous monitoring and assess-
ment. With implementation of synchrophasor technology, the real time disturbance
monitoring and assessment is adapted [1]. This assessment requires mathematical
modelling of the network that can incorporate network changes. This model are to be
capable enough for timely say of ‘events occurrence’ and assess the reach of event
in terms of ‘severity’. This capability of timely event detection and its assessment
is suitable to develop a mechanism for real-time applications. These mechanisms
using synchronized measurements are classified in data driven based and physics
based approach [2]. Measurements like bus frequency, rate of change of frequency,
bus voltage magnitude, rate of change of voltage magnitude, and angles are available
from synchrophasor measurements. These measurements either directly or derived
quantities of these fundamental signals can be utilized to assess the real-time situation
of the power network. Results from [3–13] presents power system event detection
diagnostics and their assessment in termsof either classification or localization. These
results are formulated bymaking use ofmachine learning techniques, statistical tests,
signal processing techniques, data transformation techniques, energy methods and
combinations of these methods. In majority of these techniques timely detection is
achieved, however assessment of such events in terms of their effect on, ‘systems
health’ is not show cased. Transient instability is one of the major aspect that leads
the system to collapse. Therefore, transient stability assessment is crucial and has
to be continuously evaluated real-time to ensure system remains in safe limits. In
[14–31], variousmethods are proposed to identify and assess transient stability status
of power system. In these methods different tools like machine learning, statistical,
pattern recognition, energy methods and/or their combinations with synchronized
measurements are also applied.

Largely, event detection methods proposed in literature are evaluated in terms of
their response time and accuracy.Ondetection of events, control centers are interested
in such events that can cause system to go in ‘un-safe limits’. Hence, it is paramount
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that severity should be determined once the system is detected to have event. The
severity assessment help the system operator to develop robust remedial measure if
the system is moving towards insecure operation. In general, system inertia is used to
assess transient instability status of power system. Assessment of real-time inertia is
not easy and a small variation in inertia value may alter transient stability results [32,
33]. To overcome problem of real-time inertia assessment, Centre of Power (COP) is
proposed in [27]. Power is not directly available through phasor estimates and has to
be additionally calculated. This additional calculation is not easy as due to any event,
power network changes and a small variation in calculation due to change in datamay
lead to different power calculation. This may result in inaccurate transient stability
results. Hence, calculation of such indices with minimum additional computation
efforts is more feasible.

Therefore, it can be imperative to develop a composite methodology for detecting
event timely and assess its severity on power system. The develop method should
have a good success rate and minimum response time such that, if required control or
remedial actions may be initiated timely. This chapter proposes Wide Area Situation
Analyzer (WASA), it utilizes PMU measurements to determine event detection and
its severity assessment within first few cycles of event occurrence. A new notion of
Center of Frequency (COF) to detect event and using this new notion novel indices,
used as predictor indices for severity assessment are proposed. These predictors are
statistical measures and hence are very effective and easily computed. The proposed
WASA uses Adaptive Boosting of Decision Trees (AdaBoost) regression to amount
of severity an event hold in the power network. To calculate the level of severity
for an event, a methodology based on probable bus voltage trajectories that move
awaywith rest of the system due to generator(s) transient instability, is proposed. The
analyzer takes synchronized bus frequency and voltage magnitude as input and first
detects event followed by severity assessment for occurred event, as its assessment is
paramount to maintain system intact following event. In this work, events like short
circuit, double line outage leading to bus outage, generator outage and load outage
are used. These events poses major challenge to system in maintaining stability.
Additionally, if any bus outage occurs due to double line faults then it is considered as
single severity. The proposed analyzer is data driven and requires less computational
effort, can be easily implemented on any test power system. This chapter investigates
proposed WASA on IEEE 39 bus power system to predict severity within ~300 ms
and ~0.08 root mean square error.

2 Proposed Wide Area Situation Analyzer (WASA)

Power System equipped with PMU infrastructure can capture real-time networks
pre, during and post event dynamics [32]. The time tagged network data are stored in
data concentrators and retrieved as need arises. In general, bus voltagemagnitude and
frequency measurements available from PMU are used to monitor real-time power
system dynamics [31].
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A. Concept of Center of Frequency-Voltage

This sub-section describes a new concept of Center of Frequency (COF). The concept
is to highlight the combined impact of frequency and voltage variation on the system
operation. In general, power system severity assessment utilizes bus voltage angles
measurements. Algorithms based on bus voltage magnitudes for severity assessment
are simpler and faster [25]. Therefore, in the presentedwork synchronized bus voltage
magnitudes andbus frequency are considered to be input quantities for event detection
and its severity assessment. In order to define the concept of method, let assume bus
frequency f and voltage magnitude |v| are available from PMUs and represented
as given by (1). First and last elements for each column in two matrices is length
of synchronized data sample from bus 1 to nth bus. Bus measurements recorded are
with respect to reference bus of the power system.

f =
⎛
⎜⎝

f11 . . . f1n
...

. . .
...

fm1 · · · fmn

⎞
⎟⎠ ; |v| =

⎛
⎜⎝

v11 . . . v1n
...

. . .
...

vm1 · · · vmn

⎞
⎟⎠ (1)

Unlike [27]where concept of center of power used for systemvulnerability assess-
ment. The concept of center of frequency do not require additional calculation,
instead it uses bus frequency measurements available from PMUs. The objective
of the chapter is to develop a situation analyzer that analyzes power system event
and its severity in minimum time and with least error. This concept presents real-time
system’s overall status in terms of frequency and voltage as in (2),

COFV =
∑n

i=1 fi |v|i∑n
i=1 fi

p.u. (2)

where, n is total bus in power network. Equation (2) gives time-stamped Center of
Frequency-Voltage (COFV ) for any system. When we calculate COFV, as event
occurs pre event values prior to an event is changed, and may take COFV to either
lie around pre fault value or it may lie far from pre fault values during post fault
conditions.

B. Algorithm for Event Detection

Corresponding to any load event there will be variation in COFV. This variation is
shown in (3) as event detection that is used to detect event in power system. This
change in (3) is shown as Event Detection (ED) index and is used for detect event
detection in power system.

ED = �COFV |(i−(i−1))

COFVi
(3)
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where, i is ith time-stamp, (i-1) is previous time-stamp and ED is event detec-
tion index. In order to distinguish between random load perturbation and events,
a threshold (ε) is defined in (4). If index ED > |ε|, there is an event and if ED ≤ |ε|
there is either no event or it’s a case of random load perturbation.

ε = l

n
(|�Vl |) p.u. (4)

In (4) l is number of load bus, n is total bus in power network and |�Vl | is per
unit change in voltage at load buses at any instant. For any power system, the event
detection criteria is calculated by using network bus topology in terms of load bus
and total buses in power system.

C. Severity Calculation using COF and Voltage magnitudes

After event detection, the next crucial step is to assess its effect on system health.
The system may behave abnormally due to one of the following instabilities viz:
rotor angle, voltage or frequency instability. Rotor angle instability may be first
swing or multi swing transient instability problem. This chapter focuses severity
assessment based on first swing transient instability problem. The system health
depends on severity level, i.e. if event is more severe it may lead to system collapse
rapidly. In this context, first swing transient instability is significant and its timely
and fast assessment can prevent the system from catastrophic failure. The bus voltage
trajectories going awaywith rest of the systemdue to generator(s) transient instability
are considered. In this chapter, only generator bus and load bus are considered (zero
power bus are not considered) as important nodes. That is due to generator(s) transient
instability, generator bus and load bus voltage trajectory are taken as important buses.
Relative bus voltage magnitude w.r.t center of frequency-voltage for these important
nodes is measured and noted as given by (5)

SAb = |v|b − COFV (5)

where b is (load bus + generator buses) and SA is severity assessment for important
nodes. The value of SA for each b is calculated and compared with pre-defined
threshold (μ). If SA for any bus is greater than μ, then bus is ‘critical’. For such
cases Severity Matrix (SM) is calculated and is mathematically shown as:

I f SAb > |μ| → SMb = 1

else → SMb = 0
(6)

For SM= ‘1’ signifies ‘critical bus’, is counted andweighted for all total important
nodes giving overall Severity Index (SI) by (7).

SI =
∑

SAb

Nb
(7)
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A pseudo code for severity index calculation below elaborates systematic compu-
tation. Severity computed is in terms of first swing transient stability. The value of
SI lies in range [0,1]. In the range ‘0’ indicates no severity whereas ‘1’ indicates
maximum severity as if all important nodes are transient unstable.

__________________________________________________
Pseudocode: Calculation of Severity Index__________________________________
Initialize: Call |v| and COFV
  for each  monitored bus

 Calculate |v| - COFV        
 If  (Calculate |v| - COFV) > absolute( )
    Severity Count = 1
 else
     Severity Count = 0
 end

  end
count(severity Count=1)Severity Index = 

Total monitored bus
Record: Severity Index

µ

Pseudocode discussed above is for those buses for which voltage trajectory move
away from rest of system due to generator(s) transient instability. Additionally, due
to double line faults, bus outage occurs. This single bus outage is also considered as
single critical bus and can be considered as minimum severity.

D. Data mining through Adaptive Boosting of decision trees (AdaBoost)

AdaBoost [34] is a boosting ensemble of decision trees regressor. Model learns from
increasing weights of previous mistakes. It is adaptive as following weak learners
stay in favor of the instances that are misclassified by previous classifiers. RootMean
Square error (RMSE) given by (8) is used to evaluate performance of AdaBoost
regressor. RMSE is standard deviation of the prediction errors.

RMSE =
√∑p

i=1

(
ŷi − yi

)

p
(8)

where, yi is actual value, ŷi is predicted value and p is total unseen testing samples.
As event is detected and relative bus voltage magnitude is computed using (5), stan-
dard deviation of post event data is used as input features for regressor as in (9). These
calculated features are taken as Predictor Indices (PI). Standard deviation measures
disturbance present in the signal. The features calculated from archived synchro-
nized database is used to train a regressor for associated severity in offline mode.
The trained regressor then predicts severity level in real-time for different unseen
operating conditions. The feature are given by following relation:

f eature = S.D(SAb)∀ b ∈ important bus (9)
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Fig. 1 Proposed Wide Area Situation Analyzer (WASA)

The overall structure of proposedWideArea SituationAnalyzer (WASA) is shown
in Fig. 1.

The frequency and voltage magnitude inputs from data center are used to give
severity assessment and share with control center for further processing and initiating
appropriate measures if required.

3 Performance of WASA: Result and Discussion

The proposed WASA is validated through numerical simulation and analysis on
IEEE 39 bus system implemented on DIgSILENT powerfactory. For effective test
of proposed analyzer, number of events at different power system loading is used.

A. Test System Data

The study is carried for four types of events as short circuit cleared with line outage,
double line outage leading to bus outage, generator outage and load outage. Bus
voltage magnitude and bus frequency measurements from PMU with 60 samples in
1 s are recorded. As two consecutive value of COFV is sufficient to detect any event
in the system. Two data samples of bus frequency and bus voltage magnitude are
used to detect event. The data window for severity analysis is of post disturbance 18
cycles (300 ms). For events like short circuits, clearance time used in this study is of
6 to 12 cycle. This fault clearance time is sufficient for protection scheme to come
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into action. Since the test system have 19 load buses and 10 generator buses, while 2
loads are on generator buses, thus in all 27 vital buses are considered that take care
of either generator bus, load bus or both.

B. Event Detection

The proposed analyzer is implemented on IEEE 39 bus system, having 19 buses with
dispatchable loads. At any given instant, random load variation at all the buses is in
such away that voltage variation is±1%.The threshold ε is calculated by substituting
these values in (4), with l = 19, n = 39 and �V = ±1% (here the threshold value
of ε is taken as ~0.005 p.u). This threshold value is system dependent. Visualization
of event detection is presented graphically in Figs. 2 and 3. The voltage angle-time
series is shown for 27 important buses. Figure 2a depicts short circuit case initiated
at 0 s at bus 03 and cleared in 6 cycles by opening line 02-03. Time response of bus
voltage angle is shown for 3 s. During short circuit events, frequency and voltage
value decreases, COFV value goes down, and again increases after fault clearance.
Event detection index crosses threshold, as at the time of fault inception and at time
of fault clearance the ED values is more than threshold. Figure 2b shows double line
fault at 0 s making bus 28 outage. Due to this bus outage, network flow changes
and accordingly voltage and frequency values changes. The resulting COFV and ED
changes from pre fault values and event is detected at index crosses the threshold.
Figure 3a visualizes generator 01 outage connected to bus 30. Due to generator
outage, power imbalance takes place and after some time this imbalances minimizes
and network functions with decreased generation. As visualized, event detection
index identifies the event as soon as generator outage takes place. Figure 3b shows
load outage at bus 20. It is visualized that effect of this load outage on bus voltage
is less than other events as post event COFV value decreases but this decreases is
less than other events. Other load outage may have large effects on system voltage
and depends on network operating conditions. It is found that Event Detection (ED)
crosses threshold (ε) for all the four types of events. Similarly, other events are
detected and visualized. On detection of event, severity assessment methodology is
implemented and is discussed in following sub-section.

C. Severity Assessment

Once event is detected, post event data is used to first calculate relative bus voltage
magnitude. Relative bus voltage magnitude is used to construct severity index using
pseudo code as discussed above. Severity index is then computed that gives level of
severity due to event occurred. The level of severity gives number of buses, who’s
voltage trajectories move away with rest of the system due to generator(s) transient
instability. The deviation of bus voltage magnitude from COFV shows behavior of
bus voltage with rest of the system.With event inception, each bus voltagemagnitude
will deviate from system COFV. The more it deviates, chances of system going
towards insecure limits increases. In general, there are difference among stable and
unstable faults, post-fault voltage trajectories. For a post-fault stable system, voltage
trajectories tends towardsflat following a recovery. In case of unstable system, voltage
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Fig. 2 Visualization of event detection for short circuit and double line faults
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Fig. 3 Visualization of event detection for generator outage and load outage events
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trajectories gradually gives rising or falling trend following initial recovery. It is
observed during multiple time domain simulation of test power system that at least
one bus crosses the threshold (μ greater than 0.2), and simultaneously at least one
monitored bus goes transient unstable. Hence, deviation of 0.2 p.u of bus voltage
with respect to center of frequency voltage is used as threshold for system qualifying
in severity status. In order to understand how event can pose severity to system,
Fig. 4 shows an example cases, where event does not affects system operation and
can be considered to be less severe event. In Fig. 4, following a short circuit event
system remains stable as load and generator bus voltagemagnitude do not crosses the
threshold. The first row shows generator bus and load bus relative voltagemagnitude.
While second row shows time series generator bus and load bus voltage angles.

In Fig. 5 double line fault event, which leads to bus outage is shown. In this figure
for generator and load bus case, it can be clearly visualized that since generators
are transient stable no important bus crosses threshold. Although one load bus do
crosses threshold, is due to fact that double line outage event has lead this load bus
outage from system.As discussed in section II, sub-sectionC can be coinedminimum
severity.

Figure 6 shows case of generator transient unstable case where, occurred event
poses severity to the system. In such cases, voltage of critical bus will be most
diverged from COFV. If for any event, the voltage trajectory of buses diverge from
COFV and crosses the threshold. The respective bus then enters in ‘critical bus’
category and is noted in severity index and counted with ‘1 critical bus’ out of total
important bus. Figure also shows early detection of critical buses that will move out
of step. It can also be shown that the critical load bus move out of threshold before
critical generator bus. These critical bus shows instability around 0.8 s whereas bus

Fig. 4 Visualization of Stable case for short circuit event
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Fig. 5 Visualization of double line event leading to bus outage

Fig. 6 Visualization of transient unstable case for short circuit event
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actually move out of step after 1 s. Thereby giving additional margin for initiating
emergency actions.

D. Results of AdaBoost Regressor

To calculate the severity of an event in real-time, AdaBoost regressor is implemented.
A large dataset of 2221 cases is generated with different operating conditions for
modelling and testing unseen cases. Apart from four types of events, no event cases
are also incorporated in the study to make the WASA familiar with no event data.
These cases overall contribute to zero severity case of 1121 and non-zero severity
cases to 1100 as shown in Table 1. For each case, the analyzer takes total 1560
samples out of which 156 for event detection and 1404 for severity assessment. The
standard deviation of relative bus voltage magnitude computed using (5) are used as
features to the regressor to build and test it for severity ranging between [0, 1]. The
overall details are tabulated in Table 2. This data is reduced to 27 Indices as input
features. These indices are equal to number of nodes of interest in the system. The
AdaBoost Regressor is modeled for various number of trees as shown in Fig. 7 and
ensemble of 78 trees ismade to build the Regressor to predict severity due to an event.
As at this ensemble, RMSE is minimum. Response time taken by proposed WASA
for severity assessment is outlined in Table 3. The delay in receiving synchronized
data is considered as 0.2 s [13].

Results infers that proposed analyzer computes severity in less than 0.3 s for all
the considered cases. This timely detection and assessment of event ensures timely

Table 1 Data Info for operating conditions

S.No Disturbance type Total operating
conditions

Severity cases

1 Short circuit cleared
with line outage

1499 Zero Severity =
1121

Non-zero Severity =
1100

2 Double line outage
leading to bus outage

250

3 Generator Outage 172

4 Load outage 280

5 Normal (no event) 20

Total 2221

Table 2 Details of data from PMU, features and target for Regressor

Synchronized data from PMU Features Target

Event detection: Bus voltage magnitude (39 × 2) +
bus frequency (39 × 2) = 156
Severity assessment: Bus voltage magnitude (39 ×
18) + bus frequency (39 × 18) = 1404
Total = 1560

Monitored buses = 27 Severity = [0,1]
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Fig. 7 Root mean square
error with different ensemble
of trees

Table 3 Response time for
severity assessment

Operation Time (s)

Receiving synchronized data 0.2

COFV calculation 0.003

Event detection 0.0006

SI calculation 0.005

Feature extraction 0.03

Prediction Time (per case) 0.06

Total Time 0.2986

initiation of emergency or remedial actions, if required. The performance of WASA
with other Regressor available in literature is also computed and shown in Fig. 8.

The time of action of proposed algorithm with classifiers like Random Forest
(RF), Gradient Boosting (GBR), Support Vector Regressor (SVR), Decision Tree
Regressor, k-Nearest Neighbor and Multi-Layer Perceptron Regressor is within
~0.35 s. However, the error of these classifiers is more than AdaBoost Regressor. A
visualized result for random twenty sample unseen test cases is presented in Fig. 9.

These cases contains both zero and non-zero severity and shows actual and
predicted severity for different cases are shown. The analyzer can hence provide
probable solution for severity assessment an event contains upon its occurrence and
can help control operator to initiate any remedial or control action.
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Fig. 8 Proposed WASA performance with Regressors

Fig. 9 WASA performance with AdaBoost

4 Conclusions

The real-time situational analyzerWASA is developed to detect and assess the vulner-
ability of events in terms of severity using synchrophasor data. New concept of
Center of Frequency-Voltage (COFV ) based on real-time bus frequency and voltage
measurements is proposed. Successive change in COFV detects event. Once event
is identified, severity of the event is calculated by formulating new predictor indices.
These predictor indices are standard deviation of severity assessment calculated from
voltage trajectories and center of frequency based bus voltage magnitude. Level of
severity index is also developed in terms of generator going out of step. The bus
voltage trajectories going away with rest of the system due to generator(s) transient
instability are considered. Due to double line faults, bus outage occurs and is taken
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as minimum severity. This single bus outage can also be considered as single crit-
ical bus These Predictor Indices early detects probable number of generator going
out of step. In order to predict probable severity in real-time AdaBoost Regressor
is trained using statistical features extracted from these indices. The proposed Wide
Area Severity Analyzer is applied on IEEE 39-bus test system. The response time for
proposed analyzer is ~ 300 ms and root mean square error of ~ 0.08, which ensures
early event detection and severity assessment, and increases real-time power system
situational awareness.
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Techno-Economic Analysis of WAMS
Based Islanding Detection Algorithm
for Microgrids with Minimal PMU
in Smart Grid Environment

R. Rohikaa Micky, R. Sunitha, and S. Ashok

Abstract With large scale deployment of non dispatchable renewable energy
sources, distributed generators (DGs) have paved way for multiple microgrids.
Existing standards stipulate disconnection of DGs in the event of any fault in either
utility or microgrid side. However, to ensure reliable power supply from these
microgrids, the proposed scheme operates an islanding detection algorithm (IDA)
employed at the microgrid control center (MGCC) that acts on the switch at the
utility point of common coupling (PCC). The whole microgrid is switched over
to an islanded mode on detection of an islanding event. Phasor measurement unit
(PMU) data from the utility PCC enables accurate islanding detection using islanding
detection monitoring factor (IDMF) and rate of change of inverse hyperbolic cose-
cant function of voltage (ROCIHCF) along with voltage at the PCC. Mathematical
morphological filters are employed to detect any persistent short circuit fault in the
microgrid side which may island the DG. For such faults, decision for disconnecting
the DG or islanded operation is based on probability of power balance (PoB) and
probability of islanding duration in the sub-microgrids, computed at the MGCC.
Further, performance of the IDA in microgrids is assessed using a proposed, micro-
grid performance index (MGPI) considering the uncertainties in NDRES. Suitability
of the proposed indices to predict events leading to islanded operation in real time
is also validated using decision tree (DT) method. The discrimination capability
between islanding and other transient events of DTs, yielded an accuracy of approxi-
mately 99.9% for minimum detection time, which proves the prowess of the method
in real time scenario. Compared to existing methods, the proposed method promises
reduced islanding detection time. Another distinct feature is that time for islanding
detection remains same irrespective of power mismatch ratios. The proposed method
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prevents false alarms for critical non-islanding events with zero non detection zone.
Utilizing the proposed method, any redundant DG outage can be avoided, mini-
mizing their down time. An economic analysis of the proposed islanding detection
method usingwide areamonitoring system (WAMS)withminimal PMUdeployment
has also been studied to reduce the cost of PMU installation without sacrificing the
reliability benefit for the customers.

Keywords Islanding detection · Smart grids · Microgrids · PMU · Islanding
detection monitoring factor · Microgrid performance index · Smart grid

1 Introduction and Chapter Overview

Owing to rapid development of microgrids promoting non-dispatchable renewable
energy sources (NDRES) worldwide due to the envisioned economic and environ-
mental benefits, problems like voltage variations, reverse power flow, power fluctu-
ations and power quality issues are encountered in the power system. Another such
problem which arises with huge deployment of NDRES is occurrence of islanding
events which if unnoticed is hazardous to service personnel, cause voltage and
frequency changes and synchronization issues while reconnecting to utility grid
(UG). In islanding condition, though the microgrid (MG) is electrically disconnected
from the UG, the DG units remain still energized to meet the local load [1].

As per [2] DG should be discontinued from service in 2 s at the initiation of
an islanding event (IE). However, this current practice is not a viable option as it
disrupts reliable power supply to customers [3]. Instead, it would be pragmatic to
permit islanded operation which ensure continuous supply to consumers. However,
for this, safety ofMGhas to be studied atUGandmicrogrid levels. For fault in theUG,
MGmay be switched over to an isolated operation. An islanding detection algorithm
(IDA) should have the ability to distinguish between UG and local microgrid faults
[4]. During microgrid faults, islanding detection technique (IDT) needs to island
only the smallest part of the faulted area as far as possible [5].

IDTs are broadly categorized into local and remote techniques. The former
includes passive and active techniques. Passive IDTs do not function when there
is zero power exchange between the utility and microgrid. Recent researches on
passive IDT aimed to reduce non detection zone (NDZ) by utilizing rate of change
of sequence components of currents [6] and mathematical morphology filters [7].
However, main shortcomings of these works are non- zero NDZ and spurious trip-
ping during three phase faults involving ground. Also, many have not been tested for
all the events occurring in the power system. Active IDTs have negligible NDZ, but it
degrades power quality. Remote IDTs have null NDZand depends on communication
of data between the DGs and UG through power line carrier communication (PLCC),
transfer trip and supervisory control and data acquisition (SCADA) schemes. Hybrid
IDTs combine superior qualities of passive and active IDTs to reduceNDZ and power
quality issues.
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In the IDTs discussed previously, each distributed generator (DG) is lodged with
an IDA. For faults in the MG, if healthy DGs are permitted to cater to the isolated
network, blackouts may be prevented. However, control schemes in the isolated
MG should be equipped with proper power sharing, frequency and voltage control
algorithms. Majority of the existing techniques are based on faults in the UG side. In
[8] only grid side fault is examined. Islanding was executed by opening UG circuit
breaker in [9]. But, load was shed unnecessarily for minimising NDZ for low power
mismatches and also the DG is disconnected for feeder loss within the MG.

Reference [10] suggests utilising a control centrewhile considering thewholeMG
as a “single DG block”. Thus, efficient communication and intelligence protocols
are required as an interface between UG, the islanded network and the microgrid
control centre (MGCC). In this regard, [11] defined PCC as the point of coupling
between utility andMG and the point of connection of utility with distributed energy
resource (DER) as PoC. Therefore, it is essential to recognise every single IE so
that MGmay execute the isolated operation by coordinated action of inverter control
and storage devices. Some of the few works which investigated possible islanded
operation due to an IDT functioning from utility PCC can be found in [12, 13]. But
these IDTs lacked proper definition of chosen threshold values and did not consider
DG islanding situations arising due to feeder loss or faults remaining uncleared in the
MG. Thus it is imperative to explore reliability of a robust IDA acting at the utility
grid PCC and its potential to remove false alarms for events occurring in the UG or
MG. Therefore, the work presented in this chapter proposes an IDA using passive
technique and minimal number of phasor measurement units (PMUs) with reliable
communication infrastructure which is presumed to be existing in the smart grid.

The remaining sections of the chapter are organised as follows. Section 2 presents
an overview of the concept behind the proposed islanding detection algorithm. Imple-
mentation of the algorithmwith the developed indices are discussed in Sect. 3. Result
analysis for various islanding scenarios are demonstrated in Sect. 4 and in Sect. 5,
an economic analysis has been performed for the proposed islanding detection with
minimal PMUdeployment. Real time islanding detection is carried out using decision
tree technique in Sect. 6 and finally, conclusions are drawn in Sect. 7.

2 Concept of Proposed Islanding Detection Algorithm

Block diagram representation of the proposed IDA is depicted in Fig. 1. Power system
parameters like voltage and current magnitudes, real, reactive and apparent powers
are collected at the MGCC from PMUs. Further in MGCC, two proposed indices are
calculated and the islanding detection algorithm is executed. Probability of power
balance which indicates towards possible islanded operation is also estimated in the
control centre. Based on the probability of power balance, microgrid performance
index is obtained and this is further used for analysis of benefits accrued with regard
to reduction in customer outage costs. Decision tree models are developed using
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Fig. 1 Basic block diagram of the proposed IDA

Fig. 2 Schematic representation of proposed IDA

training and test data obtained from the proposed IDA from several scenarios in the
system for real time islanding detection.

Figure 2 illustrates a typical MG consisting of one wind turbine, one PV panel,
local loads, converters, and controllers for the sources and the load. Here, two phasor
measurement units are deployed in the system one at the reference bus of the UG
and other at the PCC of the whole microgrid. Time synchronized measurements are
transferred to the MGCC where decisions are taken based on the IDA. In this work,
IEs are analyzed for a whole MG which has multiple sub-microgrids within it. IDA
in theMGCC sends signal toMG switch (SWMG), so that the whole microgrid can be
managed as an autonomous unit for disconnection of UG switch (SWUG) and during
any persistent fault in the utility side. In islanded mode, control techniques suggested
in [14] can be utilized to maintain frequency and voltage within the constraints.
Switches, SWMG and SWUG also prevent reconnection of the unsynchronized MG
with the UG. Upon detection of a loss of feeder connected to DG either the control
mode has to be switched to isolated mode or the DG needs to be decoupled. It is
decided depending on probability of power balance (PoB) in the sub-microgrids.
Voltage and current relays at the PoC send status of DGs to the MGCC. PoB of the
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sub-microgrids is determined at theMGCC to command them for islanded operation.
Authentic communication for two-way data exchange between utility, MGCC and
PMUs is supposed to be existing in the smart grid as depicted in Fig. 2. Synchrophasor
units transfer time synchronized current and voltage measurements from PCC to
control centre through wide area communication technologies such as WiMAX,
cellular, digital subscriber line and fibre optic networks.

Thus main features of the IDA are (1) islanding detection time is reduced as
measurements are taken at the PCC of SWUG instead of PoC of DG and the UG. (2)
down time of sub islands can be minimised based on PoB. (3) On detection of loss
of connection with the UG, the IDA switches open SWMG at the PCC for islanded
operation of MG. Another distinct feature of the proposed IDA is that only the fault
affected DGs need to be disconnected when islanded operation is not feasible in the
identified sub-microgrids. If PoB in the sub-microgrids is within the thresholds, the
concerned DG along with its loads and energy units can be managed with proper
reactive power/voltage control or real power/frequency control techniques in the
sub-microgrids.

3 Implementation of the IDA

Here, effectiveness of the proposed IDA is demonstrated using 3 cases that might
lead to islanding condition in a grid connected MG.

Case 1: IDA detects any inception of opening of utility side CB, isolators or switches.
For fault in the MG, each DG is observed separately to prevent spurious tripping.
PoB is monitored at each DG terminal. Cases II and III are considered which if
undetected might threaten the microgrid security and reliability.

Case 2: Loss of feeders connectingDGswhichmight lead toDGs being disconnected
from the utility.

Case 3: Permanent feeder fault in sub-microgrids which might lead to CB operation
resulting in DG islanding. Control algorithm in DG switches over to autonomous
mode if probability of power balance satisfies the threshold range in Cases II and III.

3.1 Case 1

The proposed IDA utilises two proposed indices along with voltage at the utility
PCC. The indices along with their threshold and the algorithm is explained here. On
islanding detection, control schemes may be adopted for islanded operation as in
[14, 15].
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Fig. 3 Thevenin equivalent
model of grid connected
microgrid

A. Islanding Detection Monitoring Factor

The whole grid with the DGs is modelled as an equivalent Thevenin network as in
Fig. 3. If utility grid voltage and microgrid impedance are ETH and ZMG respectively.
Then,

ET H = VMG + ZT H IMG (1)

Here, VMG and IMG denote voltage and current at utility PCC of the MG. These
are measurable variables from phasor measurement units. ETH and ZTH denote utility
grid Thevenin voltage and impedance. (1) can be written in terms of ZTH as:

ET Hr + j ET H Im = (VMGr + jVMGIm) + (RT H + j XT H )(IMG + j IMGIm) (2)

ETHr and ETHIm denote real and imaginary parts of ETH, VMGr andVMGIm represent
real and imaginary parts of VMG. RTH, XTH are resistive and reactive parts of ZTH

and IMGr, IMGIm are real and imaginary parts of current drawn by microgrid.
For a time t, four unknown variables namely, ETHr, ETIm, RTH and XTH are solved

using VMG and IMG and by representing (2) in matrix form as (3) [16],

⎡
⎢⎢⎣

1 0 −IMGr,1 IMGIm,1

0 1 −IMGIm,1 −IMGr,1

1 0 −IMGr,2 IMGIm,2

0 1 −IMGIm,2 −IMGr,2

⎤
⎥⎥⎦

⎡
⎢⎢⎣

ET Hr

ET H Im

RT H

XT H

⎤
⎥⎥⎦ =

⎡
⎢⎢⎣

VMGr,1

VMGIm,1

VMGr,2

VMGIm,2

⎤
⎥⎥⎦ (3)

Apparent power, SMG drawn by MG isiven by (4) and (5).

SMG = 3ZMG I
2
MG (4)

If
−

ZMG= ZMG∠ α and
−

ZT H= ZT H∠β

SMG = E2
T H ZMG

Z2
T H + Z2

MG + 2ZT H ZMGcos(β − α)
(5)
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where α and β are the angles of ZMG and ZTH respectively.
Maximum apparent power of MG, represented as SMMG, can be obtained as,

SMMG = E2
T H

2VMG IMG[1 + cos(β − α)]
(6)

SMMG gives maximum loadability limit which depends on Thevenin parameters
which vary with operating scenarios.

Islanding detectionmonitoring factor (IDMF) is formulated as difference between
the microgrid’s apparent power and its maximum apparent power and is given as,

I DMF = SMG − SMMG (7)

I DMF = E2
T H

((
VMG IMG(1 + 2VMG IMG) − Z2

T H

)

+2VMG IMGcos(β − α)(ZT H + (VMG IMG)))
(8)

Thus with two bus Thevenin equivalent circuit any system parameter variations in
UG and microgrid can be observed at PCC. Normally, IDMF has a high magnitude
and it is network dependent. IDMF with negative sign indicates an islanding event.
With increase in load, Thevenin impedance increases and under islanding conditions,
IDMF shows sudden change in the value. IDMF acts a gauge for maximum loading
capability for any event in the UG or MG. However, simulation studies showed that
IDMF is incapable to distinguish between islanding and other transient events in
case of power export especially when the power mismatches are low. Analyzing
this behavior of IDMF, to make the IDA free of nuisance trippings, a new index is
proposed and considered along with it.

B. Rate of Change of Inverse Hyperbolic Cosecant Function

Inverse hyperbolic functions involve natural logarithmic function. Even minute vari-
ations in voltage can be maximized using inverse hyperbolic function which would
make IDA prompt. Compared to inverse hyperbolic secant function [17] inverse
hyperbolic cosecant function (IHCF) [18] gives amoremagnifiedvariation in voltage.

IHCF of voltage is expressed as,

IHCF = ln

(
1 + √

1 + V 2

V

)
(9)

where, V is rms voltage ∨∼ V �= 0.
Superiority of IHCF is its proportional additive changes in the variable as in (9),

compared to inverse hyperbolic secant function expressed in (10).

IHSF = ln

(
1 + √

1 − V 2

V

)
(10)
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By taking �t as the sampling interval, rate of change of IHCF (ROCIHCF) is
given by,

ROCIHCF = IHCF/�t (11)

C. Islanding detection indicator

Though combined use of IDMF and ROCIHCF, results in reduced NDZ and can
discriminate IEs from non-islanding events, it resulted in false alarms during short
circuit faults involving ground in nearby feeders. Thus, voltage is also considered
along with the indices. Proposed IDA may be logically summed up as an indicator
named, islanding detection indicator and is defined in (12) as,

Islanding detection indicator (IDI) =
(
(I DMF < μ)OR

(
κLo ≤ ROC I HCF ≤ κUp

))

AND((
νminUp ≥ V ≥ vminLo

)
OR(V ≥ vUl)

) (12)

where μ is IDMF threshold, κLo, κUp are lower and upper limits of ROCIHCF.
νminUp,νminLo are the ranges for minimum values of voltage and νUl represents the
maximum value of voltage for the precise distinction between IEs and non-islanding
event (NIEs). IDI is either 1or 0: where one indicates an IE whereas zero indicates
NIE.

Threshold values are decided through exhaustive simulations for several events
and operating scenarios to prevent spurious alarms. To detect an IE, threshold values
of the indices are obtained as IDMF < (−400) and 0.1 ≤ ROCIHCF ≤ 1.1. Voltage
reduced drastically for three phase and line faults involving ground which were
cleared after 0.1 s on initiation of the fault. However, it is a transient condition and
should not be misinterpreted as an IE. Therefore, minimum value of voltage should
lie in the range of 0.86 p.u to 0.8 p.u. This constraint eliminates false alarms andmeets
the standards of voltage constraint of 0.85 p. u and 1.1p.u. In the system studied,
during power export, it was noticed that voltage at the PCC bus maintained a voltage
near to 1.0 p.u during islanding conditions. Therefore, here, in order to recognize IEs
during zero, and other different power mismatch ratios, upper threshold of voltage
is fixed at 1.0 p.u. All the indices are computed in every half cycle.

3.2 Case 2: Loss of Feeder Connected to DG in MG

Any feeder loss connected to a DG causes its separation from the utility and there-
fore needs to be monitored. If DG’s output power matches with the load powers
in the sub-island, DG need not be disconnected and can have an islanded opera-
tion within the system voltage and frequency constraints. However, in this situation
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resulting in minute changes in voltage and frequency cannot be detected by voltage
and frequency relays. In this scenario, current relays at the DG terminals can be
utilised to communicate to the control center. Then, at the MGCC, PoB in that sub-
microgrid is compared to the threshold as would be explained in Sect. 6. For islanded
management of the sub-microgrid the transition time to isolated management mode
should be in the time span for which the power balance is sustained in the islanded
network. Else, the DG should be tripped.

3.3 Case 3: Persistent Fault in MG

A persistent fault in any feeder inMGmay result in CB operation leading to DG trip-
ping. Therefore, such faults should be detected faster. For early detection of persis-
tent faults within the MG, concept of mathematical morphological filters (MMF)
is adopted for time series analysis of fault current. Dilation and erosion operators
for fault current with structural element (SE) of length and height of 3 and 0.01
respectively are given by (13) and (14).

Dilation operator for fault current, I f (k) [19] is given as,

(
I f ⊕ SEn

)
(k) = max

{
I f (k − s) + SE(s)

}
(13)

Erosion operator for I f (k) is given by (14) as,

(
I f �SEn

)
(k) = min

{
I f (k + s) − SE(s)

}
(14)

where If(k) andSE(k) represent the function of the fault current and structural element
with SEn = [0.01, 0.01, 0.01]; k and s are integers with k = (1, 2 … N), N being
number of samples in the input signal, s = (1, 2 … m) denoted the elements in the
SE and m < N, m being length of SE.

Average of the dilation and erosion operators gives the dilation and erosionmedian
filter (DEMF) and is given as,

DEMFn(k) = 1

2
∗ (

I f ⊕ SEn + I f �SEn
)

(15)

where n = (1,2, …, m).
Then ΔI f is the difference of DEMFn from I f (k) and is expressed as,

�I f (k) = I f (k) −
(
DEMF1(k) + DEMF2(k) + · · · + DEMFm(k)

m

)
(16)

Thus fault detector is defined as the absolute value of the difference between �I f
at every consecutive intervals given by (17),
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�DEMFn(k) = ∣∣�I f (k + 1) − �I f (k)
∣∣ (17)

From the simulation studies it has been concluded that a persistent short circuit
fault is identified when �DEMF exceeds 111% of its nominal value for more than
6 cycles. Then the DG can be initiated for an islanded operation satisfying the PoB
constraints. Depending on PoB, DG may be disconnected or isolated. This also
avoids spurious disconnection for transient short circuit faults. Flow diagram of the
proposed IDA is shown in Fig. 4. System parameters read from PMUs installed in
two buses are used to calculate the indices. If IDI is 1, an IE is detected to manage
the whole microgrid for an islanded operation. At the same time, IDA checks for
any loss of feeder in the MG and feeder current is monitored. A trend of current
magnitude prone to zero is communicated to MGCC by current relay. Any persistent
short circuit fault is recognized rapidly by the fault detector operator given by (12)
and communicated to theMGCC. For case 2 and case 3, islanded operation is decided
based on PoB in the sub-microgrids.

Fig. 4 Functional flowchart depiction of the proposed IDA
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4 Result Analysis

System [7] shown in Fig. 5 is a balanced network of 120 kV with 2 step down
transformers of rating 120 kV/25 kV. Three distribution feeders spread from 25 kV
bus, which acts as the utility PCC. The DG system consists of two 9MWwind farms
at 575 V, 60 Hz with six wind turbines of 1.5 MW and 1 synchronous diesel engine
with Woodward governor model of 2.5 MW,3.125 MVA,575 V,60 Hz. Loads are
modelled as constant impedance models. Rated short circuit MVA is 2500 MVA.
The whole microgrid can be considered as a superset of networked sub-microgrids.
Three sub-microgrids are microgrid 1, microgrid 2 and microgrid 3 as represented
in Fig. 5. The sampling rate is 3.6 kHz at 60 Hz nominal frequency. The simulation
period is 1 s.Modelling of test system and simulations are conducted in PowerFactory
and IDA inMATLAB2012b in an Intel Core i5 3470, 8GBRAM, 3.2GHz processor.

Fig. 5 Test system under study
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4.1 Case 1

For IE such as opening of CB1 and CB2 or SWUG, a trip command is given to island
the whole MG at t = 0.5 s. Simulation studies have been carried out while importing
active power by keeping DG generation levels fixed and varying the feeder load.
Zero active power mismatch is observed at 40% feeder load. 5, 10 and 20% of power
mismatches are observed when load is 50%, 60% and 70% of its nominal value.
The IDA is able to identify the islanding conditions for the selected threshold values
of ROCIHCF. Magnitude of ROCIHCH increases on islanding. IDMF also reduces
below its threshold for all the power mismatches. Figure 6 shows change in voltage at
the PCC for various for the above IEs. It can be observed that for these events voltage
infringes the threshold. It may be noted that, voltage too falls between 0.86 and 0.8
along with IDMF and ROCIHCF indicating an IE. All the above IEs performed are
tabulated in Table 1.

If IDMF or ROCIHF violates its threshold constraints and if voltage too breaches
its constraints, trip command is signalled to the whole MG as IDI is 1 for all the
power scenarios. From Table 1, it is concluded that islanding detection time is 5 ms
irrespective of power mismatch ratios. The negative power magnitudes in the table

Fig. 6 Voltages at PCC for various active power mismatches

Table 1 Parameters for islanding condition at different power mismatches

Active power mismatch (%) Detection Time
(ms)

IDMF ROCIHCF V(p.u) IDI

−20 5 −464157 0.15 1 1

−10 5 −53793 0.07 1 1

−5 5 −6975 0.03 1 1

0 5 −2428 0.30 0.85 1

5 5 −2086 0.32 0.84 1

10 5 −1652 0.33 0.83 1

20 5 −985 0.36 0.81 1
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Table 2 IDI for cases 2 and 3
in the microgrid

Line connected IDI for case 2 IDI for case 3 IDI for case 3

Line1 1 0 0

Line2 0 1 1

Line3 0 0 1

indicate export of power. The chosen threshold ensures minimum islanding detec-
tion time. Likewise, simulation studies have been done for reactive power export
scenarios.

4.2 Case 2

Loss of Line 1, Line 2 or Line 3 leading to open conditions of CB6, CB8 or CB10
respectively are considered here. Column 2 of Table 2 indicates islanding detection
index at PoC for loss of Line 1. For these faults, IDI at the PCC would be zero. On
detecting Line 1 current to be zero, protective relay at the DG terminal signals to
MGCC for islanded management. For loss of Line1 connected to microgrid 1, IDI
is high only for Line1. Current and voltage are within their threshold limits for other
lines as per the algorithm. Thus sub-microgrids 2 and 3 remain intact and PoB of
sub-microgrid 1 decides its further operation.

4.3 Case 3

This case is evaluated for two scenarios and tabulated as columns 3 and 4 in Table
2. It is observed in column 3 that IDI is 1 for Line 2 outage. For the other two lines
IDI is zero. Last column indicates IDI for simultaneous outage of Line 2 and Line 3.

Figure 7 shows current in Line1 normalized with respect to its peak value. A 3
phase fault in Line1 at 0.5 s is shown in Fig. 8a. MMF is applied to the normalized
current as explained before. Then, DEMF and �DEMF are computed. It may be
seen that �DEMF is exceeding 0.1 pu which is 111% greater than its nominal value
for more than 0.1 s. However, for a fault which is cleared in 0.1 s depicted in Fig. 8b,
shows that �DEMF exceeds the threshold at the fault initiation but thereafter lowers
to 0.099 p. u. when fault is cleared. Thus IE can be detected even before circuit
breaker opens. Further examination of �DEMF output showed that it remained
under the threshold for other oscillatory events in the MG. Thus the MMF needs to
be functioning for each DGs existing in the grid.
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Fig. 7 Normalized current in Line1

Fig. 8 Current in Line1 a 3 phase persistent fault; b 3 phase temporary fault
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4.4 Performance Evaluation of the IDA for Transient
Events

Transient events such as transformer and capacitor switching, network topology
change, parallel feeder loss, and connection/disconnection of single and multiple
DGs have been simulated to evaluate robustness of the IDA for non-islanding events.
Figure 9a depicts variation in voltage for different DG disconnections. The figure
confirms that voltage satisfies the threshold range for each case. Capacitor bank
switching to adjust the power factor can give rise to voltage swing. This phenomenon
may be misinterpreted as an IE. To check stability of the IDA, a capacitor of 8.5 µF
connected at the PCC is stepped up to 850 µF in steps of three. Figure 9b proved
IDA’s prowess to distinguish IE from transient events.

Islanding detection techniques usually misconstrue three-phase fault involving
ground in nearby feeders as IEs [7]. Robustness of the IDA in eliminating false
alarms for faults which are cleared at different locations along the feeder length,
each with different values of fault resistance have been evaluated. The algorithm did
not create false alarms during these scenarios. Figure 10 shows that, for single line
to ground (LG faults in line (2) and line (3)) and three phase faults, voltage reduces
extremely. However, an event shall be classified as islanding only if magnitude of
voltage is between 0.86 and 0.8 p.u.

Fig. 9 PCC voltage in MG a DG disconnection; b Capacitor bank switching during export/import
conditions
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Fig. 10 PCC voltage for various faults

For analysing the performance during change in network configuration, tie-switch
SW1which is normally open, is closed as shown by red ellipse in Fig. 11. IDI remains
zero and hence the algorithm precisely identified it as a non-islanding event.

Fig. 11 Microgrid depicting network topology change in DIgSILENT/PowerFactory
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5 Economic Analysis of the Proposed IDA with Minimal
Placement of PMUs

As per [20] reducing number of buses where PMUs are deployed does not lead to
significant decrease in its deployment cost. However, the authors have performed an
economic analysis with deployment of two PMUs with respect to number of sub-
microgrids going to islanded operation instead of being disconnected and analysed
the reduction in cost of consumer outage with their islanded operation. Thus here
minimal PMU placement refers to the two PMUs deployed at the PCC of the whole
MG with the UG and the reference bus in the UG. When load and generation in the
microgrid matches, at the instant of disconnection from utility, an islanded operation
of the DG is possible [21]. Hence it becomes necessary for a probabilistic analysis
considering the intermittent and uncertain nature of NDRES in microgrid. To avoid
redundant DG disconnection in the sub-microgrids, probability of power balance
(PoB) is introduced [22].

5.1 Probability of Power Balance and Microgrid
Performance Index

PoB is defined as the probability density function of the ratio of total power demand
to the total power generation in the islanded sub-microgrid. PoB in sub-microgrids
1, 2 and 3 can be expressed by (18)–(20). Sub-microgrid 1 consists of 9 MW wind
plant and load of 8 MW, sub-microgrid 2 represents 9 MWwind plant with 2.5 MW
load. A 2.5MWdiesel generator feeding 8MW load constitute sub-microgrid 3. The
sources and loads are assumed to maintain a power factor of 1.

PoB1 = PDF1

[∑N
i=1 PLSMG1 + j QLSMG1

PSMG1 + j QSMG1

]
(18)

PoB2 = PDF2

[∑N
i=1 PLSMG2 + j QLSMG2

PSMG2 + j QSMG2

]
(19)

PoB3 = PDF3

[∑N
i=1 PLSMG3 + j QLSMG3

PSMG3 + j QSMG3

]
(20)

where PDF1, PDF2 and PDF3 are probability density functions with a normal
distribution as given in (21) for sub-microgrids 1, 2 and 3 respectively.

PDF = 1

σ
√
2π

∗ e
−(A−μ)2

2σ2 (21)
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where A defines ratio of output power of DG to the load, μ and σ denote mean and
standard deviation respectively.

PLSMG,QLSMG denote real and reactive power demands in themicrogrid andPSMG,
QSMG are the real and reactive power generation from the sources in the microgrid.

Islanded operation is possible when PoB lies between 0.95 and 1.5 to accom-
modate any NDZ [22]. Lower threshold of 0.95 is adopted to include the situation
where generation exceeds load. The upper value accommodates system losses in the
sub-microgrids. PoB threshold is then chosen as,

0.95 < PoB < 1.5 (22)

Time span during which the island satisfies the PoB limits can be defined as
duration of probability of operation (PoID) in islanded mode,

PoI D = n ∗ t (23)

where n represents instants of time when PoB satisfies the constraints, t being
sampling rate. Time required to change from grid tied to islandedmode for converters
has been approximated to be as under 640 ms as per [14].

Sampling rate is 10 ms with delay in communication assumed as 20 ms [14]. PoB
obtained for sub-microgrids 1 and 2 are illustrated in Fig. 12a. Relay senses and
communicates to the MGCC when CB5 connecting to sub-microgrid 2 is opened.
As PoB is not satisfying the threshold, instantaneous measure would be to detach the
wind plant. To evaluate the proposed IDA for IEs in the microgrid an index is formu-
lated. Microgrid Performance Index (MGPI) is the ratio of number of autonomous
sub-microgrids on islanding detection to number of IEs identified at the PoC.

MGPI =
∑n

i=1 N_SMGi∑m
j=1 Wj

(24)

where N_SMG is number of autonomous sub-microgrids determined based on PoB,
n is total number of sub-microgrids,Wj represents total number of breaker openings
and m denotes number of PoCs.

Thus MGPI yields the following conditions,

MGPI =
{

> 1; f orsuccess f ulsubmicrogridmanagement
0; otherwise

(25)

PoB for sub-microgrid 1 is 0.96 when CB9 is opened at 0.52 s. It falls inside PoB
limits. PoID has been found to be 60 ms as shown in Fig. 12b. Likewise, for circuit
breaker openings of CB5, CB7 and CB9, two sub-microgrids could be managed in
islandedmode out of the three sub-microgrids in the test system considering the PoB.
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Fig. 12 a PoB of sub-microgrid 1, sub-microgrid 2; b PoID with respect to islanding time and PoB
of MG1

DG in sub-microgrid 2 only had to be disconnected. This results in an MGPI value
of two, stipulating proper microgrid utilization instead of disconnecting all the DGs.

5.2 Reliability Benefit for Microgrid Under Islanded
Operation

A lower MGPI indicates increased average energy not supplied (AENS) by the sub-
microgrid. Thus, to assess economic benefit for microgrid with the proposed IDA,
reliability benefit is defined as the reduction in cost of consumer power outage. It also
involves reduction in installation cost of PMU at each bus. Thus reliability benefit
with islanded sub-microgrids (RBI SMG) is expressed as,

RBI SMG = COCr + CPMUr (26)
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where COCr is reduced customer outage cost and CPMUr is reduced PMU
installation cost expressed as in (27) and (29)

COCr = (COC − COCI SMG ∗ td (27)

COC and COCISMG refer to customer outage cost when all the sub-islands are
disconnected and customer outage cost for sub-microgrid disconnected based on
MGPI.

Where

COC =
l∑

j=1

RI E j ∗ ENSj $/td (28)

L = l − N_SMG

RIE is rate of interrupted energy $/KWh, ENS is energy not supplied KWh/td, td
is duration of islanded operation assumed as 1 h for the study.

Reduced PMU installation cost is defined as,

CPMUr = CPMU − CPMU I SMG (29)

CPMU and CPMUISMG refer to PMU installation cost at all the buses and PMU
installation cost in two buses as envisaged in the proposed IDA respectively.

where

CPMU =
b∑
i

Ci PMU ∗ xi (30)

CiPMU is PMU installation cost at bus i, xi = 1; if PMU deployed in bus i.
RIE for load is assumed as 1000 $/KWh and PMU installation cost is 40,000 $

[23].
For the case considered, an economic analysis has been carried out using the

proposed reliability benefit index. In Table 3,COCr gives the economic benefit when
all three sub-microgrids are disconnected versus two and one possible sub-microgrids
that can be autonomously managed during the islanded duration. CPMUr indicates
the difference in installation cost when PMUs are installed at all the buses and PMUs
installed at two buses as proposed in this work. Thus it may be concluded that, as

Table 3 Reliability benefit
index for microgrid

MGPI COCr (104$) CPMUr (104$) RBISMG(104$)

2 10,240 16 1040

1 512 16 528
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the number of islanded sub-microgrids increases or as MGPI increases, reduction in
customer outage costs increase profoundly. Moreover, minimal placement of PMUs
minimizes total cost associated with minimize a total cost associated with PMU
failures and cost of its restoration and cost of communication links between PMUs.

6 Decision Tree Technique for Islanding Detection in Real
Time

For quick islanding detection in real time, decision tree (DT) technique has been
adopted. Initially, this study has used 50% of the data as training and remaining
50% as test set using percent split validation method. The two indices and voltage at
the utility PCC are used as attributes with islanding detection index (IDI) as target
obtained from offline testing and given as input to SPSS®IBM statistics for building
DTmodel. Predictive scoring for real time analysis is performed using the DTmodel
built. For IE at zero power balance situation, out of 5043 instants, 4038 non islanding
cases are identified as NIE and one non islanding case has been misclassified as IE.
However, all the 1004 islanding cases are classified as IEs as shown in Table 4. To
compare the model predictions with the actual data, a correlation table is built as in
Table 5. From the table, it may be observed that, a correlation of 0.984 between the
model IDI and the predicted IDI for the real data using Pearson coefficient indicates a
very high positive correlation between the actual and predicted islanding index. This
also substantiates the selection of the threshold value. Thus the model is successful
with a reliability of 100% with an accuracy of 99.97%.

Table 4 Classification table

Predicted

Data Observed Non islanding Islanding %correct

Non islanding 4038 1 99.97

Islanding 0 1004 100

Overall Percentage 80.1% 19.9% 100

Table 5 Correlation table of
a real event with simulated
DT model

Correlation IDI Predicted IDI

IDI Pearson 1 0.984

Predicted IDI Pearson 0.984 1
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Fig. 13 Comparison of accuracy and detection times of the proposed method with contemporary
works

7 Comparison of the Proposed IDA with Recent Works

The proposed IDAUPCC has been compared with recently published schemes and
presented in Fig. 13. Among these [9] have IDTs deployed at the PCC as well as the
PoC of each DG terminal while Ref. [12] has the IDT deployed in the PCC. Islanding
detection algorithm in [24] works at each DG terminal using an ANN classifier based
on transient response data from synchrophasor units. It is observed from the figure
that the proposed IDA has better features with faster response and higher accuracy
compared to others. Reference [24] has the lowest response time with 0.5 s while
IDAUPCC detects islanding event in 5 ms.

As a future work and research gaps, the applications of PMU and wide-area
monitoring systems inmodern power systems operation, control, stability, protection
and security should be well-investigated [25–30]. PMUs are the backbone of wide
are monitoring system that can improve the overall security and stability of power
systems. Therefore, it is suggested to make in-depth evaluation of the power system
security under the new environment control based one PMUs data. Likewise, new
WAMS-based methods are in demand for improving the islanding detection in future
smart grids [31–33].

8 Conclusion

A reliable and accurate islanding detection algorithm is proposed here with minimal
PMU deployment and maximum reduction in customer outage cost. The IDA works
from the utility PCC with sturdy communication infrastructure, instead of being
implemented at the DG terminals. Islanding detection monitoring factor, rate of
change of inverse hyperbolic cosecant function of voltage are utilized along with
the magnitude of voltage at utility PCC to make the whole microgrid manage an
islanded operation. Distinctive features of the IDA are its zero non-detection zone,
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islanding detection time of 5 ms irrespective of percentage of power mismatches
and ability to reduce false alarms. Thus the IDA with two PMUs deployed in the
system prevents redundant DG disconnection for fault events in the sub-microgrids.
For persistent fault in the sub-microgrid, probability of power balance in the sub-
microgrids determines whether the DG has to be disconnected or considered for
islanded operation. Economic analysis for reduction in customer outage costs has
been performed which indicates greater reliability benefits with higher microgrid
performance index. Real time DT testing proved robustness of the proposed IDT
with hundred percent accuracy.
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Independent Estimation of Generator
Clustering and Islanding Conditions in
Power System with Microgrid and
Inverter-Based Generation

Edgar Gómez, Ernesto Vázquez, Nohemí Acosta, and Manuel A. Andrade

Abstract The use of phasor measurement units (PMU) allows us to obtain syn-
chronized measurements of various points in the network and whit them analyze the
stability of power systems. This chapter presents an algorithm based on participation
factors to estimate generator clustering and to evaluate its application on controlled
islanding on a power system, with distributed generation, using the data from PMUs
after a severe disturbance. The proposed islanding detection method uses the data
obtained from PMUs to represent the dynamics of the entire power system and form
a measurement matrix, updated using a sliding window, containing the angles of
the voltage phasors. Then, a covariance matrix is computed, and the eigenvalues and
eigenvectors of this matrix are obtained. Subsequently, the most energetic eigenvalue
is identified, and its participation factors are calculated. The participation factors are
used as a contribution measurement of each generator into the most energetic eigen-
value, i.e., they will show the contribution made by each one after a disturbance. The
clusters will be formed by generators sharing the same participation level. Controlled
islanding condition of the system will be evaluated by using the clustering schemes
proposed in the literature.
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1 Introduction

In traditional electrical power systems, the generation of electrical energy is in
charge of few large-capacity generation plants, basing their operation on synchronous
machines, which are dispatched in a coordinated manner to supply all the demand of
the system. With the technological advance and to improve the operation of the net-
work, microgrids with distributed generation (DG) resources have been introduced
to the system, this mostly at the distribution level to take advantage of the small local
generation. The DG’s are mostly renewable generation sources and are of small
capacity compared to the traditional plant. DG’s are strategically placed to distribute
additional energy near the local load. The integration of the DG’s has been increased
due to the advantages it presents, such as the environmental benefit due to the use of
mainly renewable energy, allowing the primary network transmission capacity to be
released. Besides, losses in transmission and distribution lines are reduced due to its
location near the load, thereby improving network efficiency. DGs improve system
reliability by reducing dependency on large plants and allowing continuity of service
in the event of a failure in the main network.

However, DG presents some disadvantages that should be considered: the avail-
ability of the source determines its location; the intermittency of its primary source;
power quality problems. Also, DG does not provide inertia to the system and the time
constants of DG units are smaller than synchronous generators constants, making
the power system weak and less tolerant of disturbances.

Although power systems are designed to be robust and tolerant of contingencies,
they can become vulnerable to them, and even more so with the addition of DG.
Simple events (i. e. the loss or operation output of an element) can occur up to severe
events (as the loss of a group of elements), causing the activation of the system
protections and leading to the disconnection and isolation of one or more generators
and loads from the rest of the network. The afore is known as unintentional island
formation; this, in turn, can lead to a partial or total collapse of the system. In many
occasions, to safeguard the integrity of the system against severe disturbance, the
disconnection of individual elements is performed to form an independent microgrid
which can subsist. This action is known as intentional island formation. Under these
conditions, the presence of DG’s enables island operation. The electric islanding
phenomenon is one of DG’s main problems.

Unintentional island formation may trigger several problems in the network in
terms of stability, security and energy quality. Since, in this scenario, the island may
have a power deficit or excess accompanied by the dynamic response of synchronous
generators, variations in both voltage and frequency are often found. For these rea-
sons, it is necessary to estimate how generators will be grouped and to evaluate island
conditions once the frequency cannot be recovered to operating values. Likewise, an
islanding operation can cause risks both for the electricity companies and for con-
sumers since the event that originated the island, may not be detected by the DG and
it continues to function and in turn, feeds the event (as in the case of a failure). On
the other hand, if generators are out of sync with the main network, the DG’s and the
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Fig. 1 Classification of
islanding detection
techniques

generators can be damaged if a reconnection with the primary system is attempted
[1].

In an island condition, it is essential to take control actions to avoid disconnecting
generators and subsequently, analyze controlled islanding to improve the perfor-
mance of the power system after it suffers a severe disturbance. Several methods
have been proposed to estimate generators clustering after a disturbance, and they
meet its objective. However, some of them, to some extent, have disadvantages that
cause estimating the generators clustering and hence controlled islanding become
complexwhen power system topology or some parameters are unknown. The electric
island phenomenon has been a subject of study for many years and has been mainly
intended for the increase in distributed generation. That is why they have developed
techniques for the detection and protection of electric islands. Among these, they are
more distinguished in 2 main groups: remote and local methods (see Fig. 1).

The first group are remote techniques that consist of communication systems
between elements of the electrical system, as well as connection points with the
DG. For this, these techniques require advanced hardware and with it a higher price,
which makes it not profitable to implement. In [2] they use distribution feeders as
routes where they transmit a coded signal from a substation to the DG to monitor
it when the signal is interrupted, they detect the island condition. Other of these
techniques are based on the use of monitoring, control and data acquisition systems
(SCADA)[3]. Voltage sensors are installed on the DG side and the measurements
obtained are transmitted to the network and by monitoring them determine if the DG
is connected or in an island condition. Under this same principle, techniques based
on the use of PMU have been developed [4] to monitor the angular difference of
the voltages between two points where an island can be formed. This difference is
derived to obtain the frequency and determine a threshold in normal operation. If
this threshold is exceeded, island formation is detected [5].

The second group consists of local techniques divided into two subgroups (see
Fig. 1): passive and active methods. Passive methods are based on the monitoring of
some network parameters such as frequency, voltage, phase changes, or harmonic
distortion at the common connection points (PCC); precisely the point where the
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electric island can form. In turn, these techniques can be time- or frequency-domain
based. Those that stand out in the time domain are those based on over-low voltage
and over-low frequency detection [3]. Voltage or frequency are monitored where the
island may occur or at the DG connection point. When an island condition occurs,
due to power imbalances, the voltage and frequency values vary. Therefore, when
these variables exceed a predetermined value, island formation is detected. They are
low-cost methods, and generally, the DG’s converters have this protection system.

Likewise, another widely used technique that detects the formation of islands
faster than the previous ones is the one based on the measurement of the rate of
change of frequency (ROCOF) [6]. This technique uses the derivative of the fre-
quency calculated from the voltage measurements at the susceptible point of island
formation; it uses the principle that when a disturbance occurs the value of this
derivative changes and when it is an island condition, it increases. Based on this, for
each system, an adjustment value of this derivative is assigned in a stable state, and
when it exceeds this value, island formation is detected.

Ref. [7] presents a time-domain technique based on the analysis of the ripple
content of the voltage at the connection point between the DG, and the network.
When an island condition occurs, this content increases considerably due to the
commutation of the high inverter frequency. The island formation is determined by
utilizing the level of undulation established in a stable state.

Among the most reported techniques in the frequency domain are those that mon-
itor the content of harmonic distortion (THD) [8]. This method calculates the THD
from themonitoring of the generator current. It ismonitored by calculating an average
for each cycle and evaluating the difference between each cycle, defining a threshold
limit of difference. When this threshold is exceeded, the generator disconnection is
detected, and island formation is recognized. The method is based on the commuta-
tion of the DG’s converters: when the DG has disconnected the THD level decreases.
In [8], this methodology is used to test the correct operation of wind turbines. How-
ever, there are load variations in the system —many of them are non-linear— and
affect the THD levels. Therefore, for complex systems, the selection of the threshold
setting can become complicated.

Techniques have also been reported that use the wavelet transform to estimate the
frequency components of the monitored signals. In [9], authors use local current and
voltage measurements and, with the help of the wavelet transform, calculate the rate
of change of the power defined in the frequency domain. When a value of change is
exceeded, the island is identified.

The other group of local techniques are active methods. These techniques inject
signals to change the amplitude, phase or frequency of the current or voltage wave-
forms in the CCP. When the DG is connected to the system, the injected distortions
are absorbed by the power system. When the DG is disconnected, these distortions
cause the network protections to activate and detect the island.

The most-reported methods are those based on the measurement of impedance
[10]. These methodologies are based on the injection of frequency components into
the output current of the DG inverter. The selection of these frequency components
is aligned with the system so that it does not affect its THD level. With this modified
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current and measuring the voltage at the same point, it is possible to calculate the
impedance. When an impedance variation is detected, an island operation is deter-
mined.

Ref. [11] presents another active technique based on the injection of currents in the
dq frame. This technique uses the Park’s transform to refer the triphase signals to the
dq reference frame in which id and iq currents are injected at a specific frequency.
When the power system operates under normal conditions, these currents do not
cause effects on the electrical variables. However, when the island separation occurs,
these current injections cause a deviation in the system frequency. By monitoring
this frequency and determining a threshold, island formation is detected.

An additional methodology used is the active frequency drift technique (AFD)
[12]. The injection of currents causes the frequency of the system in CCP to deviate
from the established limits for the correct operation of installed protections in theDG.
Under the same operating principle, other techniques were developed: the reactive
power variation (RPV) is an active technique used for island detection that introduces
reactive power variances to generate reactive powermismatches between the load and
the inverter output, which in turn generates a frequency deviation from the voltage
measured in CCP. Like the previous methodologies, the imbalance of this frequency
is monitored, and if it exceeds the established range, the island is detected.

The methodologies mentioned above fulfil the objective of detecting the island
formation; however,most of themdo it so only at a specific pointwhere the separation
of the system is foreseen, or at the connection point of the DG. Besides, many of the
techniques only consider the separation of the DG. I. e., they do not take into account
the rest of the system, nor the synchronous machines that support the network. Some
of the methodologies developed modify some parameters of the network that, if not
correctly adjusted, canharm thepower systemoperation andmanymore requiremuch
investment for its implementation. An important point to note about the presented
techniques is that they only consider the formation of the island, but not the grouping
of it.

Islanding detection in systems with DG penetration is a challenging task. This
chapter aims to present a methodology that allows detecting island formation. How-
ever, it covers both the estimation of the generator’s clustering and the evaluation
of its application on controlled islanding on a power system with distributed gen-
eration, using data obtained from phasor measurement units (PMUs) after a severe
disturbance.

The chapter is organized as follows. Section2 recalls some definitions of eigen-
value theory and participation factors. Section3 presents and explains the method to
detect islands. Further, on Sect. 4 the methodology performance is assessed. Finally,
the conclusion is presented in Sect. 5.
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2 Theoretical Foundation

In this section, some critical issues necessary to understand the proposed methodol-
ogy will be introduced. In the following subsections, a brief exposition of the topic
of eigenvalues and eigenvectors will be made, as well as their sensitivity, in order to
reach the necessary foundation of the presented algorithm,which are the participation
factors.

2.1 Eigenvalues and Eigenvectors

For a matrix A ∈ Mn(C), the scalar λ is called the characteristic value or eigenvalue
of A if there exists a nonzero vector x that satisfies the following:

Axi = λixi . (1)

The vector xi �= 0 ∈ C
n is known as the rigth eigenvector of A associated with the

eigenvalue λi , for i = 1, 2, . . . , n [13, 14]. This eigenvector has the form:

xi =

⎡
⎢⎢⎢⎣

x1,i
x2,i
...

xn,i

⎤
⎥⎥⎥⎦ . (2)

Similarly, the column vector y j ∈ C
n which satisfies

y jA = λ jy j for j = 1, 2, ..., n (3)

is called the left eigenvector of A associated with the eigenvalue λ j . y j has the
following form:

y j = [
yi,1 yi,2 · · · yi,n

]
. (4)

The set of eigenvalues of the matrix A can be found rearranging (1) as

(A − λI)x = 0. (5)

and solving for λ the polynomial det(A − λI) = 0.
The left and right eigenvectors corresponding to the different eigenvalues are

orthogonal. That is, for i �= j , we have:

y jxi = 0. (6)
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However, when the eigenvectors are associated to the same eigenvalue, we have:

yixi = c, (7)

where c is a nonzero constant. If both eigenvectors are normalized, we have:

yixi = 1. (8)

In terms of matrices, the set of right eigevectors of A can be expressed as

X = [
x1 | · · · | xn

]
, (9)

and the set of left eigenvectors as

Y = [
yT1 | · · · | yTn

]T
, (10)

Likewise, if A has distinct eigenvalues (λ1, . . . , λp), 1 ≤ p ≤ n, there exist a
matrix

� =
⎡
⎢⎣

λ1 0
. . .

0 λn

⎤
⎥⎦ (11)

such that (1) and (8) can be expressed as

AX = �X, (12)

YX = I. (13)

From (12), the matrix A can be reduced to diagonal form [14] by

X−1AX = �. (14)

Eigenvalues and their respective eigenvectors provide relevant information about
the dynamics of the matrix A. I. e., the eigenvector measures the rate of change of
the magnitude of the eigenvalues.

2.2 Eigenvalue Sensitivity

Once the eigenvalues and eigenvectors have been defined, the sensitivity of the eigen-
value will be explained briefly, since this is where the analysis of the participation
factors is derived, which are the foundation of the work carried out.

The mathematical modelling of the dynamic behaviour of a physical system is
referred to as a set of nonlinear differential equations. These equations require to
be linearized at an operating point of the system to perform some dynamic studies
in particular; obtaining a set of ordinary differential equations. The solution of such
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equations is governed by the eigenvalues of the system, algebraically related to the
system parameters. Any variation in the system parameters will produce changes in
the behaviour of the eigenvalues. These changes are dependent on the sensitivity of
the eigenvalues to said parameters.

In particular, for an electric power system, the eigenvalues are a function of all
the design and control parameters of the power system. A change in any of these
parameters affects the performance of the system. Therefore, this will cause a change
in the behaviour of the eigenvalue. The change magnitude depends on the sensitivity
of the eigenvalues to the parameter. Moreover, it depends on the change of said
parameter [15].

The eigenvalue problem associated with a matrix A is defined by the algebraic
equation (1). A differential change in the elements of A directly generates a change
in the eigenvalues.

To explain the sensitivity of the eigenvalues to the system parameters, assume
a change in the elements of A. For this, we take the partial derivative of (1) with
respect to element ak, j from A, obtaining:

∂A
∂ak, j

xi + A
∂xi

∂ak, j
= ∂λi

∂ak, j
xi + λi

∂xi
∂ak, j

. (15)

Multiplying on the left by yi and noting that yixi = 1, (15) is simplified to:

yi
∂A

∂ak, j
xi = ∂iλ

∂ak, j
. (16)

Because

∂A
∂ak, j

=
{
1 for the elements in the k-th row and j-th column,

0 otherwise;
(17)

Eq. (16) can be written as
∂λi

∂ak, j
= yi,k x j,i , (18)

i. e., the sensitivity of the eigenvalue λi with respect to the element ak, j of A is equal
to the product of the element yi,k of the left eigenvector and the element x j,i from
the right eigenvector [16].

2.3 Participation Factors

From the sensitivity of an eigenvalue concept, the participation matrix (P ∈ Mn(C))
combines right and left eigenvectors as ameasure of association between the variables
of a matrix and its eigenvalues. Defined as
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P = [
p1 | · · · | pn

]
, (19)

where

pi =

⎡
⎢⎢⎢⎣

p1,i
p2,i
...

pn,i

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

x1,i yi,1
x2,i yi,2

...

xn,i yi,n

⎤
⎥⎥⎥⎦ . (20)

where xk,i is the k, i-th element of the the matrix X (the k-th element of the right
eigenvector xi ), and yi,k is the i, k-th element of the matrix Y (the k-th element of
the left eigenvector yi ).

The element pk,i = xk,i yi,k is called a participation factor. If the eigenvectors are
normalized, the sum of the participation factors associated with any eigenvalue is 1.

Taking up and analyzing (18), it is observed that the participation factor pk,i is
equal to the sensitivity of the eigenvalue λi with respect to the element ak,k of A.

pk,i = ∂λi

∂ak,k
. (21)

Therefore, the participation factors of λd will be all the elements of the diagonal
of the sensitivity matrix of λd ; this is generated by calculating ∂λi with respect to all
the elements of the matrix.

2.4 Covariance Matrix

A covariance matrix concentrates the variances and covariances of a set of variables
with respect to the samples. The covariance matrix is widely used for multivariate
statistical issues. Let us see in more detail what it is about.

Suppose a data set V of p variables with n samples. The variables are denoted by
the set (v1, v2, . . . , vp). Therefore this data set can be viewed as a rectangular matrix
V ∈ Mn,p(R):

V =
⎡
⎢⎣
v1,1 . . . v1,p
...

. . .
...

vn,1 . . . vn,p

⎤
⎥⎦ . (22)

From this, the variance σ 2 of the variable v is defined as the average of the squared
differences with respect to its mean, that is:

σ 2
v = 1

n

n∑
i=1

(vi − v)2. (23)
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Similarly, given two variables v and w the covariance can be defined as:

σvw = 1

n

n∑
i=1

(vi − v)(wi − w). (24)

where · denotes here the arithmetic mean of Rn .
In matrix notation, the covariance matrix S ∈ Mp(R) is then expressed as:

S =
⎡
⎢⎣

σ 2
1 . . . σ1p
...

. . .
...

σp1 . . . σ 2
p

⎤
⎥⎦ , (25)

where σ 2
i is the variance of the variable vi , and σi j is the covariance between the

variables vi and v j . This matrix is square and symmetric and summarizes the vari-
ability of the data and the information related to the linear relationships between the
variables. If the covariances are not equal to zero, this indicates that there is a linear
relationship between these two variables [17].

3 Estimation Method of Generation Clustering and
Islanding Condition in Power System

In this section, each of the steps of the proposed algorithm for the identification of
generator clusters and the detection of islanding condition in an electrical power
system will be explained in detail through the analysis of participation factors.

This algorithm is implemented in three stages: the first stage consists of data
acquisition; the second stage, of data processing; while the last one consists of the
calculation of the participation factors, the detection of the islanding condition, and
the determination of the grouping of the machines. These stages are presented in the
flow diagram shown in Fig. 2.

In the following sections, a detailed description of each of the algorithm stages is
presented below.

3.1 First Stage: Data Acquisition

The first stage of the algorithm corresponds to the reading of the input signals as
well as their processing. As seen in Fig. 2, this stage, in turn, has two steps: phasor
measurement and data window sampling. Let us analyze each one.
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Fig. 2 Stages of the
proposed algorithm

3.1.1 Phasor Measurements

Toperform transient stability analysis andobtain reliable results, an accuratemodel of
the power system containing the information network connection and parameters of
the elements that comprise it is necessary. Currently, having a realistic power system
model represents a significant challenge due to constant changes in the network
connection, the dynamics of the loads and the complex models of the transmission
lines, and even more so today with the connection of DG [18].

The emergence and application of the wide-area measurement systems (WAMS)
in power systems has facilitated the monitoring of the stability of the system since it
provides information on its dynamics. They also allow monitoring the entire system
at the same time, reducing computational time.

WAMS uses devices to collect data; these are known as PMUs. PMUs allow
obtaining synchronized measurements at various points of the network, with high
precision and speed. Therefore, it can be used for real-time applications. These
devices calculate the current and voltage phasors of the location where they are
installed and are synchronized with a global time reference, which makes it possible
to compare the phasors measured at that point with the other phasors obtained from
the PMUs installed in the different locations of the network.

For the present algorithm, the input data is obtained from the PMU devices of
the WAMS. These signals come from the PMUs installed in the generation buses or
buses above (Fig. 3), this because PMUs can generally be embedded into protection
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Fig. 3 Algorithm’s input data

devices. However, as will be seen later, the measurement can be performed on any
of the network buses.

Usually, the network state estimation and the detection of events of the power
system are based on measurements of voltages and currents in the buses of interest.
This mainly to the difficulty of measuring the internal angle of the machines, which
would be the most direct measurement of the dynamics of the system. The dynamics
of the voltage phasor’s angle at the buses, obtained from the PMUs, represents the
dynamics of the machine internal angle in terms of the behaviour that the system
will have subjected to a disturbance. In addition to this measurement, there are less
noise-contaminated signals [19].

Figure4 shows the simulation of the voltage phasor angle at themachine terminals
and the internal angle of the machine when the power system is subjected to a three-
phase failure; Fig. 4a a stable case and Fig. 4b an unstable case are presented. As
noted, the angle of the voltage phasor at machine terminals reflects the dynamic
behaviour of the machine.

The input signals are arranged in a vector:

sin = [
δv1 δv2 · · · δvn

]
, (26)



Independent Estimation of Generator Clustering and Islanding … 535

Fig. 4 The behaviour of the
machine angle (solid lines)
and behaviour of the angle of
the voltage phasor at
machine terminals (dashed
lines) in the event of a
three-phase fault in the
power system. a stable case.
b unstable case

where δvi represents the signals measured on the buses and n the number of buses
measured. For an initial approach n is the number of generation buses.

3.1.2 Data Window

Once the phasor measurements are read in real-time, using a mobile data window,
they are stored in a data matrix A, made up of 32samples per cycle, with a sampling
frequency of 256Hz, as seen in Fig. 5.

For each data window, a matrix A ∈ Mm,n(R) is formed:
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Fig. 5 Sliding data window

A =

⎡
⎢⎢⎢⎣

δ1,1 δ1,2 · · · δ1,n
δ2,1 δ2,2 · · · δ1,n
...

...
. . .

...

δm,1 δm,2 · · · δm,n

⎤
⎥⎥⎥⎦ (27)

consisting of m samples in each data window and n measured buses.

3.2 Second Stage: Data Processing

As mentioned in Sect. 3, the second stage consists of the processing of the data
window generated in the previous step. Each of the procedures that comprise it is
explained in detail below.

3.2.1 Covariance Matrix

The covariance matrix of the data matrixA obtained in the previous step is calculated
to obtain the most synthesized information on the variability of the data.

The formation of this covariance matrix is crucial since it concentrates the mutual
and proper relationship of the input variables, which in this case are the voltage
angles of the buses measured. Likewise, a square symmetric matrix is obtained.

Once the measurement matrix is formed from the most recent sliding window, the
covariancematrix ofA is obtained, applying (24), fromwhich thematrixS ∈ Mn(R),
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where n represents the number of buses measured, is obtained:

S =

⎡
⎢⎢⎢⎣

σ 2
1 σ12 . . . σ1n

σ21 σ 2
2 . . . σ2n

...
...

. . .
...

σn1 σn2 . . . σ 2
n

⎤
⎥⎥⎥⎦ . (28)

This matrix is symmetric since σi j = σ j i .

3.2.2 Eigenvector Calculation

With the previous step, a squarematrixwas obtained, and its eigenvectors can already
be calculated. The eigenvalues and eigenvectors of a matrix represent its dynamics
since they contain information on the behaviour of the matrix.

To gain insight into (1) and (3) lets note that a matrix A can increase or decrease
the magnitude of both left and right eigenvectors without changing their direction.
The eigenvalue represents this rate of change of the magnitude of the eigenvector
[20]. Thus, the covariance matrix eigenvalues indicate the variance of the variables
in the direction of the eigenvectors.

In this proposed methodology, it is interesting to observe the behaviour of the
eigenvalue that generates the maximum change in the eigenvectors. Therefore, the
dominant eigenvalue λd (defined as the eigenvalue with the maximum magnitude)
will be used. λd indicates the highest variance in the direction of the dominant
eigenvector [21]. This eigenvalue represents the dynamics of the angles of the power
system machines, as well as the voltage angles dynamics provided by the PMUs.

Therefore, it is proposed to calculate the eigenvectors according to (1) and (3)
associated with the dominant eigenvalue. An important aspect here is that, as men-
tioned, the covariance matrix is a symmetric positive definite matrix; therefore, the
left and right eigenvectors concerning the dominant eigenvalue are the same [14]:

3.3 Third Stage: Calculation of Participation Factors

The next and last step of the proposed algorithm is the calculation of the participation
factors to measure the relative participation of the variables of the covariance matrix
S associated with the dominant eigenvalue. Moreover, it is necessary to calculate the
eigenvectors associated with the dominant eigenvalue in the previous step.

As we saw in Sect. 2.2 and Sect. 2.3, participation factors can be calculated in two
ways: calculating the sensitivity matrix concerning the dominant eigenvalue (21)
and taking the values of the diagonal or directly obtaining the eigenvectors of the
covariance matrix S corresponding to λd and applying (20).
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Taking the eigenvalue problem defined by (1):

Sx = λx. (29)

Thus,

(Sx)T = λxT ,

xTST = λxT .

Since the covariance matrix S ∈ Mn(R) is a symmetric matrix (S = ST ), then:

xTS = λxT , (30)

i. e., the right eigenvectors are also left eigenvectors of the covariance matrix S.
Applying (20), and taking into account (30), the participation factors associated

to xd

pd =

⎡
⎢⎢⎢⎣

pd1
pd2
...

pdn

⎤
⎥⎥⎥⎦ (31)

can be calculated as
pdi = x2di , (32)

where xd is the eigenvector associated to the dominant eigenvalue λd(S) and n is the
number of acquired measurements. The element pdi is related to the participation of
the δi measurement into the system dynamics.

Where d refers to the column of the dominant eigenvector, n is the number of
buses measured. As can be seen, each element of this vector corresponds to the
participation factor of each of the measured angles (δi ). Therefore, the behaviour
of the participation factors could be used to identify the island formation and the
grouping mainly of generation buses, when this condition occurs.

The analysis of these participation factors also allows us to identify which
machines or buses are the most sensitive concerning the disturbances present in
a power system.

By analyzing how the participation factors of each generation bus change, it is
possible to observe the grouping of buses that present a similar sensitivity factor,
along with the buses with the highest sensitivity tend to separate themselves from
the others.
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4 Testing and Validation of the Proposed Methodology

This sectionwill evaluate the capacity of the presentedmethod to detect and recognize
the grouping of system generators in an electrical island condition. This section
presents a brief description of the two test systems used, the tests carried out, and
the results obtained at the simulation level.

4.1 Test Systems

This section presents the characteristics of the systems used to carry out the cor-
responding tests to validate the proposed algorithm. For this, two test systems are
modelled and simulated using DIgSILENT PowerFactory simulation software.

4.1.1 First Test System

The first test system corresponds to the IEEE 39-bus system, also known as the
New England system, consisting of 39 buses, ten synchronous generators, 19 loads
with constant impedance, 34 lines and 12 transformers. The generators have AVR
controls and governors. Also, each machine has a PSS stabilizer. Ref. [22] presents
comprehensive information about the system.

The nominal frequency of the system is 60Hz, and the voltage level of the network
is 345kV. Figure6 shows the one-line diagram of this system.

4.1.2 Second Test System

The second test system corresponds to Anderson’s 9-bus test system, shown in Fig. 7.
The original system consists of 3 synchronous machines with IEEE Type 1 exciters
[23]. Generation buses have different voltage values, so they are connected to the
system by means of 3 transformers, with a ring of the nominal voltage of 230kV
interconnected by six lines. Detailed data can be found in [24].

This classical 9-bus system was modified replacing the generator connected to
bus four by a rural medium-voltage (MV) distribution network: a CIGRE benchmark
introduced for DG integration studies (see Fig. 8). This benchmark is a modification
from a German MV distribution network [25]. In Fig. 8, it is observed that the MV
network is made up of several types of DG sources, so it provides a more realistic
picture of DG penetration. The characteristics and parameters of the CIGRE network
modelling are detailed in [26–28].

The systems presented are those that will use to verify the functionality of the
proposed methodology. The following sections show the test cases and the results
obtained.
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Fig. 6 Single-line diagram of the IEEE 39-bus power system

Fig. 7 Anderson’s 9-bus
modified test system
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Fig. 8 Single-line diagram of MV distribution benchmark network
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Table 1 Test cases in 39-bus
system

Case Number of groups Measurement point

1 2 Generation bus

2 3 Generation bus

3 3 All buses in the
system

Table 2 Generator groups
for Case 1

Group Generators

1 G1, G2, G3, G6, G7, G8, G9,
G10

2 G4, G5

4.2 Tests and Results for the 39-Bus System

In order to evaluate the performance of the algorithm, three simulation scenarios for
the first test system are analyzed (Table1). In each situation, the islands were created
by opening switches at a simulation time t = 2 s. It is worthy to note for simulation
cases that because generator one is taken as a reference; its behaviour will not be so
noticeable.

4.2.1 Case 1

In Case 1, as observed in the Table1, the formation of two groups was confirmed.
That is, an island was formed by disconnecting the line that goes from bus 16 to
bus 19, causing two groups of generators to run coherently, as shown in Table2 and
Fig. 9.

The methodology presented in Sect. 3 was applied to obtain and analyze the
behaviour of the participation factors. For this case, since the measurements were
made only on the generation bus, the method returns a vector with ten elements for
each sampling window. Each element of this vector represents the behaviour of each
synchronous machine for which the groupings are determined. Graphically, Fig. 10
shows the dynamics of the participation factors. It can be seen that the system is
divided into two groups.

As observed in Fig. 10, the dynamic behaviour of the participation factors with
respect to time highlights the formation of the two groups or islands. At time t = 2 s,
when the line is opened, the factors’ dynamics change, indicating a disturbance
occurring in the power system. At a time t = 500ms after the disturbance occurred,
it is observed how the factors of each group converge to a single value.

Table3 presents the numerical values of the partition factors at three different
times: at time t1 = 1s when the line is still closed; at time t2 = 2.5s when the line
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Fig. 9 Islanding formation: Case 1 (the dotted lines represent the cut necessary to produce the two
groups)

had already been disconnected; and at time t3 = 3s when the participation factors
had already stabilized.

It is observed how numerically G5 and G4 present similar values at all times.
Further, the fact that, before the line is opened, they have similar values, does not
determine that they are going to be in the same group as G2 has a similar initial value.
The above shows that the algorithm does determine a correct grouping, even though
at the beginning, some generators have the same participation factor magnitude.
Likewise, as mentioned in Sect. 2.3, the sum of the participation factors at every time
instant is equal to 1, as can be corroborated in Table3.
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Fig. 10 Dynamics of the participation factors for Case 1

Table 3 Numerical values of the participation factors over time for Case 1

Generator Participation factor

t1 t2 t3

G1 0.3975 0.001 6.1548×10−6

G2 0 6.1911×10−6 5.8689×10−7

G3 0.0559 9.2554×10−7 2.006×10−6

G4 0 0.5021 0.4996

G5 0 0.4955 0.5002

G6 0.2236 0.0005 3.4603×10−5

G7 0.0993 0.0006 4.039×10−5

G8 0.0993 3.7215×10−7 1.8468×10−7

G9 0.0993 7.4794×10−7 1.359×10−5

G10 0.0248 8.4285×10−8 2.1399×10−6

Table 4 Generator groups
for Case 2

Group Generators

1 G1, G2, G3, G6, G7

2 G8, G9, G10

3 G4, G5
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Fig. 11 Islanding formation: Case 2 (the dotted lines represent cuts necessary to produce the three
groups)

4.2.2 Case 2

For the second test case, the system was divided into three islands accordingly to a
previous analysis [29]. However, amodificationwasmade to the predefined grouping
for the island of the previous case can be incorporated.

Table4 shows the generators in each formed group. Additionally, Fig. 11 graphi-
cally shows the line openings made for the formation of the islands.

Accordingly, using the proposed methodology the dynamic behaviour of the gen-
erator was obtained, as shown in Fig. 12. It is observed that the algorithm detects the
formation of the islands and the correct grouping of generators.

Further, Fig. 12 shows the grouping of the generators was readily determined
before the 500msmark, as the island condition presented. Table5 shows numerically
the results obtained at specific points in time (t1 = 1s, t2 = 2.5s, and t3 = 3s). It is
verified numerically how the representative participation factors for each group of
generators tend to converge to the same value.
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Fig. 12 Dynamics of the participation factors for Case 2

Table 5 Numerical values of the participation factors over time for Case 2

Generator Participation factor

t1 t2 t3

1 0.3975 0.0009 0.0001

2 0 1.0354×10−5 1.5725×10−5

3 0.0559 1.6517×10−9 1.2002×10−5

4 0 0.462 0.4622

5 0 0.4558 0.4625

6 0.2236 0.0007 5.3902×10−6

7 0.0993 0.0009 3.6004×10−6

8 0.0993 0.0262 0.0251

9 0.0993 0.0291 0.0247

10 0.0248 0.0239 0.0251

4.2.3 Case 3

The purpose of the third case is to evaluate the performance of the method measuring
not just the generation buses of the system. For this case, the same partition config-
uration was used as in the previous case (Fig. 11). The difference with Case 2 is that
the measurements were acquired from the 39 buses of the system. Thirty-nine par-
ticipation factors were computed (one for each bus). Figure13 shows the obtained
results. It can be seen after the island separation the participation factors display
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Fig. 13 Dynamics of the participation factors for Case 3

different behaviour than the previous cases. This because, for this case, the covari-
ance matrix has 39 rows and 39 columns, i. e., there are more variables involved, and
the covariance between them highlights this behaviour. However, the detection of the
grouping was performed approximately 250ms after the event occurred. After this
time, it is seen how each island’s participation factors converge to the same value.

4.3 Tests and Results for the 9-Bus Extended System

In a follow-up with the tests to evaluate the presented method, this section presents
the tests performed on the second system. The objective is to analyze the operation
of the algorithm when the system has a mix of DG sources, where the majority are
unconventional sources. The extensive use of converters for their connection makes
the tests more interesting. There are two simulation cases, which are detailed below.

4.3.1 Case 1

For the first simulation scenario, the original 9-bus system is evaluated (Fig. 14).
The literature shows that this system can be optimally divided into two islands [29].
In Fig. 15 is observed that the method determines the grouping correctly. Note that
the magnitude of the participation factors associated with each generator before the
event is in general very different to the magnitude shown after the event. Moreover,
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Fig. 14 Island formation for the unmodified Anderson’s 9-bus system (the dotted lines represent
the cut necessary to produce the two islands)

Fig. 15 Dynamics of the participation factors of Case 1 for the 9-bus system

the factors associated to generator one and two tends to similar magnitudes. It is also
confirmed that the sum of all the factors is equal to one every time instant.

Usingmeasurements at the generators terminals (buses 1–3), themethod correctly
determines one island consisting of buses 3, 6, and 9; and a second island consisting
of buses 1,2,4,5,7, and 8. For this case, a 3-by-3 covariance matrix was obtained at
each sampling time.
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Fig. 16 Island formation:
Case 2 (the dotted lines
represent the cut necessary to
produce the two islands)

4.3.2 Case 2

For this case, the generation grouping of the extended system (including distributed
generation sources) shown in Fig. 7 is evaluated.

The objective of this test is to asses how the method’s performance is affected by
the presence of DG. For this scenario, bus 4, where the medium voltage network is
connected (Fig. 8), is considered for the sake of analysis as a controlled-voltage bus.
The system is divided as in the previous case (Fig. 16); however, now the measure-
ments are acquired at the terminals of generators 2 and 3 (buses 2 and 3) and bus 4
(Fig. 16).

Figure17 shows the behaviour of the participation factors. It can be observed that,
as in the previous cases, the method correctly identifies the formation of the island
and accurately groups the generation buses. Further, the method performance is not
affected by the DGs connected to the system.

As mentioned above, measurements can be acquired either on the generation
buses or buses above. For this scenario, a second test was performed where mea-
surements were taken after the transformer, as seen in Fig. 18. Figure19 shows the
dynamic behaviour of the participation factorsfor this measurement arrangement.
The method performance is not altered. The grouping of the generation buses was
correctly identified.
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Fig. 17 Dynamics of the participation factors of Case 2 for the 9-bus extended system

Fig. 18 Island formation:
Case 2 measuring data after
transformers

5 Conclusion

Although many of the algorithms proposed in literature detect the formation of an
electrical island, they are not capable of distinguishing the grouping dynamics of the
generators. Further, many of them require a priori system configuration and analysis.
The sweeping change in electrical power systems’ operational paradigm requires
algorithms capable of adapting to new generation technologies such as photovoltaic,
wind, and battery storage.
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Fig. 19 Dynamics of the participation factors of Case 2 for the 9-bus extended system measuring
data after transformers

A significant challenge of islanding detections methodologies is the ability to
detect and estimate the grouping of generators during and after an islanding condition.
The analysis of the participation factors proved to be useful to identify the generator’s
grouping since it does not need the modelling of the network and adapts to the
dynamics of the operation of the power system. Both aggregated and individual DGs
are grouped correctly in∼250–500ms. However, work is necessary to real-time track
the formed generator’s groups dynamically.

It is worthy to note the advantage of using measurements at generator terminals
as well as measurements non-generation buses on the network. This feature allowed
the aggregation of DG presented in Fig. 19.
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Resilience in Wide Area Monitoring
Systems for Smart Grids

Mohammad Shahraeini and Panayiotis Kotzanikolaou

Abstract WAMSinfrastructures consist of various elements such as digitalmetering
devices, communication and processing systems, in order to facilitate the operation,
monitoring and control of power grids. For smart grids, resilience is a high-priority
design requirement, since they must be able to resist in failures at any layer, caused
by intentional attacks or unintentional events. In this chapter we review existing
approaches in the literature for WAMS resilience. Based on our recent work on
dependency analysis forWAMS resilience [23], we describe methodologies that take
into consideration both optimization and resilience metrics during WAMS design.
We explain how WAMS resilience can be increased by reducing the dependencies
of WAMS components and by selectively adding controlled redundancy of measure-
ment units and communication links. Finally, we describe how this resilience model
can be extended to also take into account the dynamic structure of the smart grid
caused by the integration of renewable energy sources.

Keywords Wide Area Measurement Systems · Resilience · Renewable
resources · Centrality metrics

1 Introduction

Smart grids facilitate the bidirectional flow of both energy and information among
different entities, by using advanced information and communication services, in
order to increase network efficiency and stability [8, 22]. In addition, they sim-
plify the integration of renewable energy sources. By continuously measuring the
state from the system buses, they support the real-time distribution of the electricity
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supply, for example in cases where electricity demand experiences dynamic changes.
In order to move from traditional power grids towards smart grids, different kinds of
measurement and applications have been used to improve the reliability, security, and
efficiency of electricity supply systems. Wide Area Measurement Systems (WAMS)
is a key technology for achieving this goal [21]. WAMS infrastructures consist of
advanced digital metering devices, real-time communication systems and process-
ing facilities, in order to continuously monitor, operate and control power systems
in wide geographic area [21]. In particular, WAMS support the operation of three
main interconnected processes [19]: data acquisition, data transmission and data
processing. The first process of WAMS, i.e. data acquisition, is implemented using
measuring devices, such as traditional RTU/SCADA systems, or more sophisticated
Phasor Measurement Units (PMU). The use of PMUs in smart grids is continuously
increasing, since they provide high resolution and accuracy on measuring and also
support synchronized phasor data [23]. In order to implement the second process
of WAMS (i.e. data transmission), communication systems are installed in the grid
to support the delivery of data. In general, new communication systems have been
designed based on Open System Interconnection (OSI) layer model. In such mod-
els, the lowest layer is generally known as “transmission media” which creates a
shared medium between different nodes in the network. Historically, many kinds of
media have been used in power grids as transmission media and OPtical Ground
Wire (OPGW) is one of the more desirable media, due to its high capacity and also
the flexibility of installation in the smart grids [20]. The last process of WAMS (i.e.
data processing) performs by WAMS applications, which has been also known as
the Energy Management Systems (EMS) software package. WAMS applications are
mainly designed to perform the operation, protection, control, and also optimization
of the power systems. State estimation (SE), load power flow (LPF), optimal power
flow (OPF), load forecast (LF), and online low-frequency oscillation (LFO) analyses
are some examples of WAMS applications [18].

State estimation has been known as the most important WAMS application that
obtains creditable data and system states from measured raw and noisy data. Then,
these creditable data can be used by other WAMS applications. Therefore, SE is the
most importantWAMS application, since it is the basis for otherWAMS applications
[19]. In this chapter, PMU-based state estimation is assumed as the basis of the
processing unit same as our previous works [19, 23]. Based on three processes
described above, WAMS design may aim either to independently obtain one of the
processes, or to simultaneously achieve two or more of those at the same time.
Comprehensive design of WAMS has been known as achieving two first processes
at the same time, i.e. simultaneous placing of PMUs and their related OPGWs in the
smart grids [19].

Although cost optimization is considered as the most important concern when
designingWAMS, increasing the resilience of theWAMS layers is also an important
design challenge. The raise of advanced threats against smart grids, SCADAandother
critical infrastructures [24] indicates the importance of designing resilient WAMS
architectures; it must be possible to achieve a minimum acceptable level of WAMS
operation, even when unwanted events undermine the availability of several WAMS
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components. Ideally, no component should be ‘important enough’ to significantly
affect the operation of WAMS in case of a failure [23].

Comprehensive designing of WAMS creates the opportunity of planning both
optimal and resilient WAMS. Although resilience and cost optimization are con-
tradicting requirements. However, an interesting problem is to concurrently achieve
both properties: balance between infrastructure resilience and cost optimization. The
result will be a suboptimal solution, which will offer adequate resilience, with the
minimum cost overhead in comparison to the cost optimal solution. We have pro-
posed this approach in our previous work [23].

In this chapter we extend our previous method for designing resilient WAMS for
smart grids by also considering the application of renewable resources. To do this, we
first use our proposed method in [23] and mapWAMS infrastructures to dependency
graphs; all the fundamental components of the electrical (buses), the measurement
(PMUs), and the communication (OPGWs) layers aremodeled as nodes of the graph,
while their informational dependencies are modeled as directed weighted edges. In
order to quantify these dependencies, we classify the importance of system buses,
based on the placement of renewable resources in the power networks. The integration
of renewable source will allow for small modifications in the generation topology
of the power network structure and will assist in achieving our ultimate goal of
distributing the importance of all WAMS components; ideally no element should be
(significantly) more important than any other component of the same type.

This chapter is organized as follows: In Sect. 2 we provide a brief overview of the
research efforts for WAMS resilience. Also, we will briefly describe our previous
approach for WAMS resilience in this section. In Sect. 3 we extend this approach to
capture renewable energy sources. Section4 concludes this chapter.

2 Related Work on WAMS Resilience

We provide a brief overview of the research efforts for WAMS resilience. Then, we
briefly describe our previous approach for WAMS resilience [23], which is based on
dependency analysis. This approach will be extended in Sect. 3 to capture renewable
resources.

2.1 Resilience in Critical Infrastructures

For critical infrastructures (CIs), resilience is a design requirement of high proprity.
Because CIs provide the underlying infrastructure for services which are vital in
nature, critical infrastructures must be able to withstand unwanted events, such as
faults, natural hazards or even deliberate attacks. Informally speaking, resilience is
an overloaded term, covering many different aspects such as resistance in unwanted
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events, the ability to continue to operate during or after an unwanted event, the ability
to adopt and absorb disruptions, or the ability to recover in a small time frame.

Several organizations have provided variations of definitions for critical infras-
tructure resilience. According to the US National Infrastructure Advisory Council
[2] infrastructure resilience is defined as: “the ability of critical infrastructure sys-
tems, networks, and functions to withstand and rapidly recover from damage and
disruption and adapt to changing conditions.” In the literature, various features
have been proposed as ‘metrics’ or characteristics for infrastructure resilience. A
widely used taxonomy by [2] proposes the use of the following features to measure
resilience: robustness, resourcefulness, recovery and adaptability. The combination
of all these features, explained below, can be used to quantify the resilience level of
an infrastructure.

• Robustness: It refers to the ability to continue system operation in case of inter-
ruptions, at least to some minimum level. Robustness design should take into
consideration not only interactive events that are expected to happen, but also
events with low probability of occurrence but with high impact.

• Resourcefulness: This property reflects the ability of systems to effectivelymanage
disruptive events, by implementing and prioritizing the appropriate mitigation
controls, to be applied in case of a disruptive event. Example of such controls may
include redundant systems that may be activated in case of failure of the relevant
primary systems (e.g. backup energy sources).

• Rapid recovery: It refers to the capability of a system to quickly restore after
an interruption or failure and return to its normal condition. This can be imple-
mented for example, by applying procedures and/or technical controls, such as an
automated data restoration procedure.

• Adaptability: It refers to the ability of a system to absorb the consequences (or
impact) of a disaster. This is mainly implemented with mitigation controls aiming
at restoring the state of a systemunder an attack, during the event. An example of an
adaptable mitigation control, would be to distribute the network traffic on-the-fly
through alternative links, if a network link is currently ‘under pressure’.

The UK Cabinet Office provides a similar definition in [9]. Here resilience is defined
based on properties that are similar to the above definition, including: Resistance,
i.e. strengthening/applying those mitigation controls that can minimize the potential
consequence for a system, after a disruptive event has been realized; Reliability, i.e.
designing an infrastructure or system in such a way that it can inherently withstand
abnormal events and maintain its operation; Redundancy, i.e. considering redundant
parts (e.g. over-scaling critical parts or foreseeing backup parts) during the design;
and finally Recovery and Response, i.e. the adoption of proper recovery controls
that will ensure the quick recovery of the system, in case of disruptions. Obviously,
the various definitions are conceptually close and are essentially describing similar
requirements [11]. For example, in [2] robustness is defined in a way that is very
similar with the requirement of resistance as defined in [9]. In this paper we will
use the terminology as defined in [9] and we will use resistance and robustness as
synonymous terms.
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It is obvious that since resilience implies the use of redundancy and robustness
techniques when designing an infrastructure, a resilient infrastructure can not, by
definition, be the cost optimal solution. However, since both cost optimization and
resilience may be design requirements for critical infrastructure planning, several
works attempt to provide solutions that balance these properties (e.g. [23]). Such
sub-optimal solutions aim to provide a solution having a significantly increased
resilience level but with the minimum possible increase in the cost, when compared
to the cost-optimal solution.

2.2 Approaches for WAMS Resilience

Since WAMS support the monitoring, operation and control of smart grids, they are
a vital element of smart grids. For this reason the resilience of WAMS systems has
been extensively studied in the literature. One way to classify existing solutions in
the literature for WAMS resilience is based on the underlying layers of WAMS, i.e.
the processing, the communication and the measuring infrastructures [23].

WAMS Processing. The main goal of several works is to increase WAMS resilience
by targeting at its processing units. For example, this is achieved in [16] by applying
an algorithm that estimates electro-mechanical oscillation modes, which adds a fault
tolerance mechanism to the alternating direction method of multipliers (ADMM).
Another approach is proposed in [6], which combines dynamic state estimation with
energy functions. It proposes a resilientWideAreaProtectionSystem (WAPS),which
utilizes an analytical method that uses energy functions for state estimation in order
to supervise the relay. In [25] an attack-resilient Wide Area Monitoring, Protection,
and Control (WAMPAC) framework is proposed. The goal is to protect the bulk
power system from typical cyber attacks.

WAMS Communications. The communication layer of WAMS is responsible for the
exchange of all the relevant information, such as the transmission of buses’ states
to the control center or the transmission of control signals from the control cen-
ter towards the other WAMS elements. This, the resilience of the communication
infrastructure of WAMS must be assured. In [26], a solution based on a redundant
damping controller is proposed. The controller makes use of both local signals and
wide area signals, in order to mitigate communication failures and to increase the
WAMS resilience in such failures. A software based, distributed storage mechanism
is proposed in [15], to enforce Quality of Service (QoS) in the network communi-
cation of WAMS systems. It involves, among others, controls for self-recoverability
and for tolerance of network failures in WAMS infrastructures. In [3], a solution that
prevent typical network-layer attack agains WAMS communication systems, such a
Distributed Denial of Service (DDoS) attacks is presented. This solution is based on
the MultiPath-TCP (MPTCP) protocol, which is extended by applying a steam hop-
ping mechanism, in order to identify potential attack signals at the upper (transport
and application) layers of the WAMS communication elements.
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WAMS Measuring. In this line of works, the topological placement of the measure-
ment units is modeled and formulated as an optimization problem. an [1] a model
for the contingency-constrained PMU placement is presented. It considers various
contingency conditions, such as the loss of measurements and the loss of communi-
cations. A different approach is proposed in [12], where redundant PMUs are placed
is selected areas, in order to increase the resilience of the measuring layer of WAMS.
In the same line, the work of [5], proposes a method for the strategic placement of
measuring units (PMUs) in the power grid. The goal is to achieve robustness against
gross measurement errors, using a so called, Least Absolute Value state estimator.
The work of [13], deals with the problem of robustness in Distribution System State
Estimation (DSSE). Their approach applies different sources of uncertainty using a
weighted least square (WLS) approach. In the work of [14], the goal is to select the
most appropriateweights to achieve robust state estimation, by using Fuzzy Inference
Systems (FIS).

Although, as described above, WAMS resilience may be categorized based on the
particular layer ofWAMS they are targeting (i.e. processing, communication or mea-
suring), the relevant works may also be categorized according to the main resilience
features that each proposal is applying (i.e., robustness, redundancy, recovery or
adaptability). The majority of the works target on improving either the robustness
(aka resistance) or the redundancy (aka resourcefulness—see the discussion regard-
ing the resilience terminology in Sect. 2.1 above). For example, the works of [5, 13]
mainly aim to increase the robustness of WAMS, by carefully selecting the place-
ment of measurement units on the design phase. On the other hand, other solutions
mainly aim to increase the redundancy (or resourcefulness) of WAMS, e.g., [1, 12],
and to support continuous operation in case where some PMUs are out of service.

2.3 A Dependency Analysis Model for Assessing WAMS
Resilience

The approach presented in [23] aims to increaseWAMS resilience based on a depen-
dency analysis model. We briefly describe this approach and we refer to the origi-
nal paper for a detailed analysis. Dependency analysis has been applied in critical
infrastructures in order to measure the level of dependencies between assets of such
infrastructures. If an asset (or complete infrastructure) A depends on another asset B,
then it is possible to affect the proper operation of asset A by affecting the operation
of B. Clearly, the more an asset affects other assets, the more important it is in terms
of resilience, since its unavailability will cause a high impact to the infrastructure
operation.

The observability of power networks depends on various elements of WAMS.
State measurement depends on the PMUs, while the transmission of the measured
data (state information) to the control center depends on the underlying communi-
cation infrastructure (OPGWs). In [23] dependency graphs are used to model all the
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elements of WAMS, such as the buses, the measuring (PMU), the communication
(OPGW) and the control center, as the nodes of the dependency graph. In [23], infor-
mational dependency is used to model WAMS dependencies. This is based on the
fact that the system state observation depends on continuous information flows (i.e.
the bus states) which originate from the system buses, are collected by the PMUs and
are then transferred through the OPGWs to the control center for processing. The
weight of theses dependencies is based on an extension of the risk-based approach
defined in [7].

Importance Metrics for WAMS. Based on the characteristics of WAMS, struc-
tural importance was used in [23] as an appropriate type for WAMS elements, in
contrast to dynamic importance metrics. Structural importance can be measured
based on graph centrality metrics. In [4] different types of centrality metrics (such as
degree, eigenvector, betweenness and closeness centrality) have been formulated, in
order to rank all the network vertices and edges. In particular, degree centrality was
chosen as the most appropriate centrality metric, while its computation was based on
electrical degree centrality. Although degree centrality suffices for typical WAMS
components, as we explain in Sect. 3, this is not sufficient for measuring renewable
resources.

Quantifying theResilienceLevel.Quantifying the resilience gain of the proposed
method, is based on the computation of the deviation of the overall resilience level
that a test solution (i.e. a WAMS architecture and its resulting dependency graph)
under examination has, in comparison to the “ideal” resilience level of an “ideal"
power graph in terms of dependencies, as described bellow.

Let G(V, E) and Gcom(Vcom, Ecom) denote the power infrastructure and its
required WAMS communication infrastructure, and let P

−→
M U be a vector denot-

ing the location of all the PMUs. Hence, the dependency graph of the WAMS (G)
can be constructed by G(V, E), Gcom(Vcom, Ecom) and P

−→
M U .

Let IP MU (resp. IO PGW ) denote the ideal importance values, i.e. the lowest pos-
sible importance value that can be achieved by all PMUs (resp. all OPGWs) for a
given graph. The resilience of an examined network G is defined as:

Res(G) = 1

2

[
100 −

∑

p∈P MU

|I mp(p) − IP MU |] (1)

+ 1

2

[
100 −

∑

o∈ECC

|I mp(v) − IO PGW |]

Informally, Eq. (1) will output the cumulative deviation of all the PMUs and all
the OPGWs from the overall minimum possible importance value. For the PMUs,
this depends on the total number of PMUs, while for the OPGWs it depends on the
number of OPGW lines that end up to the control center. Note that an ideal network
G, from a resilience perspective, having PMUs and OPGWswith zero deviation from
the ideal values IP MU and IO PGW respectively, has, by definition, a resilience level
equal to 100. Obviously achieving the optimal resilience level is very hard in real
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world cases. However, the ideal resilience can be used as a metric to theoretically
examine the deviation of a test solution from the ideal case. For a detailed analysis,
again we refer to [23].

3 Extending Our Dependency Analysis WAMS Resilience
Model for Renewable Resources

In smart grids, placing renewable resources improves reliability and resiliency of
electrical infrastructure, but at the same time, control of such a grid faces some
challenging issues e.g. stability issues, bidirectional power flows, low inertia and
uncertainty [10]. In order to overcome these control challenges, real-time monitor-
ing of such resources is essential and therefore, resilience should also consider their
monitoring. In other words, the resilience gain in the power generation offered by
placement of renewable resources, depends on the resilience in the monitoring pro-
cess of these resources. This can be considered as the main difference between the
algorithm proposed in [23] and the current study. In [23], the main goal is to design
a WAMS that has more resilience for states of the nodes with more structural impor-
tance, while in this study we have aimed to design a WAMS with added resilience,
for those locations that renewable resource are more likely to be installed.

As discussed before, our proposed model constructs cyber dependency graph
from information flow of the WAMS. In such a model, impacts (importance) of the
nodes have been assumed as input for algorithm. It is also mentioned that based
on the resilience goal, different kinds of “bus impact” may be defined in order to
achieve resilience WAMS. The aim of current study is to design a WAMS that has
enough resiliency to monitor renewable resources which are installed in the power
grid (resilient WAMS hereafter).

3.1 Quantifying System Buses Based on Installation
of Renewable Resources

The first step of proposedmethod is to rank system buses based on the defined goal of
resiliency. It has been previously discussed that two classes of node importance (or
impact) can be defined for system buses: “Structural” and “Dynamic” impacts. Since
renewable resources are located in the fixed places and do not changed dynamically,
structural importance is preferable and is considered in this study.

In order to rank system buses for choosing the optimal location for renewable
resources, the method proposed in [17] is used. There, three different sets of system
buses are chosen based on three different complex network criterion, i.e. “Center
of Mass”, “Local Cluster Coefficient”, and nodes with higher “Betweenness and
Closeness”. They have shown that the set of nodes with higher betweenness and
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closeness metrics are the most appropriate for placing renewable resources and have
the highest grant/request in all the areas (i.e., more loads are being supplied during
a power outage).

It is worth nothing that the main difference between our approach and the method
presented in [17] is that we aim to rank all the nodes, while they only choose a set
with specific number of nodes. Consequently, we perform the following approach to
rank system buses: For each node, we define a complex number named “Complex
Network Index” (C N I ) as follows:

C N Ii = Xi + iYi = Bi + iCi√
Bi

2 + Ci
2

(2)

where, C N Ii is complex network index of i th node, and Bi and Ci are respectively
normalized values (in %) of the betweenness and closeness centralities.

As an example, the C N I values of the nodes in the IEEE 30 bus system are
depicted in Fig. 1. As it can be seen in the figure, all the nodes are located within the
circle with the radius of 100 in the first quarter of the complex plane. It can also be
observed that most of the nodes have low or zero betweenness value.1

Based on our examination, in order to rank the nodes for placement of renewable
resources, priority should be given to the betweenness, but at the same time high
values of closeness must also be considered. To achieve this, we have used a novel
approach to define four different areas by using three different oval curves described
below: (

4X

k

)2

+ Y 2 = 1002 k = 1, 2, 3 (3)

Using the above curves, four impact (importance) areas have been created in the
complex plane in the scale [Very Low, Low, High, and Very High]. It can be seen
that in such leveling approach, an increase in the closeness value of a node may level
up such a node to higher impact areas. Using this area partitioning and depending on
where the C N I of a node is located, the impact of such a node will be determined.
The numerical impact values of 1 to 4 have been assigned to the four different impact
levels in the qualitative scale defined above (1:VeryLow to 4:VeryHigh). The impact
values of IEEE 30 bus system are shown in Table1.

3.2 Designing Resilience WAMS for IEEE 30 Bus System

In order to validate our proposed methodology for designing resilent WAMS, we
design and assess two independent scenarios for IEEE 30 bus test case: In the first
scenario, we examine the design of a cost optimal WAMS infrastructure, where the

1The zero betweenness value is for “Pendant” nodes. A pendant node is the node that only connects
to rest of graph with a single link.
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Fig. 1 Quantifying IEEE 30 bus nodes based on importance of placing renewable resources

Table 1 Impact values of buses for IEEE 30 bus system

Impact Level Very Low Low High Very High

Impact Value 2.38% 4.76% 7.14% 9.52%

Bus No. 1–2–3–5–7–8–9–
11–16–17–18–
19 20–21–22–23–
24–25–26–29–30

15–27–28 4–10–12 6
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total cost of WAMS implementation is considered as initial design parameters. To
achieve cost optimal WAMS, we use the optimization problem which have been
previously proposed in [19] as follows:

⎧
⎪⎪⎨

⎪⎪⎩

min(costP MU + costO PGW )

s.t.

{+
A · P

−→
M U > 1̂

GC O(VC O , EC O) is connected

(4)

where, costP MU and costO PGW respectively represent the normalized value of

the total cost of PMUs and OPGW links (including their installation costs).
+
A

is generalized adjacency matrix of power system represented by graph G(V, E)

(
+
A = A + In×n). P

−→
M U is a vector that shows the location of the PMUs in G(V, E).

GC O(VC O , EC O) is connected subgraph of G(V, E) in which VC O and EC O rep-
resents the location of routers and OPGW links, respectively. Finally 1̂ is the n-
dimension vector whose all arrays equal to 1.

In the second scenario, we design the resilient WAMS structure in the presence of
renewable resources. In this scenario the design approach is similar to the previous
optimization (i.e. Eq. (4)), except that the resilient threshold is also added to the
problem as a hard constraint [23]. The optimization problem is as follows:

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

min(costP MU + costO PGW )

s.t.

⎧
⎪⎪⎨

⎪⎪⎩

+
A · P

−→
M U > 1̂

G RC(VRC , ERC)is connected

Res(G)TRes

(5)

where, G RC(VRC , ERC ) stands for communication infrastructure; Res(G) is depen-
dency graph constructed by G(V, E), G RC(VRC , ERC) and P

−→
M U ; and TRes stands

for threshold value for resiliency of WAMS.
For IEEE 30 bus test case, first we apply proposed algorithm using the obtained

impact scale described in 3.1. We apply optimization methods presented in Eq.
(4) and Eq. (5) to obtain the cost optimal and resilient solutions for this test case
(TRes = 45%). Then, in order to show the robustness of the resilient solution, we
have used our proposed method represented in Eq. (1) to calculate the resilience
level and to compare both solutions.

Figure2 shows the cost optimal WAMS for IEEE 30 bus test system. This WAMS
is designed by placing 10 PMUs and installing 22.21% of transmission lines with
OPGW fiber. The resilience level of this solution is 40.63%. Figure3 shows the
resilientWAMS for this system that is implemented by 13 PMUs and 41.99%OPGW
fiber links. By adding 3 extra PMUs and 19.78% extra OPGWs, the resilience level
of this solution is equal to 47.19% and is above the defined threshold. Note that in
both Figs. 2 and 3, PMU enabled buses are in blue, the red values denote PMU impact
values, while the blue values correspond to OPGW impact.
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Fig. 2 Cost-optimal WAMS for for IEEE 30 bus test system—Res: 40.63%.

Fig. 3 Resilience WAMS for for IEEE 30 bus test system—Res: 47.19%
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Table 2 Importance of WAMS Components for the Two Solutions—Left: Cost Optimal WAMS
Shown in Fig. 2—Right: Resilience Solution Shown in Fig. 3

Cost Optimal Res = 40.63% Final Case Res = 47.19%

PMU Imp OPGW Impact PMU Imp OPGW Impact OPGW Impact

3 7.14 (3,4) 7.14 2 6.94 (3,4) 5.36 (19,20) 14.29

6 16.27 (4,6) 28.57 3 5.36 (2,5) 6.94 (10,21) 25

7 5.95 (6,7) 5.95 6 11.71 (4,6) 5.36 (21,22) 25

9 7.94 (6,9) 50.79 7 3.97 (5,7) 6.94 (22,24) 25

10 12.7 (9,10) 58.73 9 7.14 (6,7) 10.91 (24,25) 20.63

12 21.43 (4,12) 21.43 10 11.9 (6,10) 27.98 (25,27) 14.68

19 5.95 (10,20) 5.95 12 13.69 (9,10) 7.14 (27,28) 5.95

24 5.56 (19,20) 5.95 15 9.52 (12,16) 13.69

25 6.75 (10,21) 22.62 19 4.76 (10,17) 13.69

27 10.32 (21,22) 22.62 24 4.37 (16,17) 13.69

(22,24) 22.62 25 5.95 (15,18) 9.52

(24,25) 17.06 27 8.73 (18,19) 9.52

(25,27) 10.32 28 5.95 (10,20) 14.29

Table2 represents all impact values for both solutions.As in can be seen in resilient
WAMS solution, robustness is achieved by 3 extra PMUs and also 19.78% extra
OPGW links in the system. It is also can be observed that the extra PMUs are placed
on buses with high impact values (e.g. buses 15 and 28) or on the neighboring of
important nodes (e.g. bus 12). This is due to the fact that the most important (high
impact) nodes should be over-determined by more than one PMU. As a consequence
of above facts, the results confirm the effectiveness of the proposed algorithm.

4 Conclusion

Resilience is a main design goal for Wide Area Monitoring Systems in smart grids.
Research efforts found in the literature for WAMS resilience stem from resilience
approaches used in critical infrastructures, and may target to increase one or more
of the resilience characteristics, such as the robustness or the redundancy of critical
elements. In addition, WAMS resilience approaches may target to one or more lay-
ers of WAMS, such as the processing, communications or measuring layer. Recent
studies attempt to combine both robustness with controlled redundancy and increase
the resilience in all the layers of WAMS.

In this chapter we have reviewed the current literature in WAMS resilience. We
have also extended our previous work [23], in order to consider the resilience of
WAMS structure in the presence of renewable resources. The main goal is to design
a WAMS infrastructure that inherently has added resilience for those locations that
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renewable resource aremore likely to be installed.Our simulation results demonstrate
that such an approach may provide added resilience in the complete infrastructure.
Possible extensions that may enhance the proposed model, involve the consideration
of the electricity market conditions, which may be used to enhance the cost opti-
mization model. Another aspect that is interesting to examine is to incorporate into
our model the special characteristics of renewable resources (e.g. reheat or superheat
of wind turbines) which may also affect the expected level of resilience. Also, in this
study PMU-based state estimator is only consiered asWAMS. The proposedmethod-
ology can be extended for resiliency of the hybrid state estimators, by concurrently
utilizing PMU and SCADA information.
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Cyber Kill Chain-Based Hybrid
Intrusion Detection System for Smart
Grid
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Abstract Today’s electric power grid is a complex, automated, and interconnected
cyber-physical system (CPS) that relies on supervisory control and data acquisition
(SCADA)-based communication infrastructure for operating wide-area monitoring,
protection, and control (WAMPAC) applications. With a push towards making the
grid smarter, the critical SCADA infrastructure like power system is getting exposed
to countless cyberattacks that necessitate the development of state-of-the-art intru-
sion detection systems (IDS) to provide comprehensive security solutions at different
layers in the smart grid network. While considering the continuously evolving attack
surfaces at physical, communication, and application layers, existing conventional
IDS solutions are insufficient and incapable to resolve multi-dimensional cyberse-
curity threats because of their specific nature of the operation, either a data-centric
or protocol-centric, to detect specific types of attacks. This chapter presents a hybrid
intrusion detection system framework by integrating a network-based IDS, model-
based IDS, and state-of-the-art machine learning-based IDS to detect unknown and
stealthy cyberattacks targeting the SCADA networks. We have applied the cyber-kill
model to develop and demonstrate attack vectors and their associated mechanisms.
The hybrid IDS utilizes attack signatures in grid measurements and network packets
as well as leverages secure phasor measurements to detect different stages of cyber-
attacks while following the kill-chain process. As a proof of concept, we present the
experimental case study in the context of centralized wide-area protection (CWAP)
cybersecurity by utilizing resources of the PowerCyber testbed at Iowa State Uni-
versity (ISU). We also describe different classes of implemented cyber-attacks and
generated heterogeneous datasets using the IEEE 39 bus system. Finally, the perfor-
mance of the hybrid IDS is evaluated based in terms of detection rate in real-time
cyber-physical environment.
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1 Introduction

Today’s energy infrastructure is undergoing a massive transformation across all gen-
eration, transmission, and distribution systems to provide reliability, efficiency, and
sustainability to the power system network. With a high dependence on advanced
communications, as well as the increasing integration of smart meters and sophis-
ticated controls, electric power systems have evolved into densely interconnected
cyber-physical systems and the existing information technology (IT)-based cyber-
security measures are often ineffective at preventing them. In recent years, sev-
eral WAMPAC applications, such as state estimation, wide-area protection scheme
(WAPS), wide-area voltage controller (WAVC), etc., are developed to provide real-
time monitoring and control as necessary to maintain the stability and reliability
of the power system [1]. Since these WAMPAC applications are not conventionally
designed to handle unexpected cybersecurity threats, any unusual malfunction or
signicant operational delays, triggered through cyber-attacks, can affect the system
observability, reliability, and stability of power system. This motivates the need to
go beyond the traditional paradigm of “security by obscurity” and “bolt-on” secu-
rity measures of retrofitting the existing system with conventional security solu-
tions and develop a suite of layered innovative security solutions to enhance the
grid resiliency against possible cybersecurity threats. Several efforts, such as the
National Institute of Standards and Technology Interagency Report (NISTIR) 7628
[2], DOECyber SecurityRoadmap for EnergyDelivery Systems [3], DOEElectricity
Subsector Cybersecurity Capability Maturity Model (ES-C2M2) [4], North Ameri-
can Electric Reliability Corporation Critical Infrastructure Protection (NERC CIP)
Standards [5], and National Electric Sector Cybersecurity Organization Resource
(NESCOR) reports [6], have provided an in-depth understanding to identify cyber-
security vulnerabilities and develop mitigation and preventive strategies. Further, the
IEEE guide published by the Power System Relaying Committee [7] recommends
strong cybersecurity practices and measures, including access controls, firewalls,
cryptography; however, poor security key management, weak cryptography, and
misconfigured firewall rules can degrade the secure operation of the power system.
Therefore, it is highly imperative to thoroughly investigate the cybersecurity vulner-
abilities and develop state-of-the-art detection and defense techniques to neutralize
possible threats and make the grid attack-resilient.
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1.1 Challenges for IDS in Smart Grid

The current IDS solutions in the power system face several challenges in detecting
anomalies accurately and timely by analyzing multi-dimensional data at physical,
network, and application layers, which are elaborated in greater detail below.

(1) Detection Latency: Several WAMPAC applications have a stringent timing
requirement to perform their optimal control operations. Therefore, in order to sup-
port the seamless integration of IDS with the grid infrastructure, detection latency
has to be minimized so that it does not affect the normal operation of the power
system. Also, the operational timing requirement of different applications varies
widely. For example, the centralized wide-area protection scheme (CWAPS) has
a strict timing requirement, typically in the order of 50–150 ms, AGC operates in
approximately 4–8 s, and economic dispatch operates every 5min. Further, the devel-
opment of attack-resilient infrastructure requires an immediate incident response that
can quickly restore the grid condition to the normal state.

(2) Robustness and Consistency: Since cyber-attacks vary from a nave level to a
sophisticated level, it is not justified to completely rely on the specific types of IDS
to detect all classes of attacks. Although the SIDS shows a high accuracy without
signaling false alarms as compared to the ABIDS, it is only able to detect known
cyber-attacks, and thus it has to be updated regularly with newly discovered attack
signatures. The current existing ABIDS and SIDS show good accuracy; however,
it is difficult to obtain detailed information from them about different classes of
attacks. Further, the advanced persistent threat (APT) actors can leverage their skill
sets, expertise knowledge, intellectual capabilities, and operational tools resources
to perform sophisticated and coordinated cyber-attacks by manipulating cyber and
physical information in spatial and temporal domains. These stealthy cyber-attacks
are difficult to be detected by a signature or anomaly-specific IDS at the network or
host level.

(3) Data Management: The current operational technology (OT) environment is
inundated with an overload of network information and power measurements that
frequently lead to the challenge of Big data, which is difficult to handle from the
conventional IDS perspective. The current big data challenge is driven by volume,
velocity, and veracity of data. Volume in the smart grid environment includes line
flows, relay status, phasor measurement, network packets, etc. that significantly con-
tribute to the large volume of data. Velocity refers to the sampling rate at which data is
processing at substation and control center networks; and variety refers to the com-
plex data problem, including multi-dimensional structure data, high dimensional
data, and data from multiple independent sources. Further, since the current grid
infrastructure depends on multiple hardware and software resources for handling
grid measurements and network traffic, there exists no real-time sensing platform
that can allow the processing of heterogeneous datasets to facilitate the operation of
different types of IDSs.
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1.2 Related Work

In recent years, there has been a strong urge in the development of IDS pertinent
to the cyber-physical security in the smart grid environment. Several researchers
with different backgrounds have proposed different types of IDSs, such as model-
based, rule-based, protocol-specific, machine learning or data-mining-based IDS,
etc. for the smart grid cyber-physical security. In [8] and [9], the authors have pro-
posed a model-based IDS using real-time load forecast information to detect faulty
SCADA measurements in the context of automatic generation control (AGC) in the
power system. In [10], a decision tree-based supervised machine learning algorithm
is applied to detect malicious tripping of relays. In [11], the authors have shown how
the model-based IDS can be developed in a centralized manner using load forecasts
and secure phasor measurements for the state estimation. Although the centralized
IDS is developed pertinent to the energymanagement system (EMS) applications like
state estimation, automatic generation controller (AGC), etc., the multi-agents-based
distributed IDS is also proposed in [12] to avoid a single point of failure while detect-
ing anomalies in the decentralized protection scheme. Apart from the anomaly-based
IDSs, several signature-based IDSs [13]–[16] are also proposed that perform deep
packet inspection on the SCADA and synchrophasor communication protocols to
detect cyber intrusions in real-time. Further, in [14], the authors show how two open-
source IDS tools-Snort and BRO, can be utilized in detecting a data integrity attack
using the timing information of two consecutive network packets and compared
their performances in terms of accuracy and latency rates. Although the rules-based
IDS works well in detecting malicious network traffic using cyber logs, it requires an
intensive knowledge and rigorous analysis for developing rules and is apposite for the
big-data problem. Meanwhile, several research efforts have shown the application of
machine learning algorithms and data mining techniques in detecting malicious and
non-malicious events like line faults. Pan et al. presents a learning-based IDS using
the common path mining technique to classify cyber-attacks, normal operations, and
physical disturbances [17]. The common path mining technique learns temporal pat-
terns for different scenarios using synchrophasor measurements and audit logs in an
automated way.

2 Intrusion Detection System in Smart Grid

2.1 Smart Grid Communication Architecture

The smart grid network consists of multiple communication architectures that are
interconnected through physical and application layers to facilitate real-time mon-
itoring of the grid network and protect the grid’s health on spatial and temporal
levels. These communication architectures can be classified into three major cate-
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gories: SCADA network, synchrophasor network, and advancedmetering infrastruc-
ture (AMI) network.

(1) SCADA Network: Consists of a remote terminal unit (RTU), as a substation
gateway that receives measurements from sensors, transducers, and instruments,
which are located at remote grid stations as field devices and transmit data to the
control center for real-time monitoring and control of generation, transmission, and
distribution systems every few seconds. Several communication protocols like IEC
61850, IEC60870,Modbus,DistributedNetwork Protocol 3 (DNP3), etc. are utilized
to support SCADA-based wide-area applications.

(2) Synchrophasor Network: Includes phasor measurement units (PMUs), pha-
sor data concentrators (PDCs), global positioning system (GPS) clocks, Transmission
Control Protocol/Internet Protocol (TCP/IP) network infrastructure, and data stor-
age and collection system. The traditional SCADA system fails to provide faster and
high-resolution measurements that are necessary for wide-area dynamic monitoring
and control of the power system. These limitations can be overcome by deploy-
ing PMUs in the field-area network (FAN) that provides phasor measurements at a
sampling rate of 30 to 120 samples/second to support mission-critical applications.
Further, there has been a rapid shift in extending the SCADA EMS to incorporate
synchrophasor-based wide-area control applications like a wide-area voltage con-
troller (WAVC), oscillation damping, etc. [18]. The authors of [19] present the design
and architecture of synchrophasor-based WAPS for different types of applications,
including voltage instability, oscillation monitoring, thermal overloading, etc.

(3) AMI Network: Includes smart meters, data aggregator, data manager, and
communication network that facilitates the bi-directional communication between
smart meters and grid utilities for exchanging information related to power con-
sumption, outage reporting and awareness, and price updates. During normal oper-
ation, data aggregators (DAs) receives real-time consumption information from
smart meters and sends necessary commands through the neighborhood-area net-
work (NAN). Further, smart meters also communicate with devices, located on the
customer’s premises, through the home-area network (HAN). ANSI C12 series is
the most commonly used communication protocol in the US, while IEC62056 pro-
tocols dominate the AMI market in the EU to support the information exchange in a
wide-area network (WAN), NAN, and HAN of AMI [20].

Fig. 1 clearly illustrates attack surfaces, as shown by lightning bolt symbols, in the
grid network that can be exploited by attackers based on the existing vulnerabilities
at device, network, and application levels. Since the communication protocols in the
grid network are not encrypted, there is numerous possible scope of cyber-attacks,
despite the existing defense mechanisms, such as firewall, a virtual private network
(VPN), etc. For example, an attacker can sniff the clear text communication packets
going between the control center and substation networks to perform data integrity
attacks over WAN. An attacker can also sniff wide-area communication packets to
develop a network footprint, and later performMan-in-the-Middle (MITM) or denial
of service (DoS) attacks to undermine the system observability and controllability.
In AMI, the deployed smart meters operate as an interface between the utility’s
network and HAN or NAN, which makes them an ideal target for cyber-attacks.
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Fig. 1 High-level schematic architecture of the smart grid

Also, several vulnerabilities have been reported in smart meters installation. For
example, a control unit system in smart meters is subjected to reverse engineering,
side-channel, and data-integrity attacks. Further, at the national level, the advanced
and nation-sponsored attackers can perform stealthy and coordinated cyber-attacks,
such as compromising control centers that are difficult to detect using conventional
security methods.

2.2 Intrusion Detection System Taxonomy

IDS is based on the notion that the system behavior during cyber-attacks would be
different from legitimate behavior. Several types of IDSs are developed to detect
anomalies accurately and timely at physical, cyber, and application layers in the
power system. Fig. 2 shows the taxonomy of IDS based on their locations and the
nature of operations in the grid network. Based on the location-based taxonomy, it
can be classified into two different types: Network and Host-based IDSs.
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Fig. 2 Taxonomy of intrusion detection system (IDS) in the power system

(1) Network-based IDS (NIDS): This IDS inspects the communication traffic to
detect security breaches in the grid network. Different techniques like port-mirroring,
network taps, switched port analyzer, etc. are developed by the network infrastructure
vendors to facilitate packet sniffing in the context of NIDS. It can be classified into
two broad categories: WAN IDS and FAN IDS.

• WAN IDS (WIDS): This IDS is deployed over WAN that sniffs the network traffic
and detects anomalies using the statistical or baselinemodels and attack signatures.
Potential challenges related to the WIDS are network data overload, quality of
service (QoS), and encryption, and signature lag time.

• FAN IDS (FIDS): This IDS passively monitors network traffic of smart meters
and actuators in a local area network (LAN), FAN, or NAN and detects anomalies
in real-time. It is generally deployed at the field level, made tamper-resistant, and
supported extra computational power and memory to forward the detected alerts
to gateways and central IDS deployed at the utility control center.

(2)Host-based IDS (HBIDS): It is deployed at operating and application systems
and operated through an internal computing system to monitor and analyze traffic
patterns at the system level. Based on its location in the grid network, it can be
classified into broad categories: Centralized IDS and distributed IDS.

• Centralized IDS (CIDS): It requires global measurements to analyze cyber and
physical events; and hence, it is deployed at the control center level and provides
much accurate and consistent detection performance because of its global view
of the grid network. It can also be utilized to develop application-specific IDS for
the EMS like bad data detection in the synchrophasor network [21] by monitoring
incoming measurements and outgoing control signals. However, it is also an ideal
target for cyber-attacks and can lead to a single point of failure, if compromised
that can render the whole EMS control center vulnerable to cyber threats.

• Distributed IDS (DIDS): It overcomes the limitation of a “single point of failure"
by introducingmultiple autonomous IDS agents that are deployed at the substation
levels. In DIDS, it is crucial to consider an efficient communication topology like a
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mesh network and communication standard with an anomaly detection algorithm
for optimal and reliable performance of DIDS. A recent survey in [22] has shown
the efficiency of a mesh network topology and communication standard like Zig-
bee [23] can be efficiently utilized to provide low-cost and low power-standard
communication within the wireless network.

According to the nature-based taxonomy, we have classified IDS into different
types: signature and anomaly-based IDSs.

(1) Signature-based IDS (SIDS): This IDS detects anomalies based on the notion
of comparing incoming network traffic to the known trails of malicious packets that
are stored in the attack signature database. Since it relies solely on the database of
known attack signatures, it cannot detect unknown or new attacks that do not match
with the existing attack signatures. Several IDS tools, such as Snort, BRO (Zeek),
Firestorm, Spade, etc., can be utilized in developing signature-based IDS in real-time
based on the defined rules.

(2) Anomaly-based IDS (ABIDS): It identifies malicious events based on devi-
ations in the normal system behavior instead of looking into the library of known
attack patterns. Based on the statistical profiling, it develops a baseline of normal
cyber and physical activities and sends alert messages in real-time to the control
center operators if the system deviates from the defined baseline. Different types of
IDSs, such as model-based IDS, machine learning-based IDS, multi-agents-based
IDS, etc. can be an integral part of anomaly-based IDS for detecting attacks in the
power system.

• Model-based IDS (MIDS): This IDS leverages protocol information and historical
and redundant measurements for developing a prediction model, and malicious
and unknown attacks are detected based on behavior-based rules that are defined
during the statistical and temporal correlation analysis of incoming data streams.
Behavior-based rules include timing-based rules, range-based rules, transmission
line status-based rules as well as rules defined based on the coordination and
correlation of different events.

• Learning-based IDS (LIDS): This IDS applies several state-of-the-art machine
learning algorithms like supervised and unsupervised algorithms, and data mining
techniques to detect unknown, stealthy, and coordinated cyber-attacks. It relies
on an immense volume of power system data to develop a non-linear complex
relationships as necessary to distinguish between natural disturbances, malicious,
and non-malicious events. This IDS involves data pre-processing, input feature
selection, training, and real-time testing of different participating classifiers, and
based on their performances, the best classifier is selected for optimal decision
making.

(3) Hybrid IDS (HIDS): This IDS integrates the conventional signature-based
IDS with anomaly-based IDS on a common platform to provide better accuracy in
detecting multi-level intrusions by utilizing both network and power system infor-
mation while exhibiting a minimum detection latency. This IDS also overcomes the
weakness of other previously discussed IDSs by leveraging the best qualities of other
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IDSs while simultaneously monitoring physical, network, and application layers to
minimize the attack surface in the grid network.

3 Hybrid Intrusion Detection System: A Potential Solution

Since it is imperative to thoroughly investigate possible cyber-attacks in the grid
network to minimize attack surfaces, it is imperative to develop a comprehensive
and robust IDS that can provide an optimal detection performance with a minimum
detection latency while addressing the discussed IDS challenges. The HIDS provides
one of the promising solutions that incorporates both gridmeasurements and network
traffic information to minimize blind spots from the traditional IDS and capture
possible intricacies at physical, cyber, and application layers [24]. In particular, the
mechanism of HIDS combines network logs-based and data-driven approaches to
detect different types of malicious events in the system operations.

Figure3 shows the high-level schematic architecture of HIDS that integrates the
existing conventional SIDS with the state-of-the-art LIDS and MIDS to accurately
detect multi-level intrusions at physical, network, and application layers in real-time,
and also minimize detection latency by assessing the network integrity in real-time.
It consists of four layers: Layer 1 presents a SIDS that detects anomalies based on

Fig. 3 High-level schematic architecture of HIDS in the smart grid
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Fig. 4 Methodology of signature-based IDS

the known attack signatures using cyber logs; Layer 2 presents a MIDS that relies
on the spatio-temporal behavior of power system to develop threshold-based rules
to detect anomalies, and Layer 3 is a LIDS that applies the state-of-the-art machine
learning approaches and data-mining techniques to detect stealthy and coordinated
cyberattacks and provide a detailed classification of different events; Layer 4 presents
an alert management system (AMS) that manages alerts, coming from all three
intrusion detectors, and provides a final event identification to the control center
operator.

(a) Signature-based IDS: This layer monitors and analyzes SCADAnetwork traf-
fic and consists of several components that analyze various levels of communications
traffic to detect anomalies in the grid network, as shown in Fig. 4. Access-control
white-listing ensures legitimate traffic in the SCADAnetwork bywhite-listingmedia
access control (MAC) addresses, internet protocol (IP) addresses, and port numbers
in the hardware, network, and transport layers. The protocol white-listing filters spe-
cific SCADA protocols and related function codes. Further, signature-based rules are
applied to detect anomalies based on the known attack signatures like ping scanning
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detection, Nmap scanning detection, address resolution protocol (ARP) spoofing
detection, denial of service (DoS) attack detection, etc., which are publicly available
in open-source IDS databases. Finally, the generated alert messages during network
intrusions are directly forwarded to the AMS to provide situational awareness about
network intrusions to the control center operator.

(b)Model-based IDS: This layer performs an in-depth analysis of SCADA com-
munication protocols and analyzes spatio-temporal behaviors of power systems to
define normal and legitimate behavior models. In particular, it filters the SCADA
communication packets, computes incoming packet rate, and extracts digital and
analog values to develop behavior-based rules. Several behavior-based rules can be
developed based on the timing of packets, range of power system variables, relays
status, and a combination of behavior-based rules in a coordinated fashion, as shown
in Fig. 5, to detect malicious and unknown threats. In this layer, once an anomaly
is detected, the generated alert messages are fed to the machine learning classifiers
as input features to accurately detect and classify cyber-physical events, including
cyber-attacks and line faults.

(c) Learning-based IDS: This layer applies machine-learning algorithms and
data mining techniques to detect stealthy and coordinated cyber-attacks using multi-
source heterogeneous system data and also differentiates cyber-attacks from natural
disturbances like line faults, to provide intelligent decision support to the control
center operator. For building the classification model, the SCADA and synchropha-
sor measurements, along with the cyber logs, are collected from the grid network
and forwarded to the data aggregator at the control center. Fig. 6 shows the high-level
methodology for developing machine learning-based IDS that includes two phases:
offline process and online process. During the offline process, a library of heteroge-
neous datasets from a multi-source system has been generated for different events
that are labeled later in the integer format to facilitate the supervised learning process.
Afterward, data pre-processing steps are carried out to improve the data quality by
formatting and sampling it to develop approximatemodels with data cleaning to filter
inconsistent values and eliminate rows with a missing data. Further, the data trans-
formation module is applied to normalize datasets for enhancing smoothness and
homogeneity among samples followed by features selection and extraction, which
filter irrelevant information and unreliable data that may affect the learning process
and events prediction. Several feature selection techniques, such as filter (Pearson
Correlation, Chi-Square, etc.), wrapper (best-first search method, backward elimi-
nation, etc.), and embedded methods (decision tree, L1 (LASSO) regularization) can
be applied for selecting relevant features. The selected input features are utilized
for developing, training, and updating machine learning models with new scenarios
or cases when models are not online. Finally, during the online process, the trained
model is deployed for testing multi-events classification, detecting malicious and
benign events, and sending output logs to the AMS for final events identification and
visualization.

(d) Alert management system (AMS): It receives alert messages from all three
IDSs: NIDS,MIDS, and LIDS, andmanages them through log parsers by performing
real-time logical processing based on defined logic rules to prioritize alert types.
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Fig. 5 Methodology of model-based IDS

Fig. 7 shows the log publishers X, Y, and Z, which are generated from network-
based, model-based, and learning-based IDSs, and fed to the decision logic. The
decision logic consists of two rules, i.e. rule 1 and rule 2.

Rule 1: It receives alerts from the Log Publisher X for SIDS and forwards them
to the aggregator (B, C) as an output B. For example, if the output of rule 1 is x1,
then B is also set to x1.

Rule 2: It receives alerts from the Log Publishers Y and Z for MIDS and LIDS
and compares their alert logs to provide a final identification of events. If the alert
outputs are conflicting, thenLIDS is given a higher preference because of its advanced
capability and sophistication in learning different types of events. For example, if Y
is y1 and Z is z1, if y1 = z1, then C is set to y1 or z1. If y1 is not equal to z1, then
C is set to z1 and z1 alert log is forwarded to the aggregator (B, C).
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Fig. 6 Methodology of learning-based IDS

Fig. 7 High-level methodology of alert management system
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The final alert logs that are coming from the aggregator (B, C) are displayed
through real-time visualization dashboard and it can also be utilized for developing
intrusion mitigation and prevention system (IMPS). The visualization dashboard
also supports different sets of features to provide comprehensive visibility of the
aggregated datasets and support event analysis based on the aggregated logs in real-
time.

3.1 Cyber Kill Chain Mapping with HIDS

Since the attacker’s skills, intellectual capabilities, and operational resources vary
from a nave to a sophisticated level, it is imperative to have a comprehensive under-
standing of several attack processes and mechanisms. The cyber kill-chain model
presents possible footsteps that can be utilized by attackers to successfully execute
severe and stealthy cyber-attacks. For example, the real cyber-attack on Ukraine’s
power grid in 2015 [25] followed a similar cyber kill chain model, where the attack-
ers performed a sequence of steps to understand the operational technology (OT)
network and SCADA distribution system followed by shutting down multiple online
distributed substations. Therefore, the development of the cyber kill chain model
reduces the likelihood of adversary success while optimizing available resources and
minimizing investments in cybersecurity. Further, it assists to better understand the
end-to-end decision-making process from the adversary’s perspective while engag-
ing them to create desired effects; hence it is possible to develop a robust intrusion
detector that can provide consistent and accurate performance in detecting cyber-
attacks. Figure8 shows an abstract-level presentation of the cyber kill chain in the
context of SCADA cyber-physical security. Several tools, tactics, and procedures
(TTP) can be utilized in a sequence of steps as per the attack mechanism to perform
successful stealthy cyber-attacks. The model consists of various processes or stages
that are elaborated here, as discussed in [13].

1. Reconnaissance: In this stage, an attacker tries to collect substantial and rele-
vant information of the target to develop the blueprint of network architecture.
The attacker can perform ping scanning, port scanning, service scanning, etc. as
attack mechanisms to complete this stage. Several scanning tools like Ping Scan-
ner, Nmap, Zenmap, etc. can be leveraged to identify alive hosts, map network
addresses, and figure out the up-to-date network architecture.

2. Access andExploitation: In this stage, an attacker tries to communicate or connect
to a target to discover potential vulnerabilities. Later, the obtained information
about the existing vulnerabilities can be exploited to gain a foothold or the priv-
ilege escalation to launch a successful attack. The vulnerability assessment or
penetration testing can be used as an attack mechanism; and tools like OpenVAS,
Metasploit, Nessus, etc. can be utilized to complete this stage.

3. Attack Launch/ Execution: Before reaching this stage, an attacker must ensure
that he has obtained the necessary privileges to execute or launch different types
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Fig. 8 Cyber kill-chain mapping with the hybrid IDS

of attacks on system measurements, control signals, wide-area communication
network or operating field devices to disrupt the grid stability.

4. Persistence: This is the final stage where an attacker creates an additional back-
door or access channel to maintain his persistence access to the compromised
system that can be exploited later for attack repetition or launching multiple
attacks in a coordinated fashion.

Since our main objective is to detect all kinds of attacks, irrespective of the
attacker’s intelligence, different components of HIDS are developed around the kill
chain and mapped with its different stages to detect attackers at an initial stage and
predict their next move. Note that any disruption in the process/stage can break the
chain process, and thus, it may interrupt the attacker’s objective of destabilizing the
grid network. Also note that the sequence of chain model can be modified, changed,
and expanded depending upon the scenario, security investigation, and OT organi-
zation.

4 Case Study: Hybrid IDS for Wide-Area Protection
Scheme

4.1 Problem Formulation

A centralized wide-area protection scheme (CWAPS), also known as a remedial
action scheme (RAS), is an automatic protection system that performs corrective
actions to prevent widespread outages and maintain the system’s stability and relia-
bility during disturbances. The corrective actions, as defined by the NERC guideline
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Fig. 9 Attack surface representation in the CWAPS

[26], include a change in generation and load (MW or MVAR) and system configu-
ration. Seethalekshmi et al. presents the requirements ofWAPS and explains how the
WAPS overcomes the major drawbacks of the SCADA-based localized protection
scheme [27]. According to the 2008 design guide of the Western Electricity Coor-
dinating Council (WECC), RAS is divided into four different types: event-based,
parameter-based, response-based, and a combination of the above [28]. The event
and parameter-based schemes are open-loop faster schemes, which take inputs as
relays status, line currents, voltages, etc. and perform corrective actions by shedding
the load, generation, and other pre-defined actions. The response-based scheme is a
close-loop slower scheme that examines the dynamic behavior while performing cor-
rective actions. In particular, the RAS is mainly utilized during transient instability,
voltage instability, and thermal overloads.

Fig. 9 shows possible attack surfaces in CWAPS architecture at physical, cyber,
and application layers, as well as measurement and control sides. Since the CWAPS
relies on the SCADA and synchrophasor communication networks that are inter-
acting with data sharing devices for normal operation, the existing cybersecurity
vulnerabilities can be exploited by attackers to launch simple or elaborated classes
of cyber-attacks like denial of service (DoS), data integrity, etc. [29]. Moreover, it
cannot prevent themselves from legitimate users who misuse their privileges to per-
form malicious activities. Therefore, there is a compelling urge to develop a HIDS
for CWAPS that can detect attacks at an earlier stage to break the life-cycle of cyber-
attacks.

In this work, we have implemented an event and parameter-based CWAPS that
consists of a centralized RAS controller (CRASc). The CRASc, initially at an armed
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stage, collects phasor data at a regular interval in terms of relays status, power
line flows, and generator output. During a single line outage, the CRASc is trig-
gered, it checks the operational transfer capability (OTC) of the remaining adjacent
lines that are directly connected to the generator. If the current line flows exceed its
maximum operational transfer capability (OTC_max) limit, it performs corrective
action by shedding generation to prevent the thermal overloading in other adjacent
lines. Note that we have considered a thermal overload limit while computing the
OT Cmax , other factors like voltage and angular stabilities are ignored in this work.
The OT Cmax limit of each transmission line is provided through the predefined
action table that also provides information about how much generation has to be
reduced for the specific line contingency. Apart from the generation shedding, it
is also allowed to restore the generation once the fault/contingency is cleared, as
mentioned in [26].

4.2 Scenarios and Data Generation

This subsection presents several types of events, including malicious (cyber intru-
sions) and non-malicious events (line faults),which are considered to develop a robust
hybrid IDS that can provide accurate and consistent results. Moreover, a library of
the system database is generated for different scenarios for testing, validation, and
evaluation.

4.2.1 Physical Line Faults

It involves different types of faults, including symmetrical and asymmetrical faults
that can happen on transmission lines. In this case, we have considered 5 different
types of faults: line to ground (L-G), double line to ground (LL-G), three phases to
ground (LLL-G), line to line (L-L), and 3 phase faults (L-L-L). The unsymmetrical
faults, (L-G), (LL-G), (L-L) are more frequent and cause uneven flows of current
and phase shifts in a 3-phase power system. The symmetrical faults, (LLL-G) and
(L-L-L) cause the short-circuiting of three phases and often to the ground. These
faults are very rare but have a severe impact on the system’s stability.

4.2.2 Cyber Attacks

We have considered several types of cyber intrusions around the kill-chain model,
irrespective of the attacker’s intelligence that can have a potential impact on system
stability. We have classified attack vectors into two different types: IT-based attacks
and SCADA-based attacks. Both are discussed in details in the remainder of this
section
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1. IT-Based Attacks: IT-based attacks include traditional host and network-based
attacks-including scanning attacks (e.g., ping andNetworkMapper (NMAP) scan-
ning), DoS attacks, and spoofing attacks (e.g., IP spoofing, ARP poisoning)–that
can be deployed in the SCADA environment to develop a blueprint of the network
architecture and compromise power system devices.

2. SCADA-Based Attacks: SCADA-based attacks include those attacks that are
defined in the OT environment pertinent to the SCADA power system. These
attack vectors target insecure SCADA communications protocols, field devices,
computers, and several other digital access points to inflict severe damage on the
grid infrastructure. We consider three different attack vectors:
(a)Malicious tripping attack: This attack vector involves the malicious tripping
of a physical relay that can be performed in several ways, such as unauthorized
access to the control center, altering the setting of physical relays, etc. During a
MITM attack between substation and control center networks, the false tripping
command packets are injected to trip a circuit breaker and disconnect power
system components.
(b) Pulse attack: This attack vector involves periodically changing an input
control signal by adding the pulse attack parameter, λpulse, for a small-time inter-
val, (t1). It retains the original input for a remaining interval, (T − t1), for the
given time period, (T ), as shown in Eq.1.
(c) Ramp attack: This attack vector involves adding a time-varying ramp signal
to the input control signal based on a ramp signal parameter, λramp, as shown in
Eq.2.

Ppulse =
{

Pi (1 + λpulse)(t = t1)

Pi (t = T − t1)
(1)

Pramp = Pi + λramp ∗ t (2)

4.3 Hybrid IDS Components

This subsection presents the three components of HIDS where SIDS is utilized to
detect IT-based attacks, and MIDS and LIDS are deployed to detect SCADA-based
attacks as well as physical disturbances.

4.3.1 Signature-Based IDS Component

For SIDS, we have defined several rules for detecting IT attacks, as shown in Table1.
Table1 shows detailed information about IDS rules corresponding to different stages
of attacks based on the kill chain model. In this table, rule 1 and rule 2 belong to the
reconnaissance (stage 1), rule 3 belongs to the access (stage 2), and rule 4 belongs to
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Table 1 Snort rules for signature-based IDS

Rules Attack Snort IDS Rules

Rule1 Ping Scanning (Reconnaissance) Alert icmp $ EXTERNAL_NET any ->
(IP of your substation RTU) any
(msg:ICMP to Substation; content:| 10
11 12 13 14|; sid: 9000547; rev:1;)

Rule 2 Nmap Scanning (Reconnaissance) alert tcp any any -> (IP of your
substation RTU) 22 (msg:NMAP TCP
Scan;sid:10000005; rev:2; )

Rule 3 Telnet Access (Access) Alert tcp $ EXTERNAL_NET any-> (IP
of your substation RTU) 23
(msg:Incoming Telnet ; content; root;
nocase; sid: 9000546; rev:1;)

Rule 4 DOS Attack (launch) Alert tcp $ EXTERNAL_NET any -> (IP
of your substation RTU) 20000
(msg:Warning DoS attack incoming;
threshold:type threshold, track by src,
count 100, seconds 5; sid: 9000547;
rev:1;)

the launch stage (stage3). Note that we have utilized the Snort IDS tool to analyze the
SCADA traffic through network interfaces and later develop these rules as discussed
in [13].

Rule 1: It detects the ping scanning attack on the substation network by capturing
incoming network traffic on the specified network internet protocol (IP) address for
the Internet Control Message Protocol (ICMP) protocol.

Rule 2: This rule detects theNmap scanning attackwhenever an attacker performs
TCP-based Nmap scanning on the substation RTU on port 22.

Rule 3: This rule detects an unauthorized Telnet session through a root login to
the substation RTU at port 23.

Rule 4: This rule detects a DoS attack on the substation network targeting the
distributed network protocol 3 (DNP3) communication on port 20000. In this rule,
an alert is generated after the first 100 SYN packets (SYN flood) within a sampling
period of 5 s.

4.3.2 Model-Based IDS Component

For MIDS, we have considered three behavior-based rules: range-based detection,
status-based detection, and timing-based detection, by defining thresholds in theZeek
(BRO) analyzer function and Snort IDS for the DNP3 communication to detect pulse
attack, tripping attack, and ramp attack, as shown in Table2 and 3, also discussed in
[13, 14, 24].
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Table 2 Zeek scripts for model-based IDS in DNP3

Alert ID Model-based Rules (Attack) Zeek IDS Scripts

Alert ID 1 Range-based Detection (Pulse
Attack)

event dnp3_analog_input_SPwFlag(c:
connection, is_orig: bool, flag:
count, value: count){ if ( value != 0 && value
< 3000000000 && value != 1065353216) { if
(value < 1123679256 ‖‖ value >
1200000000){ c $dnp3$alert = 1; }}}

Table 3 Snort rules for model-based IDS in DNP3

Alert ID Model-based Rules (Attack) Snort IDS Rules

Alert ID 2 Status-based Detection (Tripping Attack) Alert tcp !(IP from your control center)
any -> (IP of your substation RTU)
20000 (msg:Unauthorized Relay Trip;
content :|00 81| ;rev:1;)

Alert ID 3 Timing-based Detection (Ramp Attack) Alert tcp (IP from your control center)
any -> (IP of your substation RTU)
20000 (msg:Ramp attack ; content : |00
81|; threshold:type threshold, track by
src, count 2, seconds 0.3; sid: 9000547;
rev:1;)

Range-based detection: In this case, a minimum threshold value is defined based
on the analog value that is extracted from the DNP3 SCADA communication pro-
tocol. Table2 shows a range-based detection in the Zeek script that generates an
alert with an alert ID 1 if the generated output power goes below the defined initial
generation. For example, if the output power of generator 1 is 135.4 MW, then an
alert is triggered if the generation reduces to the minimum threshold of 108.32 MW
(0.8 *135.4) that is equivalent to 1123679256 as an unsigned 32-bit integer, one of
the few available data types in Zeek (Bro) IDS [23].

Status-based detection: It triggers an alert in Snort IDS with an alert ID 2 if the
line status changes from 1 to 0 to notify the control center operator that the specific
relay is tripped.

Timing-based detection: This rule is defined based on the statistical analysis
of two consecutive control signal packets. We assign the minimum threshold value
to 0.3 seconds for two consecutive normal DNP3 packets based on the high-speed
auto-reclosing time, as discussed in [14], and an alert ID 3 is triggered in the Snort
IDS.
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4.3.3 Learning-Based IDS Component

This component of hybrid IDS applies machine-learning algorithms and data mining
techniques to detect the last stage (Persistence) of kill chain model that includes
stealthy and coordinated cyber-attacks. This approach utilizes secure phasor mea-
surements that are communicated over a separate WAN like the NASPI network
(NASPInet) with inherent cybersecurity features, and alert logs, obtained from the
model-based IDS, to accurately detect attacks and provide the detailed classification
of them while distinguishing them from natural disturbances like line faults. The
detailed classification and clarification of cyber-physical events provide a compre-
hensive understanding of incidents and also assist the control center operator to take
intelligent decisions.

Fig. 10 shows themethodology for developing LIDS to performmulti-events clas-
sification. For building the classification model, the phasor measurements, including
generator bus voltage magnitude (V mg) and line bus voltage magnitudes (V mi ,
V m j ), where subscripts i and j represent the sending and receiving ends of the
transmission lines, are collected from the deployed PMUs. Apart from PMU mea-
surements, the learning-based IDS also receives the generated alert logs (Y) from
model-based IDS as input features. The offline process is applied, as outlined in
Fig. 10 from connector A to B, for training and updating model and developing the
final machine learning model. During the offline process, a library of the dataset
has been generated for different events, including cyberattacks, line faults, and nor-

Fig. 10 Machine learning-based IDS using PMU measurements
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mal events, which are labeled later in the integer format, as part of the supervised
learning. Afterward, data preprocessing steps are carried out that involve normal-
ization, transformation, and features selection and extraction, which filter out the
irrelevant information and unreliable data that may affect the learning process and
events prediction. Further, the Pearson Correlation-based feature selection technique
is applied to select the relevant features. The obtained dataset is split into training
and testing datasets. It is appropriate to note that due to the space limitation, we are
not discussing the details of different scenarios required for generating the labeled
datasets. Overall, we have generated datasets for the five events: normal (0), line
faults (1), malicious tripping attack (2), pulse attack (3), and ramp attack (4). Finally,
the trained model is deployed for performing multi-events classification and sending
output logs to the operator.

4.4 Experimental Setup

Fig. 11 shows the hardware in the loop (HIL)-based cyber-physical system (CPS)
testbed for attack-detection experiments in CWAPS. We have modeled the IEEE 39

Fig. 11 Experimental setup for attack-detection experiments
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bus system in ARTEMiS/SSN (eMEGASIM), and simulated in the real-time digital
simulator (OPAL-RT). We have deployed virtual PMU models (vPMUs) to gener-
ate synthetic phasors, and computed the relevant features inside the simulator. The
computed relevant features are sent to the hardware local phasor data concentrator
(LPDC), deployed at the substation network, which forwards the data to the software-
based super PDC (Open PDC) at the control center over the WAN. The super PDC
saves the data in a local comma-separated values (CSV) historian as well as in the
MySQL database. The stored data is used for generating the labeled database and
further training and testing machine learning model, as a part of the LIDS. In this
experiment, the CRAS controller is running in the python script, which is communi-
cating with the substation RTU through the Kepserver’s OPC Unified Architecture
(UA) client-server interfaces. The substationRTU, as shown in a pink box, is commu-
nicatingwith a simulator using theDNP3 (OPC server) SCADAcommunication. The
software OpenPDC collects the phasor measurements and forwards it to the LIDS.
Also, the CWAPS controller receives phasor measurements through the MySQL in
real-time, and sends the control signal back to the substation network through the
SCADA communication to provide an appropriate response, if necessary, to close
the loop. Also, SIDS and MIDS are deployed over the WAN that sniffs the SCADA
traffic and detects possible anomalies.

Fig. 12 shows the CRAS-enabled modified IEEE 39 bus system that is divided
into two major areas, where the area 2, working as a primarily generation area, is
supplying generation to the area 1 through the tie-lines L15-16 and L16-17. During
the tripping of line L16-17, the line L15-16 gets overloaded. Therefore, the CRAS
controller sheds the generation at bus 35, as shown by black colored arrow, and the
equal amount of load is shed at bus 18 to maintain the system frequency. To perform
the HIL experiment, relay 1 and relay 2 is mapped to lines L15-16, and L16-17 [30].

For implementing IT-based attacks, the installed Kali Linux machine is listening
to the network traffic between the control center and substation network. We have
utilized the pre-installed tools, Nmap, and ping command, in the Kali machine to
perform the attack reconnaissance. The DoS attack is performed by sending a huge
number of random packets to the RTU through the TCP SYN flooding attack using
hping tool.

For implementing SCADA-based attacks, we have performed the malicious trip-
ping attack on the relay 2 to trip the line L16-17 by replaying the tripping packet
using the python script through the MITM between the substation and local control
center. For executing ramp and pulse attacks on generator 35 (G35), the malware,
Trojan Horse, is installed in the OPC server-based substation RTU, which provides
backdoor access to the attacker. The attacker closes the legitimate RTU program
and initiates python script-based malicious logic, which periodically sends the con-
trol signal to the simulator targeting the generator (G35) to initiate ramp and pulse
attacks. We have also simulated 3 phase to ground faults followed by the normal
tripping of the line L16-17, and multiple simulations are performed for different
cases as discussed in [6]. Note that in this work, we assume that the attacker is only
looking to compromise insecure SCADA network and the synchrophasor network is
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Fig. 12 CRAS enabled modified IEEE 39 bus system

secure with inherent cybersecurity features and the detection results are provided in
the next section.

4.5 Results and Discussions

Table4 shows the performance of HIDS as well as its comparison with an individual
SIDS in terms of accuracy rate. It can be observed that the SIDS is able to detect IT
attacks including ping scanning,Nmap scanning,DoSattack, andTelnet access attack
with an accuracy rate of 100%; however, it fails to identify stealthy SCADA-related
attacks and physical disturbances like line-to-ground faults. The HIDSmerges LIDS
with SIDS and MIDS to detect IT and OT attacks with an accuracy rate of 100%
and 98.71%. Further, it is also able to detect physical disturbances with an accuracy
rate of 97.94% using machine learning-based random forest classifier during 70%
training and 30% testing datasets.

Note that while developing the LIDS, different machine learning classifiers were
applied—such as decision tree (DT), random forest (RF), and support vectormachine
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Table 4 Accuracy Rate of several IDSs

IDSs IT Attacks OT Attacks Line Faults

Network-based IDS (%) 100% × ×
Hybrid IDS (%) (Net-
work+Model+Learning)

100% 98.71% 97.94%

Table 5 Average accuracy rate for different classifiers during Case 1 and Case 2 experiments

Parameters Case 1 Case 2

70% Training and 30% Testing

Decision Tree (DT) 88.5 79.8

Support Vector Machine
(SVM)

91.3 89.2

Random Forest (RF) 96.33 95.4

Fig. 13 Average accuracy rate for different classifiers during case 2

(SVM)—to select the best classifier. Table5 shows the average accuracy rate of
different classifiers during case 1 and case 2 experiments for 70% training and 30%
testing datasets. Note that case 1 represents the scenario when PMU measurements
and cyber alerts, generated from MIDS, are utilized as input features, whereas input
features for case 2 include only PMU measurements. Table5 also shows that the
RF exhibits a higher accuracy rate as compared to other classifiers with an average
accuracy of 96.33% in case 1 and 95.4% in case 2.

Fig. 13 shows the average accuracy rate of different classifiers during testing in
case 2where the training and testing datasets were varied from 80% training and 20%
testing to 20% training and 80% testing datasets to analyze the robustness of different
classifiers and it clearly illustrates the consistent performance of RF as compared
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Fig. 14 Average accuracy rate of random forest (RF) for different training datasets

to DT and SVM. Fig. 14 represents the average accuracy rate of RF for different
training datasets for both cases: case 1 and case 2. It clearly presents the consistent
and reliable performance of RF, as its accuracy in detecting different events during
testing is higher than 95% for case 1 and 93% for case 2, even when the training
dataset is reduced to 20% in both cases. Further, we observed that the performance
of each classifier improves by including power and cyber information for different
datasets, as shown in case 1 with respect to case 2.

Fig. 15 shows the processing time of RF for different % of training datasets for
both cases. It can be observed that the processing time (sec) for training the model
was higher in case 1 as compared to case 2, which is amplified during the higher %
of training datasets. Note that the RF exhibits a larger processing time in classifying
events as compared to the DT because of a large number of associated decision trees
in RF and the final prediction is made based on the majority vote, as discussed in
[24].

5 Conclusion

Developing an intrusion detection system for the smart grid cybersecurity is a chal-
lenging task as it requires an in-depth understanding of power system related appli-
cations, grid network architectures, and comprehensive knowledge of cutting-edge
technologies. In this chapter, we presented a systematic approach for developing
a hybrid IDS by integrating conventional network security solutions with state-of-
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Fig. 15 Processing time of random forest (RF) for different training datasets

the-art machine learning and model-based intrusion detection approaches to detect
advanced and persistent intruders at different stages while following the kill-chain
model. Initially, this chapter discussed different types of IDSs and highlighted the
existing challenges of developing IDS in the smart grid network. As a proof of con-
cept, one case studywas presented where hybrid IDS is applied in a centralized wide-
area protection scheme to detect different types of cyberattacks, including IT- and
SCADA-based attacks. In particular, Snort and Zeek IDS tools were applied in devel-
oping signature and model-based IDSs, and machine learning-based classification
algorithms, including decision tree, random forest, and support vector machine, were
applied for developing the learning-based IDS. Further, several steps were described
to implement these cyber-attacks in the CPS testbed environment by utilizing the
resources available at Iowa State University PowerCyber laboratory. Experimental
results showed the superior performance of hybrid IDS to accurately detect different
classes of anomalies and physical disturbances. Our case study also showed that
the random forest-based classifier exhibited a higher accuracy rate as compared to
the other machine learning classifiers, and a combination of grid measurements and
alert logs, generated from model-based IDS, also assisted in providing a detailed
classification of different events. The potential avenue for future work is to develop
a library of novel IDSs for other SCADA protocols, such as GOOSE, Modbus, and
smart energy profile (SEP) 2.0 protocols.
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