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Redesign of a Conference from In-Person
to Online. Case Study: ICCCC

Ioan Dzitac1(B) , Simona Dzitac2 , Florin Gheorghe Filip3,
and Misu-Jan Manolescu1

1 Agora University of Oradea, Piata Tineretului 8, 410526 Oradea, Romania
professor.ioan.dzitac@ieee.org

2 University of Oradea, Universitatii 1, Oradea, Romania
3 Romanian Academy, 125 Calea Victoriei, Bucharest, Romania

Abstract. “Intelligent Methods for Computing, Communications and Control”
volume, published by Springer in “Advances in Intelligent Systems and Com-
puting” Series, is in fact the Proceedings of the 8th International Conference on
Computers Communications and Control (ICCCC) 2020. The ICCCC has been
founded in 2006 by Ioan Dzitac, Florin Gheorghe Filip and Misu-Jan Manolescu,
and was organized every even year by Agora University of Oradea, under the aegis
of the Information Science and Technology Section of Romanian Academy. The
first seven editions were organized face to face (in-person, traditional). Due to the
COVID-19 pandemic, the 8th edition, ICCCC2020, which was designed initial to
be in-person, we had redesign it as an online event (remotely). In this article we
will present our study and conclusions regarding a parallel between the two types
of conferences, traditional vs. online, each with advantages and disadvantages.

Keywords: Conference organization · ICCCC · In-person · COVID-19 ·
Online · Remote · Accessibility · Costs · Comfort · Socialization · Zoom Pro

1 Introduction

The 8th International Conference on Computers Communications and Control (ICCCC)
2020, planned to be held in-person at Hotel President from Băile Felix, Oradea, in the
period May 11-15, 2020, was redesigned on March 19, due to the COVID-19 pandemic,
for Online Host (remotely): Agora University of Oradea, Romania, in the same period.

Scope and Topics of ICCCC2020. The goal of this conference is to bring together
international researchers, scientists from academia and industry to present and discuss
in a friendly environment their latest research findings on a broad array of topics in
computer networking and control. The ProgramCommittee is soliciting paper describing
original, previously unpublished, completed research, not currently under review by
another conference or journal, addressing state-of-the-art research and development in
all areas related to computer networking and control. Topics of ICCCC2020 were:

© Springer Nature Switzerland AG 2021
I. Dzitac et al. (Eds.): ICCCC 2020, AISC 1243, pp. 3–17, 2021.
https://doi.org/10.1007/978-3-030-53651-0_1
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• Theory for Computing and Communications,
• Integrated Solutions in Computer-based Control,
• Computational Intelligence and Soft Computing,
• Decision Making and Support Systems.

A good organization of a conference is not a simple thing, but it involves a quality
managerial and organizational activity, which involves planning, economic evaluation
and a good knowledge of social psychology (Figs. 1 and 2).

Fig. 1. Registration: (a) ICCCC2018 (in-person) vs. (b) ICCCC2020 (online)

Fig. 2. Official opening: (a) ICCCC2018 (in-person) vs. (b) ICCCC2020 (online)

When organizing a traditional international conference we must pay an interactive
attention to the following:

(1) Choosing an attractive, accessible and safe location,
(2) Planning a suitable period for the conference,
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(3) Evaluation of the costs and identification of funding sources,
(4) Scientific attractiveness of the conference (keynote speakers, publications).

2 Choosing an Attractive, Accessible, and Safe Location

For attractiveness, many traditional conferences choose their location in exotic areas.
Many of these areas, however, present risks to personal health or safety. Others are not
accessible by plane, not having an airport nearby. All previous editions of ICCCC took
place at Băile Felix, an attractive tourist resort, located 10 km from Oradea, a city where
you can reach by plane, train or car transport. From Baile Felix we organized trips in
the mountains, visiting the Bear Cave, the Glacier Cave, Turda Salt Mine, etc.

In online organization the location is not important. Important is the good quality of
the technical resources [2].

For ICCCC2020 online we are used the resources from home of the General Chair
(Ioan Dzitac, Oradea, Romania): a good connection to the Internet (via optical fiber
link from RDS-RCS company), good quality of the host devices (Lenovo PC, Microsoft
video - audio camera), video conference room online (Zoom Pro). All worked perfectly
during the five days of the online conference (Fig. 3).

Fig. 3. Location: (a) ICCCC2018 (Baile Felix) vs. (b) ICCCC2020 (Zoom Pro at Home)

To make up for the social fun of the in-person model, we introduced, in each of the
five days, a two-hour program of regular paper presentations, a one-hour break, and a
two-hour keynote lecture. During the break, we broadcast entertainment: videos about
Romania, Oradea, collages with memories from previous editions of ICCCC, excursions
filmed through magnificent areas of Romania. We also transmitted local folk customs
from Bihor County (costumes, songs, dances), as well as songs from the countries of
the participants of that day.
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The advantage of this online conference was that people who were not planned in the
classic version could also participate: all co-authors, former participants or some people
with physical disabilities.

For example, in the end of official opening of ICCCC2020 we had receives several
messages, online or video registered, from former invited speakers at ICCCC, such as:

1. Fuad ALESKEROV, National Research University Higher School of Economics,
Moscow, Russia (ICCCC2016)

2. Barnabas BEDE, DigiPen University, USA (ICCCC2018)
3. Pierre BORNE, Ecole Centrale de Lille, France (ICCCC2008)
4. Amlan CHAKRABATI, University of Calcutta, India (ICCCC2018)
5. Kaoru HIROTA, Beijing Institute of Technology, China/Tokyo Institute of Tech-

nology, Japan (ICCCC2006)
6. Arturas KAKLAUSKAS, Gediminas Vilnius Technical University, Lithuania

(ICCCC2018)
7. Gang KOU, Southwestern University of Finance and Economics, Chengdu, China

(ICCCC2012, ICCCC2016)
8. George METAKIDES, University of Patras, Greece & Digital Enlightenment,

Bruxelles (ICCCC2008)
9. Gheorghe PĂUN, Romanian Academy, Romania (ICCCC2008, ICCCC2018)
10. Yong SHI, University of Chinese Academy of Sciences, China/University of

Nebraska at Omaha, USA (ICCCC2012, ICCCC2014)
11. Athanasios STYLIADIS, International Hellenic University, Greece (ICCCC2006)
12. Mincong TANG, Beijing Jiatong University, China (ICCCC2014)
13. Horia-Nicolai TEODORESCU, Romanian Academy, Romania (ICCCC2008)
14. Dan TUFIS, , Romanian Academy, Romania (ICCCC2006, ICCCC2008)
15. Zenonas TURSKIS, Gediminas Vilnius Technical University, Lithuania

(ICCCC2016)

Another example of online facility is the case of Marius S, ucan, a brilliant digital
artist and computer programmer, with severe physical disabilities (without fingers and
with Epidermolysis Bullosa), presented a series of his works (paintings and software
products). Marius had the chance to attend a conference and presents a lecture for the
first time in his life, which he could not have done in the case of an in-person conference
(Fig. 4).
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Fig. 4. Presentation by Ioan Dzitac of a digital artist, Marius S, ucan (self-portrait) http://robode
sign.ro/

3 Planning a Suitable Period for the Conference

In period planning, similar as in traditional in-person variant, in online variant we need
to consider to be out of religious holidays, taking into account all religions, to be out
of exam sessions, not to be in a period when other similarly attractive conferences take
place, not to be in the middle of the summer season, to be in a season with a pleasant
climate etc. (Figs. 5, 6 and 7).

Fig. 5. Period: (a) ICCCC2018 (May 08-12) vs. (b) ICCCC2020 (May 11-15)

http://robodesign.ro/


8 I. Dzitac et al.

Fig. 6. Socialization: (a) ICCCC2018 (In-Person) vs. (b) ICCCC2020 (Online)

Fig. 7. Socialization in excursion at ICCCC2018

4 Evaluation of the Costs and Identification of Funding Sources

ICCCC in-person not was very expensive but it is clear that for the participants in tradi-
tional version ismuch expensive than the online one. If a participant do not have a funding
source then her/his participation in-person at conference is very difficult (Table 1).

For organizers is also much expensive in traditional vs. online version, because must
cover the travel, accomodation, and daily meals costs for invited speakers. In online
version no any costs in this matter (Fig. 8).

5 Scientific Attractiveness of the Conference

5.1 Scientific Reputation of the Organizers, Program Committee Members,
and of Invited Speakers

Staff of ICCCC2020:

1. General Chair: Ioan DZITAC, Aurel Vlaicu University of Arad & Agora University
of Oradea, Romania

2. IPC Chair: Florin Gheorghe FILIP, Romanian Academy, Romania
3. Conference Chair: Simona DZITAC, University of Oradea, Romania
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Table 1. Conference Cost: (a) ICCCC2018 (in-person) vs. (b) ICCCC2020 (online)

Services (a) ICCCC2018 (b) ICCCC2020

Including registration fee,
accommodation at 4 stars hotel for 4
nights and daily meals

800 EUR
700 EUR –for students

–

Including registration fee and daily
meals

600 EUR
500 EUR – for students

–

Registration fee – 400 EUR
300 EUR
for students

Transport cost Depend of distance to conference
location (100–1,500 EUR)

–

Total cost 500-2,300 EUR 300-400 EUR

Fig. 8. The invited speakers at ICCCC2016

4. Co-Chair: Misu-Jan MANOLESCU, Agora University of Oradea, Romania
5. Proceedings Chair: Horea OROS, University of Oradea, Romania
6. Online Chair: Domnica DZITAC, New York University Adu Dhabi, UAE

IPC: International Program Committee (ICCCC2020):

1. Răzvan ANDONIE, Central Washington University, USA
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2. Valentina BALAS, Aurel Vlaicu University of Arad, Romania
3. Barnabas BEDE, DigiPen University, USA
4. Valeriu BEIU, Aurel Vlaicu University of Arad, Romania
5. Pierre BORNE, Ecole Centrale de Lille, France
6. Dominic BUCERZAN, Aurel Vlaicu University of Arad, Romania
7. Felisa CORDOVA; Universiy of Finis Terrae, Chile
8. Gabriela CRISTESCU, Aurel Vlaicu University of Arad, Romania
9. Antonio DI NOLA, University of Salerno, Italy
10. Yezid DONOSO, Universidad de los Andes, Colombia
11. Gintautas DZEMYDA, University of Vilnius, Lithuania
12. Ömer EĞECİOĞLU, University of Santa Barbara, USA
13. Florin Gheorghe FILIP, Romanian Academy, Romania
14. Enrique HERERRA-VIEDMA, University of Granada, Spain
15. Kaoru HIROTA, Tokyo Institute of Technology, Japan
16. Arturas KAKLAUSKAS, Vilnius Gediminas Technical University, Lithuania
17. Gang KOU, Southwestern University of Finance and Economics, Chengdu, China
18. Ioana MOISIL; Lucian Blaga University of Sibiu, Romania
19. Radu NICOLESCU, The University of Auckland, New Zealand
20. Sorin NADABAN, Aurel Vlaicu University of Arad, Romania
21. Mariana NAGY, Aurel Vlaicu University of Arad, Romania
22. Shimon Y. NOF, Purdue University, USA
23. Stephan OLARIU, Old Dominion University, USA
24. Gheorghe PĂUN, Romanian Academy, IMAR, Romania
25. Yi PENG, University of Electronic Science and Technology of China, China
26. Mario de J. PEREZ-JIMENEZ, University of Seville, Spain
27. Lorena POPA, Aurel Vlaicu University of Arad, Romania
28. Radu-Emil PRECUP, Politehnica University of Timisoara, Romania
29. Imre J. RUDAS, Óbuda University, Hungary (Member of IEEE)
30. Yong SHI, University of Chinese Academy of Sciences
31. Bogdana STANOJEVIC, Mathematical Institute of the Serbian ASA, Serbia
32. Milan STANOJEVIC, University of Belgrad, Serbia
33. Codrut,a STOICA, Aurel Vlaicu University of Arad, Romania
34. Athanasios D. STYLIADIS, Kavala Institute of Technology, Greece
35. Ioan Alexandru ŞUCAN, Google [x], USA
36. Gheorghe TECUCI, George Mason University, USA
37. Horia-Nicolai TEODORESCU, Technical Univ. Gh. Asachi Iasi, Romania
38. Dan TUFIŞ, Romanian Academy – Institute of Artificial Intelligence “Mihai

Draganescu”, Romania
39. Zenonas TURSKIS,Vilnius Gediminas Technical University, Lithuania

OC: Organizing Committee ICCCC2020:

1. Dan BENTA, Agora University of Oradea, Romania
2. Gabriela BOLOGA, Agora University of Oradea, Romania
3. Casian BUTACI, Agora University of Oradea, Romania
4. Domnica DZITAC, New York University Abu Dhabi, UAE
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5. Viorina JUDEU, Agora University of Oradea, Romania
6. Adriana MANOLESCU, Agora University of Oradea, Romania
7. Ioana MOISIL, “Lucian Blaga” University of Sibiu, Romania
8. Astrid ODDERSHEDE, University of Santiago de Chile, Chile
9. Horea OROS, University of Oradea, Romania
10. Marius SINCA, Agora University of Oradea, Romania
11. Ramona URZICEANU, Agora University of Oradea, Romania

Reviewers of the Manuscripts (ICCCC2020):

1. Adriana ALEXANDRU, National Inst. for R & D in Informatics, Romania
2. Răzvan ANDONIE, Central Washington University, USA
3. Valeriu BEIU, Aurel Vlaicu University Arad, Romania
4. Dominic BUCERZAN, Aurel Vlaicu University Arad, Romania
5. Cristian CIUREA, Bucharest University of Economic Studies, Romania
6. Charles J. COLBOURN, University of Toronto, Canada
7. Gabriela CRISTESCU, Aurel Vlaicu University Arad, Romania
8. Leonard DAUS, Technical University of Civil Engineering Bucharest, Romania
9. Yezid DONOSO, Universidad de los Andes, Colombia
10. Florin DRAGOMIR, Valahia University of Târgovis, te, Romania
11. Horat,iu DRAGOMIRESCU, Bucharest University of Economic Studies, Romania
12. Vlad DRĂGOI, Aurel Vlaicu University Arad, Romania
13. Florin Gheorghe FILIP, Romanian Academy, Romania
14. Arpad GELLERT, Lucian Blaga University of Sibiu¸ Romania
15. Angela IONIT, Ă, RACAI, Romania
16. Gang KOU, Southwestern University of Finance and Economics, China
17. Gabriel NEAGU, National Inst. for R & D in Informatics, Romania
18. Marilena IANCULESCU, National Inst. for R & D in Informatics, Romania
19. Ioana MOISIL, Lucian Blaga University of Sibiu¸ Romania
20. Nageswara Rao MOPARTHI, KL University, India
21. Mariana NAGY, Aurel Vlaicu University Arad, Romania
22. Sorin NĂDĂBAN, Aurel Vlaicu University Arad, Romania
23. Radu-Emil PRECUP, Politehnica University of Timisoara, Romania
24. Constanta Zoie RADULESCU, National Inst. for R & D in Informatics, Romania
25. Ioan S, tefan SACALA, Politehnica University of Bucharest, Romania
26. Bogdana STANOJEVIC, Math. Inst. of the Serbian Academy of Sci. and Arts
27. Csaba SZANTO, Babeş-Bolyai University of Cluj-Napoca, Romania
28. Ioan S, US, NEA, University of Galat,i, Romania
29. Bogdan T, IGĂNOAIA, Politehnica University of Bucharest, Romania
30. Doina ZMARANDA, University of Oradea, Romania

In 2018 were the same organizers like in 2020. At ICCCC 2018 was seven keynote
speakers from six countries (Colombia, India, Israel, Lithuania, Romania, and USA),
and at ICCCC2020 was nine keynote speakers from eight countries (Chile, Colombia,
Israel, Lithuania, Poland, Romania, Spain, and USA) (Figs. 9 and 10).
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Fig. 9. ICCCC2020 Online Capture: Keynote Lecture of Acad. Janusz Kacprzyk

5.2 Papers Publication

Proceedings:

• IEEE Proceedings for ICCCC2018 papers [1],
• Springer Proceedings for ICCCC2020 papers [3].

International Journal of Computers Communications & Control (IJCCC) for
several selected papers publication (extended variants) (Fig. 11):

Best Paper Award (ICCCC2020 Online). Sponsor for Best Paper Award was the
International Journal of Computers Communications & Control (IJCCC), http://univag
ora.ro/jour/index.php/ijccc/.

The Editorial Team of IJCCC and chairpersons of conference sessions grant the Best
Paper Award for following papers included in this volume:

Experimenting with Beta Distributions for Approximating Hammocks’ Reliability, by
Simon Cowell, Sorin Hoara and Valeriu Beiu
Automatons Immersed in Ocean Currents for Transformation of Biomass Into Fuel, by
Lucio Cañete Arratia, Felisa Córdova and Andrés Pérez de Arce
Empirical versus Analytical Solutions to Full Fuzzy Linear Programming, by Bogdana
Stanojević and Milan Stanojević

http://univagora.ro/jour/index.php/ijccc/
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Fig. 10. ICCCC2020 Poster: Chairs and Keynote Speakers http://univagora.ro/en/icccc2020/pro
gram/

http://univagora.ro/en/icccc2020/program/
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Fig. 11. IJCCC was an atractive indexed journal for ICCCC2018 and ICCCC2020

6 Conclusions

International participation at ICCCC2020 online, via Zoom Pro, was very good. Our
attendees were from 20 countries and from over 50 universities and other academic
institutions or industrial companies. All were very impressed, excited and enthusiastic.
Please see bellow a summary.

Countries (20): Chile, China, Colombia, Greece, Iran, Israel, Japan, Jordan, France,
Lithuania,Mexico, Poland, Portugal,Romania,Russia, Serbia, Spain, Switzerland,UAE,
USA.

Academies (4): Lithuanian Academy of Sciences, Polish Academy of Sciences, Roma-
nian Academy, Serbian Academy of Sciences and Arts.

Universities of Romania (10): Agora University of Oradea, Aurel Vlaicu University
of Arad, Babes-Bolyai University of Cluj-Napoca, Bucharest University of Economic
Studies, Lucian Blaga University of Sibiu, Politehnica University Timisoara, Transil-
vania University of Brasov, University Politehnica of Bucharest, University of Oradea,
Technical University of Civil Engineering Bucharest.

Universities of Abroad (19): Central Washington University, Gediminas Technical
Vilnius University, National Research University Higher School of Economics, Pon-
tificia Universidad Catolica de Valparaiso, Princess Sumaya University for Technology,
Universities Technion of Haifa, University of Belgrade, University of the Basque Coun-
try, Universidad del País Vasco, University of Cádiz, University of Zacatecas, Univer-
sity of Granada, Universidad Antofagasta Chile, Universidad Antofagasta, Université
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Jean Monnet, Universidad Finis Terrae, Universidad de Santiago de Chile, Universidad
Mayor, Vilnius University.

R & D Institutes (3): Institute of Mathematical Statistics and Applied Mathematics
Gheorghe Mihoc - Caius Iacob, Mathematical Institute of the Serbian Academy of
Sciences and Arts, National Institute for Research and Development in Informatics.

Companies & NGO (4): Association Cluster of Scientific Research, Innovation and
European Studies fromOradea, Cercetare Dezvoltare Agora (Romania), LITIS (France),
Trade Plus S.A. (Romania).

Appreciations from Attendees of the Virtual ICCCC2020. During the five days of
the conference join online all presenters of regular papers, all keynote speakers, several
co-authors,many former ICCCC special guests, and aswell lot of other occasional guests
or collaborators. Some feedback messages are presented below.

“I would like to thank you and all your colleagues for organizing and running this
beautiful conference.” (AhmatHiasat, participantwith an research article at ICCCC2020,
first time at ICCCC, Jordan).

“I wish to congratulate you for such a great conference. I participated in recent weeks
at a couple of online conferences and your had the only one which was really running, in
the sense of full session, and numerous speakers, and also quality. At other conferences,
there were all kind of problems, lack of connections, absence of confirmed speakers, etc.
Thanks so much for your hospitality which was remarkable in spite of a lack of physical
contact. I strongly believe that we will be able to meet in the future when the situation
will change.” (Janusz Kacprzyk, invited speaker at ICCCC2020, first time at ICCCC,
Poland).

“The conference was particularly successful in all respects. You have induced the
spirit of previous editions in this online edition as well. Thank you for giving us the
opportunity to participate. Thank you very much for the diploma and for the nomina-
tion. All participants were present with the soul not only with the slides in all sections.
The presentations were interesting and instructive. And the emotional surprises. Con-
gratulations to you, Simona and Domnica for the conception and organization. I have
not participated in any online conference, but this conference did not lack anything and
we do not see what could have been better!” (Bogdana &Milan Stanojevic, participants
at several previous editions of ICCCC and at ICCCCC2020, Serbia).

“Congratulations dear Ioan, Simona, Domnica, Agora University team, congratula-
tions and thanks for these great moments. The ICCCC2020 online conference is truly
successful and I am very happy to be able to take part in it. I am certain that the days to
come will offer us great presentations. You are great!! Congratulations from the bottom
ofmy heart. You are fantastic! Andmany thanks to all the organizers: The Golden Dzitac
Trio: Ioan Dzitac, Simona Dzitac and Domnica Dzitac, Rector Misu-Jan Manolescu and
Adriana Manolescu and the Agora University, Florin Gheorghe Filip and the Romanian
Academy, the CCSISEO Association and their talented friends, and the Aurel Vlaicu
University ofArad.And allmy thanks to the participants for the interesting presentations.
It was an enriching experience and it gave us hope in these hard times. I must confess
that there were moments when the discussions were so interesting and dynamic that I
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almost forget we were online.” (Ioana Moisil, former invited speaker at ICCCC2016,
Romania).

“Excellent Organization, truly wonderful experience!” (Amlan Chakrabarti, former
invited speaker at ICCCC2018, India).

“I enjoyed the virtual conference very much; interesting talks, nice participants and
wonderful social program during breaks. I wanted to thank you very much for your
excellent management of what has turned out to be a successful and highly stimulating
conference. I am sure that everyonemust have told you this. Congratulations!” (Valentina
Balas, former invited speaker at ICCCC2008, Romania).

“Dear friend, you made the best decision and did everything possible in such a
situation.” (Razvan Andonie, former invited speaker at ICCCC2010, keynote speaker at
ICCCC2020, USA) (Table 2).

Table 2. Online vs. In-Person in ICCCC Organization

Type/Indicator Online In-Person Remarks

Accessibility High Low-Medium In online version can participate all co-authors and other
people, people with physically disability. In-Person
participation depends of geographical distance

Cost Low Medium-High For remote participation is not necessary transport,
accommodation, meals etc.

Comfort Medium Low In online we can attend the conference from home but
the time zone can be a problem. In traditional variant the
travel can be a problem

Sessions Serial for ICCCC 2020 Plenary & Parallel In online we can attend all presentation but duration is
bigger than in classic variant. In online are possible also
parallel sessions with multiple hosts

Socialization Low-Medium High Face-to-face meeting is better vs. Online

Several final conclusions about online conference versus in-person conference are
listed below:

1) In online organization the location is not important. Important is a good quality of
the technical resources and we had demonstrate that all our digital resources worked
perfectly during the five days of the online conference.

2) It is clear that the online version is much cheaper than the traditional one (for online
is not necessary transport, accommodation, meals etc.).

3) For social contact traditional face-to-face meeting is better that a virtual one.
4) In online variant we can attend the conference from home but the time zone can be

a problem if the timetable is not correct planed.
5) In traditional variant the travel can be a problem and accessibility is low (in pandemic

time is impossible).
6) Persons with physically disabilities can participate easy in online variant.

Our final conclusion is that the mixed organization, in-person & online (remotely),
will be a good solution in the future.
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by means of generating functions.

Keywords: Combinatorial classes · Catalan numbers · Labeled trees ·
Rooted trees · Generating functions

1 Introduction

Based on the theory of combinatorial species (see e.g. [1]), Flajolet and Sed-
jewick [4] wrote a reference book on combinatorial analysis. In particular in the
first part, they provided a list of basic constructions for exponential generating
functions. Mainly, complex combinatorial structures are obtained by combin-
ing the following three combinatorial classes: Set,Seq, and Cyc. For instance,
they described surjections (Seq(Set)), set partitions (Set(Set)), alignments
(Seq(Cyc)) and permutations (Set(Cyc)). In this article, we focus on the later
one because it has the remarkable property of having the same generating func-
tion as the combinatorial class of sequences. More precisely, our starting point
consists in giving an explicit bijection between the class of set-of-cycles and
the class of sequences (see Sect. 3.4). Our goal is to study an example of a
class defined inductively by a combinatorial class equation. We chose the equa-
tion Set(Cyc(C)) = C because the underlying combinatorics reveal a world
rich in interpretation and provide fruitful perspectives. In particular, this equa-
tion reveals an isomorphism between sets of necklaces of planar labelled trees,
forests of labelled trees, and rooted labelled trees (see Sect. 4). At the heart
of the equation we study here are the Catalan numbers. They are involved in
the enumeration of numerous classes of combinatorial objects of prime impor-
tance in computer science, e.g. Dyck paths, binary trees, non-crossing partitions
etc. [4,5,16]. Notice that more than 60 possible enumerations are listed in [16]
and the enumerated objects lead to several applications in computer science,
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such as sorting techniques based on binary trees [6]. In our case, Catalan num-
bers are representing ordered trees. The article ends with Sect. 4.4, where we
propose other recursive tree-like combinatorial classes.

2 Background and Notations

We recall here well known definitions and results concerning combinatorial
classes and generating functions. The material contained in this section mainly
refers to [4].

2.1 Combinatorial Classes

In the most general context, a combinatorial class is a triplet (O,P, ω) where
O is the discrete set of the combinatorial objects we want to enumerate, P is
the discrete set of the properties in regard to which you want to enumerate our
objects, and ω : O → P is a map such that for every p ∈ P the preimage ω−1(p)
is finite, which is a minimal requirement in order to be able to enumerate the
objects of O with respect to the properties of P.

We consider the restricted context where P = N and the preimage of 0
contains only one element. More formally, a combinatorial class is a pair C =
(O, ω) where ω : O → N is such that card(ω−1(n)) < ∞ for any integer n. For
the sake of simplicity, and when there is no ambiguity, we use the same name for
a class and the set of its objects. Then, we denote by |μ| the degree (or weight)
ω(μ) of μ ∈ C and we set Cn = {μ ∈ C | ω(μ) = n}. If #(ω−1(0)) = 1 then we
denote by ε the unique element of C of weight 0. We also set C+ := C \ {ε}.

2.2 Labelled Combinatorial Classes

Recall that the symmetric group Sn is the group of bijections of {1, . . . , n}. It
is a group of order n! whose each element is denoted by the word of its images.
For instance, the cycle sending 1 to 2, 2 to 3, and 3 to 1 is denoted by 231.
Obviously, the set of permutations is closed by composition and all its elements
are invertible.

Formally, a labelled combinatorial class is a combinatorial class endowed with
a sequence (ρn)n∈N of representations ρn of the symmetric group Sn (i.e. an
application associating a map ρn(σ) : Cn → Cn to each permutation σ ∈ Sn in
such a way that ρn(σ ◦ σ′) = ρn(σ) ◦ ρn(σ′)). An equivalent way (see e.g. [4]) to
define labelled combinatorial class consists in considering that each element of
Cn is a graph whose vertices are labelled by numbers from 1 to n; the image of
a permutation by the underlying representation is just the permutation of the
labels.

Let (C, ω) and (C′, ω′) be two labeled combinatorial class. If the sets C and
C′ are disjoint, then we define the class C � C′ = (C ∪ C′, ω′′) with ω′′(e) = ω(e)
if e ∈ C and ω(e) = ω′(e) if e ∈ C′. One extends to the case where C ∩ C′ �= ∅ by
replacing C′ by a copy which is disjoint of C in the definition of C � C′.
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We also define C � C′, i.e., the combinatorial class such that the elements of
(C � C′)n are the pairs (e, e′) where e is obtained by relabeling an element of Ci

and e′ is obtained by relabeling an element of C′
j , with i + j = n such that the

set of the labels in (e, e′) is {1, . . . , n} and each relabeling preserves the initial
order on the vertices. The degree of (e, e′) in C � C′ is the sum of the degree
of the respective preimage of e and e′ in C and C′. As a special case, for each
labeled class C, we denote C• = •� C, where • is the class of the unique element
of which, denoted also by •, has degree 1.

2.3 The Exponential Generating Function of a Combinatorial Class

The exponential generating function (EGF) of a combinatorial class C is the
exponential generating function of the numbers Cn = #(Cn), in other words

SC(x) =
∑

n≥0

Cn
xn

n!
=

∑

μ∈C

x|μ|

|μ|! .

We say that two classes are isomorphic if their EGF are equal

C ≡ C′ ⇔ SC = SC′ ⇔ ∀n ∈ N, Cn = C ′
n.

Classically, we have [4]

SC�C′ = SC + SC′ and SC�C′ = SCSC′ .

2.4 Labelled Sequences

If C+ is a labelled combinatorial class such that C+
0 = ∅ then we define, up to an

equivalence, the class Seq(C+) of labelled sequences by the equation

Seq(C+) ≡ [ ] � (C+ � Seq(C+)),

where [ ] denotes the class having a single element ε which is degree 0.
It is easy to show that such a class exists and that its associated exponential

generating function is

SSeq(C+)(x) =
1

1 − SC+(x)
.

From a combinatorial point of view, the elements of Seq(C+)n are k-tuple
[μ1, . . . , μk] where each μi is obtained by an order preserving relabelling of
an element of C+

ji
,in such a way that the whole set of labels in [μ1, . . . , μk]

is {1, . . . , n} (as a consequence one has
∑k

i=1 ji = n). So to any element
s = [μ1, . . . , μk] ∈ Seq(C+)n we associate an ordered partition Π = [Π1, . . . , Πk]
of size n such that each Πi is the set of the labels of μi.

Let us be a little more precise. A labelled list of elements of C+ is a list
L = [μ1, μ2, . . . , μk] ∈ Seq(C+) with each μi associated to a set Ωi of non-
negative integers with card(Ωi) = |μi| and Ωi ∩ Ωj = ∅ for all i, j. A standard
labelled list of elements of C+ is a labelled list L of elements of C+ such that the
set of all the labels of L is {1, . . . , |L|}.
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2.5 Labelled Sets and Labelled Cycles

We consider the labelled combinatorial classe Set(C+) such that Set(C+)n is the
quotient of the set Seq(C+)n by the relation [μ1, . . . , μk] ≡S [μσ(1), . . . , μσ(k)]
for any permutation σ ∈ Sk. Straightforwardly, each element of Set(C) can
be represented by a set of (order preserved) relabelled elements of C+. The
exponential generating function

SSet(C+)(x) = exp{SC+(x)}.

is easily deduced from the construction.
If one consider the equivalence relation generated by [μ1, . . . , μk] ≡C

[μ2, . . . , μk, μ1], the one obtains an other labelled combinatorial class Cyc(C+)
whose elements can be represented by necklace of (order preserved) relabelled
elements of C+. We denote a necklace by (μ1, . . . , μk) = (μ2, . . . , μk, μ1). Again,
the generating series

SCyc(C+)(x) = log
{

1
1 − SC+(x)

}
.

is deduced from the construction.

3 Set Partitions and Related Constructions

3.1 Three Constructions Based on Set Partitions

A set partition of size n is a set π = {π1, . . . , πk} such that π1 ∪ · · · ∪ πk =
{1, . . . , n} and πi ∩ πj = ∅ for any two indices 1 ≤ i �= j ≤ k. The set of
set partitions Sp endowed with the size is a combinatorial classes satisfying
Sp ≡ Set(Set(•)+), and so, SSp

(x) = exp(exp(x) − 1). The numbers Spn =
1, 1, 2, 5, 15, 52, 203, 877, 4140 . . . are the well known Bell numbers (see sequence
A000110 in [15]).

If C+ is a labeled combinatorial class such that C+
0 = 0 and P ≡ Set(C+) then

the definitions above allows to associate to each element p = {p1, . . . , pk} ∈ Pn

a set partitions π(p) = {labels(p1), . . . , labels(pk)} of size n where for each
1 ≤ i ≤ k, labels(pi) denotes the set of the labels of pi.

An ordered partition of size n is a sequence Π = [Π1, . . . , Πk] of non empty
sets such that {Π1, . . . , Πk} is a set partition of {1, . . . , n}. The set of ordered
partitions Op endowed with the size is a combinatorial classes satisfying Op ≡
Seq(Set(•)+) and SOp(x) = 1

2−exp(x) .
The numbers Opn = 1, 1, 3, 13, 75, 541, 4683, 47293, 545835, . . . are the Fubini

numbers (see sequence A000670 in [15]). If L ≡ Seq(C+) then the definitions
above allows to associate to each element 	 = [	1, . . . , 	k] ∈ Ln a set partition
Π(	) = [labels(	1), . . . , labels(	k)] of size n.

A cyclic partition of size n is a necklace p = (p1, . . . , pk) such that {p1, . . . , pk}
is a set partition of size n. The set of ordered partitions Cp endowed with the
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size is a combinatorial classes satisfying Cp ≡ Cyc(Set(•)+) and SCp(x) =
log( 1

2−exp(x) ).
The numbers Cpn = 1, 1, 3, 13, 75, 541, 4683, 47293, 545835, . . . are listed in

sequence A000670 [15]. If N e ≡ Cyc(C+) then the above definitions allow us
to associate to each element c = (c1, . . . , ck) ∈ (Ne)n a cyclic partition p(c) =
(labels(c1), . . . , labels(ck)) of size n.

3.2 An Explicit Isomorphism

From the generating series we have Set(Cp) ≡ Op. Indeed, this equality trans-
lates in terms of generating function as exp

(
log

(
1

2−ex

))
= 1

2−ex . In order
to understand a more general identity introduced later in the paper, we make
explicit this bijection. Assume that c = {c(1), . . . , c(k)} ∈ Set(Cp). If c(i) =
(c(i)1 , . . . , c

(i)
hi

) then we consider σi the only circular permutation on the indices

{1, . . . , hi} such that min
⋃

j labels(c
(i)
(j)) = min labels(c(i)

σ−1
i (1)

). In other

words, if 	i = [	(i)1 , . . . , 	
(i)
hi

] = [c(i)σi(1)
, . . . , c

(i)
σi(hi)

] then min
⋃

j labels(	
(i)
(j)) =

min labels(	(i)1 ). Now, consider the unique permutation ρ ∈ Sk such that

min labels(c(ρ
−1(1))) > min labels(c(ρ

−1(2))) > · · · > min labels(c(ρ
−1(k)))

and set

stol(c) = [	(ρ(1))1 , . . . , 	
(ρ(1))
hρ(1)

, . . . , 	
(ρ(k))
k , . . . , 	

(ρ(k))
hρ(k)

] ∈ Op. (1)

For instance,

stol({({11}, {2, 5}, {10}), ({6}, {1, 3, 4}, {7, 9}), ({8, 12})}) =
[{8, 12}, {2, 5}, {10}, {11}, {1, 3, 4}, {7, 9}, {6}].

Let 	 = [	1, . . . , 	k] ∈ Op and 1 = i0 ≤ · · · ≤ ih−1 < ih = k + 1 ∈ {1, . . . , k + 1}
be the set of indices satisfying

min
⋃

i<ij+1

labels(	i) > min
⋃

i≥ij

labels(	i) (2)

with h maximal.
For instance, the indices associated to [{8, 12}, {2, 5}, {10}, {11}, {1, 3, 4},

{7, 9}, {6}] are 1 ≤ 2 ≤ 5 < 8. We define

ltos(	) = {c1, . . . , ck} ∈ Set(Cp), (3)

where cj denotes the necklace (	ij−1 , . . . , 	ij−1). For instance,

ltos([{8, 12}, {2, 5}, {10}, {11}, {1, 3, 4}, {7, 9}, {6}]) =
{({1, 3, 4}, {7, 9}, {6}), ({2, 5}, {10}, {11}), ({8, 12})}.

It is easy to check that ltos(stol(c)) = c and stol(ltos(	)) = 	. So we have

Proposition 1. The map stol is an isomorphism of combinatorial classes and
ltos is its reverse map.
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3.3 About Lyndon Words

Recall that the free monoid (e.g. [9]) Σ∗ on a set Σ is the monoid whose elements
are all the finite sequences endowed with the catenation product · that consists
of pasting one sequence to the right of another. The empty sequence plays the
role of the identity element. For instance, in the free monoid {a, b}∗ we have
[a, b, a, a, b] · [b, a, a] = [a, b, a, a, b, b, a, a]. In literature, brackets and commas are
often omitted; the elements of a free monoid are then noted as juxtapositions of
letters called words (the empty word, noted by ε, corresponds to the sequence [ ]).
The name of the free monoid comes from the fact that it fulfills the universal
property, that is every monoid having a generating set in bijection with Σ is
isomorphic to a quotient of Σ∗.

Any pair of sequences under the form u · v and v · u are said conjugate.
In other words, the conjugates of a sequence are all its circular shift. This is
obviously an equivalence relation that preserves the periods, i.e., the conjugate
sequences of u·k are exactly the sequences v·k where v is conjugate to u. In terms
of combinatorial class the free monoid is nothing but Seq(Σ) and its quotient
by conjugation is Cyc(Σ).

Assume that the alphabet Σ is totally ordered by the order <. Then the free
monoid is totaly ordered with the lexicographic order ≺. The minimal element
for the lexicographic order is the empty sequence [ ] and we have [a] · u ≺ [b] · v
if a < b or a = b and u ≺ v.

A Lyndon words a non periodic sequence which is minimal in its conjugacy
class. Their name comes from the mathematician Roger Lyndon who studied
them in 1954 [10]. Nevertheless, it should be noted that they had been introduced
a year earlier by Anatoly Shirshov [14]. Lyndon words play a very important
role for understanding of free groups [2], free associative algebras, and free Lie
algebras [13]. Readers may refer to [11] for a rather complete survey.

Among all the properties of Lyndon’s words, one of the most interesting is
that they play for the free monoid the same role as prime numbers play for inte-
gers. This property is that any sequence factorizes as a unique weakly decreas-
ing catenation of Lyndon words [12]. In other words, the free monoid Σ∗ is in
bijection with the multisets of aperiodic sequences over σ. For instance, if we
assume a < b the sequence u = [a, b, a, b, b, a, b, a, b, a, a, a, b, a, b, a] factorizes as
u = [a, b, a, b, b] · [a, b] · [a, b] · [a, a, a, b, a, b] · [a]. This means that the sequence
u is assimilated to the multiset {(a, a, a, b, a, b), (a, b, a, b, b), (a, b), (a, b), (a)}
(remark the multiplicity of (a, b)). It is interesting to note that this corre-
spondence is precisely the one that is calculated when applying ltos. Indeed,
let 	 = [	1, . . . , 	k] ∈ Op, the alphabet Σ = {	1, . . . , 	k} is totally ordered
by 	i < 	j if and only if min 	i < min 	j . In fact, since each numbers
of {1, . . . , n} appears only one time in the sequence, only the minimal ele-
ments the sets are relevant and all works as if our alphabet be {1, . . . , n}.
For instance, [{8, 12}, {2, 5}, {10}, {11}, {1, 3, 4}, {7, 9}, {6}] is assimilated to
[8, 2, 10, 11, 1, 7, 6]. The indices of Eq. (2), except the larger which is not relevant,
indicate where to catenate in order to apply the complete factorization. In our



On Recursively Defined Combinatorial Classes and Labelled Trees 27

example, we found the indices {1, 2, 5, 8} and, then, we have [8, 2, 10, 11, 1, 7, 6] =
[8] · [2, 10, 11] · [1, 7, 6]. Notice that, since the components are two by two distinct,
the bijection with multisets of cycles class sends the sequences we consider on
set of necklaces. For instance, [8] · [2, 10, 11] · [1, 7, 6] ∼ {(1, 7, 6), (2, 10, 11), (8)}.
We recover the ltos(	) by replacing each integer by the set of which it is the
minimum. In our example we have

{(1, 7, 6), (2, 10, 11), (8)} → {({1, 3, 4}, {7, 9}, {6}), ({2, 5}, {10}, {11}), ({8, 12})}.

Of course, this may seem like a very sophisticated way to revisit the bijection of
the previous section. Nevertheless, this remark is valuable because it will allow
us to link our constructions to notions of algebras (enveloping algebras, Hopf
algebras, Lie algebras of primitive elements etc.) that we will explore in future
works.

3.4 Set of Cycles and Sequences

Let C+ be a labeled combiatorial sequences such that C+
0 = ∅. We define J =

Set(Cyc(C+)) and S = Seq(C+).
Let us show that the map stol allows us to compute an explicit isomorphism

from J to S. We define jtosetC+ : J → Set(Cp) by

jtosetC+({(c(1)1 , . . . , c
(1)
h1

), · · · , (c(k)1 , . . . , c
(k)
hk

)}) =

{(labels(c(1)1 ), . . . , labels(c(1)h1
)), · · · , (labels(c(k)1 ), . . . , labels(c(k)hk

))}.

We define also jtoseqC+ : J → S such that

jtoseqC+({(c(1)1 , . . . , c
(1)
h1

), · · · , (c(k)1 , . . . , c
(k)
hk

)}) = 	

is the unique permutation of the vector [c(1)1 , . . . , c
(1)
h1

, · · · , c
(k)
1 , . . . , c

(k)
hk

] such that

Π(	) = stol(jtosetC+(({(c(1)1 , . . . , c
(1)
h1

), · · · , (c(k)1 , . . . , c
(k)
hk

)}))).

Let c = {(c(1)1 , c
(1)
2 ), (c(2)1 ), (c(3)1 , c

(3)
2 )} be a set of labelled graphs as shown in

Fig. 1.
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Fig. 1. Five labelled graphs

Then jtosetC+(c) equals

{({3, 7, 5, 20}, {9, 14, 17, 19, 11}), ({1, 18}), ({2, 8, 13}, {4, 16, 12, 15, 10, 6})}.
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Furthermore, Π(l) = stol (jtosetC+(c)) =

[{3, 7, 5, 20}, {9, 14, 17, 19, 11}, {2, 8, 13}, {4, 16, 12, 15, 10, 6}, {1, 18}].

Since stol is one to one, the equality on generating functions allows us to
deduce that jtoseqC+ is an isomorphism of combinatorial classes. The inverse
bijection seqtojC+ : Set(Cp) → J is defined by

seqtojC+(	) = {(c(1)1 , . . . , c
(1)
h1

), · · · , (c(k)1 , . . . , c
(k)
hk

)}

where [c(1)1 , . . . , c
(1)
h1

, · · · , c
(k)
1 , . . . , c

(k)
hk

] is the unique permutation of 	 such that

ltos(Π(	)) = jtosetC+({(c(1)1 , . . . , c
(1)
h1

), · · · , (c(k)1 , . . . , c
(k)
hk

)}).
In the aforementioned example, we deduce the indices of the minimum ele-

ments in Π(l) being 1 < 3 < 5. Hence, ltos(Π(l)) =

= {({1, 18}), ({2, 8, 13}, {4, 16, 12, 15, 10, 6}), ({3, 7, 5, 20}, {9, 14, 17, 19, 11})}
= jtosetC+(c).

We summarize the results of this section in the following theorem.

Theorem 1. The maps which make commuting the following diagram are
explicit isomorphisms of combinatorial classes

Set(Cyc(C+))
jtoseq+C

�
seqtojC+

Seq(C+). (4)

4 Labelled and Unlabelled Trees

We illustrate the previous result by investigating the combinatorial classes R
satisfying

Set(Cyc(R•)) ≡ Seq(R•) ≡ R. (5)

This isomorphism can be translated into the following functional equation:

exp
{

log
{

1
1 − xSR(x)

}}
=

1
1 − xSR(x)

= SR(x). (6)

This equation has a unique solution

SR(x) =
1 − √

1 − 4x

2x
(7)

which is also the ordinary generating function of the Catalan numbers Cn =
1

n+1

(
2n
n

)
[4,16]. Hence, R is unique up to an isomorphism and

Rn =
(2n)!

(n + 1)!
. (8)

The sequence of Rn is

1, 1, 4, 30, 336, 5040, 95040, 2162160 A001761 [15].

http://oeis.org/A001761
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4.1 Labelled Trees from Unlabelled Trees

Definition 1. A tree is a list of trees (possibly empty) connected to a node,
called its root, by an edge (also called branch). Notice that this is a valid recursive
definition which base case is a root together with an empty list. The degree ω(t)
of a tree t is the number of its edges or, equivalently the number of its nodes
which are not its root.

Let D be the set of trees. There are a finite number of trees having a given
degree, so the pair (D, ω) is a (unlabelled) combinatorial class. The number Dn

is known to be the Catalan number Cn (see e.g. [16]). So the ordinary generating
function of the class D, i.e.,

Sord
D (x) =

∑

n≥0

Dnxn, (9)

fulfills the same functional equation (6) as the exponential generating function
of R. So each Rn is in one to one correspondence with Dn × Sn. This suggests
that one can exhibit an explicit realization of the class R by labeling the nodes
which are not the root of each tree t ∈ D by {1, . . . , ω(t)}, without repetition
and in any possible way.

4.2 Shifted Structure

The class R• is isomorphic to the class Rr of trees with labeled root endowed
with the weight ωr counting the total number of nodes, including the root. More
precisely, for a given n, a tree of (Rr)n+1 is obtained by labelling the root of
a tree in Rn with any of the possible value from the set {1, . . . , n + 1} and
relabel, if necessary, the nodes with respect to the order induced by the initial
permutation.

Example 1. Let t be a rooted labelled tree in R5, and its associated permu-
tation is π = (1, 2, 4, 5, 3). Then the set of all rooted labeled trees where
the root is labeled obtained from t is given by the set of permutations
{(6, 1, 2, 4, 5, 3), (5, 1, 2, 4, 6, 3), (4, 1, 2, 5, 6, 3), (3, 1, 2, 5, 6, 4), (2, 1, 3, 5, 6, 4), (1, 2, 3, 5, 6, 4)}.

In terms of generating function, this operation leads to

SRr
(x) = SR•(x) = xSR(x) =

1 − √
1 − 4x

2

and so

(Rr)n = n!Cn−1 =
(2n − 2)!
(n − 1)!

,

for any n ≥ 1. The sequence of Rrn is given by

1, 2, 12, 120, 1680, 30240 A001813 [15].

We insists on the fact that at this point (Rr)n counts trees having n nodes
including the root.

http://oeis.org/A001761
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4.3 Hanging Trees in Necklaces

A labelled necklace of planar trees is a necklaces on which trees are hung and all
the nodes (comprising the roots) are labeled by {1, . . . , n} where n is the total
numbers of nodes (comprising roots). We denote by N the set of such necklaces.
The cyclic structure comes from the fact that a necklace is invariant by rotation.
The weight ωN (n) of a necklace n is the total number of the nodes, comprising
roots, of the trees it contains. The pair (N , ωN ) is a labeled combinatorial class
that satisfies

N ≡ Cyc(R•). (10)

We depict in Fig. 2 elements of N that are equivalent under cyclic rotation.

1

5

2

4 3

2

4 3 1

55

2

4 3

1

Fig. 2. Three rooted labeled trees equivalent under cyclic rotation

Notices that Labeled necklaces of rooted trees appear under the name of
“planar labelled trees” in the work of Miloudi [8]. To be more precise, he studied
combinatorial class which is straightforwardly isomorphic to N and he proved
Nn = (2n − 3)!/(n − 1)! for any n ≥ 2 and N1 = 1. We recover this result from
the interpretation of (10) in terms of generating function. Indeed,

SCyc(R•)(x) = log
1

1 − 1 − √
1 − 4x

2

= log
2

1 +
√

1 − 4x
= log

1 − √
1 − 4x

2x
.

Hence,
SCyc(R•)(x) = log R(x), (11)

and the exact formula for Nn is obtained by expanding the function as a Taylor
series.

These numbers are also mentioned by Wolfdieter Lang in [15], see the
sequence below

1, 1, 3, 20, 210, 3024, 55440, 1235520, 32432400 A006963.

http://oeis.org/A006963
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We now have all the material to make explicit the isomorphisms suggested by
(5). To this aim we consider jewellery boxes which are sets of necklaces and forests
which are sequences of trees. More formally, in terms of combinatorial classes
we define J = Set(N ) and F = Seq(R•). Let jtof = jtoseqR• : J → F
and its inverse bijection ftoj = seqtojR• : F → J . An explicit isomorphism
rtof : R → F is obtained by removing the root to any tree in R. The reciprocal
isomorphism ftor : F → R consists in connecting all the trees of a given
sequence to an additional node called the root.

All these constructions are summarized in the following result which is a
corollary of Theorem 1.

Corollary 1. The maps which make commuting the following diagram are
explicit isomorphisms of combinatorial classes

J
jtof

�
ftoj

F
ftor

�
rtof

R. (12)

In Fig. 3 we illustrate the bijections from (12) using two examples.
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ftoj

ftor
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Fig. 3. A set of three labelled necklaces of planar trees (leftmost box) in bijection with a
forest of labelled trees (middle box) in bijection with a rooted labelled tree (rightmost
box). In the upper part of the figure the cycles are {({1, 5, 2}), ({3, 4}), ({6}, {7})},
whereas in the lower part the cycles are {({1, 5, 2}), ({3, 4}), ({6}), ({7})}

4.4 Other Recursive Tree-Like Combinatorial Classes

The tree-like structure constructed from sequences is the most rigid one. It
involves rooted trees that are embedded in a plan in such a way that the branches
are always pointing downwards and so, the order of the sequences of the subtrees
is relevant. If we relax the constraint of the orientation of the branches then the
trees become invariant by rotation. In that context, a tree is a non-oriented graph
without cycle with a privileged vertex called a root. Each root can be seen as a
labeled necklace on which the subtrees are hanged, forming a sort of windmill
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(see Fig. 4 for examples). In other words, a tree is either an isolated root or a
root with a cycle of trees. The combinatorial class satisfies the isomorphism

W ≡ • � (• � Cyc(W)) , (13)

and its generating function satisfies

SW(x) = x

(
log

(
1

1 − SW(x)

)
+ 1

)
. (14)

Expanding both sides of the equation and identifying the coefficients, we get a
system, the resolution of which allows us to obtain the first cases of the enumer-
ation:

1, 2, 9, 68, 730, 10164, 173838, 3524688, 82627200, . . . A000169 [15]
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Fig. 4. The nine windmills of degree 3.

This is another example of a tree-like structure studied among others in [1].
Notice that no closed form for the generating function is known but there exists
a formula for the coefficients as a combination of Stirling numbers of first kind,

Wn =
n∑

i=0

i!
(n

i

)
sn−1,i, (15)

where sn,i denotes the (unsigned) Stirling number of first kind that counts the
number of permutations of n objects with exactly i cycles. Indeed, from (14),
SW(x) is the inverse of g(x) = x

1−log(1−x) for the composition. The Lagrange
inversion theorem [7] is a classical combinatorial tools allowing us to compute
the Taylor expansion of inverse function. In our case, the direct application of
the Lagrange inversion Theorem implies that

Wn =
(

d

dx

)n−1 (
x

g(x)

)n
∣∣∣∣∣
x=0

=
(

d

dx

)n−1 (
1 + log

(
1

1 − x

))n
∣∣∣∣∣
x=0

(16)

is the coefficient of xn−1 in
(
1 − log

(
1

1−x

))n

multiplied by (n − 1)!. Know-
ing that the exponential generating function of Stirling’s numbers si,k (k fixed)

http://oeis.org/A038037 
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is 1
k ! log

(
1

1−x

)k

=
∑

i si,k
xi

i! , an easy computation allows us to deduce (15)
from (16).

The last example we consider is the one where no more order constraints
are imposed on the sub-trees of the same node. In this context, a tree is a root
with a (possibly empty) set of trees. The trees of this kind can be drawn as
nesting of disjointed discs with numbered surfaces (see some examples in Fig. 5).
Notice that, in these examples nested disk configurations, of degree 3 are as
numerous as the windmills of degree 3 (see Fig. 4). Of course, this is not always
the case and generally, there are fewer nested discs configurations than windmills.
For instance, there are two windmills of degree 4 the roots of which is labeled
by 1 with three sub-windmills of degree 1 while there is only one nested discs
configuration the root of which is labeled by 1 containing three discs (see Fig. 6).

1
2 3

2
1 3

3
1 2

1

2 3

1

3 2

2

1 3

2

3 1

3

1 2

3

2 1

Fig. 5. The nine configurations of nested discs of degree 3.
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1

2 4 3

1
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3
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Fig. 6. Two windmills and one nested discs configuration.

The combinatorial class satisfies the isomorphism

Npt = • � Set(Npt),

and its generating series satisfies the functional equation

SNpt(x) = xeSNpt(x).

Solving these equation, one finds

SNpt(x) = −W (−x),

where W (x) denotes the Lambert W function that is the principal branch of the
functional inverse of x → xex [3]. The Taylor expansion of W (x) is obtained by
applying Lagrange inversion Theorem and implies Nptn = nn−1. The sequence
of the Nptn’s can also be found in [15]:

1, 2, 9, 64, 625, 7776, 117649, 2097152, . . . A000169.

https://oeis.org/A000169
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Tight Bounds on the Coefficients
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Abstract. In this paper we compute the coefficients of the reliabil-
ity polynomial of a consecutive-k-out-of-n:F system, in Bernstein basis,
using the generalized Pascal coefficients. Based on well-known combina-
torial properties of the generalized Pascal triangle we determine simple
closed formulae for the reliability polynomial of a consecutive system for
particular ranges of k. Moreover, for the remaining ranges of k (where
we were not able to determine simple closed formulae), we establish easy
to calculate sharp bounds for the reliability polynomial of a consecutive
system.

Keywords: Consecutive systems · Generalized Pascal triangles ·
Bernstein basis · Reliability polynomial

1 Introduction

A relatively hidden gem of network reliability is represented by the class of
consecutive systems. They were introduced in 1980 as r-successive-out-of-n:F
systems [13], before being aptly renamed consecutive-k-out-of-n:F systems in
1981 [5]. Clearly, this type of redundancy scheme came reasonably late to the
“reliability table,” i.e., almost 30 years after the majority-voting and the multi-
plexing concepts (both gate-level based reliability schemes) were introduced by
von Neumann in January 1952.1 A printed version of those lectures was pub-
lished in April 1956 [21], followed in September 1956 by the introduction of
the hammock networks by Moore and Shannon [15] (the first device-level based
reliability scheme). For more information on consecutive systems the interested
reader should consult [3,11], while it is worth mentioning that the associated
probability problem was proposed and solved as early as 1718 by de Moivre [9]

1 John von Neumann presented his work in five seminal lectures at the California
Institute of Technology (Caltech) in January 1952. They are available, based on
the notes taken by R. S. Pierce, at https://sites.google.com/site/michaeldgodfrey/
vonneumann/vN Caltech Lecture.pdf.
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(see also [8]), with the associated graphs being proven most reliable in the late
90’s (see [10]).

Consecutive-k-out-of-n:F systems belong to the class of device-level based
reliability schemes (although “devices” might be quite complex entities), and
are aimed at communications, as opposed to gate-level based reliability schemes
which are targeting computations. Such systems can be abstracted as networks/
graphs, network reliability being a field pioneered by [15] and which has sig-
nificantly evolved ever since (see [4,7,17]). The fundamental problems in net-
work reliability are to determine: two-terminal, k-terminal, and all-terminal reli-
ability of a network, and are all known to be very difficult in general (#P-
complete [13,14,19,20]). That is why even the best algorithms are time consum-
ing [6,12,14], and lower and upper bounds were investigated as efficient alterna-
tives to exact but tedious computations. In the particular case of consecutive-
k-out-of-n:F systems, bounds have been reported staring from 1981 [5], and
improved over time (see [4,7,8,17,18]). A ‘midway path’ forward is to bound
the coefficients of the reliability polynomial [1,2,16], and follow with the exact
polynomial computations. All of these different approaches reveal wide trade-offs
between accuracy and time-complexity.

In this paper we are investigating a ‘midway path’ approach for the particular
case of consecutive-k-out-of-n:F systems, and we will show that most of the
coefficients can be quite easily computed exactly, while only a handful of them are
computationally demanding, but can be bounded by reasonably simple formulas.

1.1 Consecutive Systems

A consecutive-k-out-of-n:F system corresponds to a sequence of n independent,
identically distributed (i.i.d.) Bernoulli trials, with common probability of suc-
cess p, in which the system itself is deemed to have failed if the sequence includes
a run of at least k consecutive failures, and to have succeeded, otherwise. The
reliability of the system is the probability R(k, n; p) that it succeeds. We can
write this probability as a homogeneous polynomial of degree n in p and q,
where q = 1 − p, as follows:

R(k, n; p) =
n∑

i=0

Nn,k,ip
iqn−i, (1)

where Nn,k,i is the number of sequences of n trials that include exactly i suc-
cesses, in which the longest consecutive run of failures has length strictly less
than k.

1.2 Standard Multinomial Coefficient

A well known bins-and-balls counting problem that we consider here is the fol-
lowing. What is the number of ways in which n identical balls can be distributed
among a sequence of i distinct bins, such that bins may be empty, and no bin
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may contain more than k balls? The answer to this problem is given by the stan-
dard multinomial coefficient, denoted

(
i
n

)
k
. The algebraic description of

(
i
n

)
k

is
the following

(1 + z + z2 + · · · + zk)i =
∑

a≥0

(
i

a

)

k

za, (2)

with
(
i
a

)
1

the usual binomial coefficient and
(
i
a

)
k

= 0 for a > ik.
More generally, such objects are also known to count the number of A-

restricted compositions of an integer n into i parts. That is, the number of
ways,

(
i
n

)
(1)j∈A

, in which n can be written as the sum of a sequence of i integers
drawn from a given subset A ⊆ {0, 1, . . .}, with replacement (i.e., the order is
important). When A = {0, . . . , k}, we simply use the

(
i
n

)
k

notation.

2 Results

Theorem 1. We have

Nn,k,i = [zn−i](1 + z + · · · + zk−1)i+1

= [zi]zn−(k−1)(i+1)

(
1 − zk

1 − x

)i+1

,
(3)

where [zt]f(z) denotes the coefficient of zt in the formal power series expansion
of f(z) in powers of z.

Proof. Our proof is a combinatorial one, that is, we show that two counting
problems are identical. Fixing k, n and i, consider a sequence of n trials that
includes exactly i successes and in which all the runs of consecutive failures have
length at most k − 1. We may consider this sequence as a sequence of i+ 1 runs
of consecutive failures of lengths between 0 and k−1 inclusive, each consecutive
pair of such runs separated by a single success, in which the total number of
failures is n− i. The number of such sequences, which is Nn,k,i, is therefore also
the number of ways in which n − i identical balls can be distributed among a
sequence of i + 1 distinct bins, such that bins may be empty, and no bin may
contain more than k−1 balls. The first equality in (3) now follows directly from
(2), and the second one follows from the identity [zn−i]f(z) = [zi](znf(1/z)).

2.1 Properties of the Reliability Polynomials

Theorem 2. Nn,k,i satisfy the following properties:

Nn,k,i = 0,∀i ≤ in,k �
⌊
n − k + 1

k

⌋
; (4)

=
(

n

n − i

)
,∀i ≥ n − k + 1; (5)

=
�n−i

k �∑

j=0

(−1)j
(
i + 1
j

)(
n − jk

i

)
,∀i ∈ {in,k + 1, . . . , n − k}. (6)
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Corollary 1. The reliability polynomial of a consecutive-k-out-of-n:F system

R(k, n; p) =
n∑

i=in,k+1

(
n

i

)
piqn−i−

n−k∑

i=in,k+1

�n−i
k �∑

j=1

(−1)j+1

(
i + 1
j

)(
n − jk

i

)
piqn−i.

(7)

Equation (6) gives the full description of the coefficient Nn,k,i regardless of
the values of k and n. However, by taking a closer look we can deduce simpler
expressions for some sub-sets of {in,k + 1, . . . , n − k}.
Corollary 2.

Nn,k,i =
(
n

i

)
− (i + 1)

(
n − k

i

)
,∀i ∈ {n − 2k + 1, . . . , n − k}; (8)

Nn,k,i =
(
n

i

)
− (i + 1)

(
n − k

i

)

+
(
i + 1

2

)(
n − 2k

i

)
,∀i ∈ {n − 3k + 1, . . . , n − 2k}.

(9)

Relying on these results we will analyze particular cases for a fixed n and k in
particular ranges. These analyses will lead to simple formulae for the coefficients,
and thus for the reliability of a consecutive system. Let us begin with k ∈
{1, 2, n}.
Proposition 1.

– For k = 1 Nn,1,i = 0,∀i �= n, and Nn,k,n = 1 and

R(1, n; p) = pn. (10)

– For k = 2 Nn,2,i =
(
i+1
n−i

)
for 0 ≤ i ≤ n, and

R(2, n; p) =
n∑

i=0

(
i + 1
n − i

)
piqn−i. (11)

– For k = n Nn,n,i =
(
n
i

)
,∀i ≥ 1, and Nn,n,0 = 0 and

R(n, n; p) =
n∑

i=1

(
n

i

)
piqn−i. (12)

Next, we consider the case when n − 2k < 0 in (8), and the case when
n − 3k < 0 in (9).
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Proposition 2.

– For any k ≥ �n
2 	 we have Nn,k,i =

(
n
i

)
,∀i > n − k, and Nn,k,i =

(
n
i

) − (i +
1)

(
n−k
i

)
,∀i ∈ {n−k+1

k , . . . , n − k + 1}. It follows that

R(k, n; p) =
n∑

i=in,k+1

(
n

i

)
piqn−i −

n−k∑

i=in,k+1

(i + 1)
(
n − k

i

)
piqn−i. (13)

– For any �n
3 	 ≤ k < �n

2 	 we have Nn,k,i =
(
n
i

)
,∀i > n − k, Nn,k,i =

(
n
i

) −
(i + 1)

(
n−k
i

)
,∀i ∈ {n − 2k + 1, . . . , n − k}, and Nn,k,i =

(
n
i

) − (i + 1)
(
n−k
i

)
+(

i+1
2

)(
n−2k

i

)
,∀i ∈ {n−k+1

k , . . . , n − 2k}. This implies

R(k, n; p) =
n∑

i=in,k+1

(
n

i

)
piqn−i −

n−k∑

i=in,k+1

(i + 1)
(
n − k

i

)
piqn−i

+
n−2k∑

i=in,k+1

(
i + 1

2

)(
n − 2k

i

)
piqn−i.

(14)

We now use the fact that Nn,k,i can be efficiently computed for any n and k
when i ≥ �n

3 	, to establish new bounds on the remaining coefficients.

Proposition 3. For any k < �n
3 	 and ∀i ∈ {in,k + 1, . . . , n − 3k}

Nn,k,i ≤
(
n

i

)
− (i + 1)

(
n − k

i

)
+

(
i + 1

2

)(
n − 2k

i

)

Nn,k,i ≥
(
n

i

)
− (i + 1)

(
n − k

i

)
.

(15)

Straightforward, we now define for any k < �n
3 	 and ∀i ∈ {in,k+1, . . . , n−3k}

the upper and lower bounds as

Un,k,i � min
{(

n

i

)
,

(
n

i

)
− (i + 1)

(
n − k

i

)
+

(
i + 1

2

)(
n − 2k

i

)}
(16)

Ln,k,i � max
{

0,
(
n

i

)
− (i + 1)

(
n − k

i

)}
. (17)

3 Simulations

We have performed a series of simulations to test our results. We illustrate here
only a small part of those, more exactly for n ∈ {16, 32, 64}.

In Fig. 1 we plot R(k, n; p) (i.e., R(k, 16; p) (1a), R(k, 32; p) (1c), and
R(k, 64; p) (1e), as well as the relative errors of the approximation of Nn,k,i

using Ln,k,i and Un,k,i in Figs. (1b), (1d), and (1f). More precisely, we plot
1 − Ln,k,i/Nn,k,i for k ≥ �n/2	 (light magenta) and 2 < k < �n/3	, and
1 − Un,k,i/Nn,k,i for �n/3	 ≤ k < �n/2	 (dark magenta).
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Fig. 1. R(k, n; p) for: (a) n = 16, (c) n = 32, and (e) n = 64, as well as the relative
errors for: Nn,k,i for (b) n = 16, (d) n = 32, and (f) n = 64.
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Remarks

– The flat surfaces in Figs. 1b, 1d, and 1f (green and magenta), show that
the coefficients Nn,k,i are computed exactly. This is a direct consequence of
Proposition 2.

– Focusing our attention on the case 2 < k < �n/3	, the absolute errors are
different than 0 in only a few cases.

– The number of coefficients which are computed exactly (dark blue) is signif-
icantly larger than the number of approximated coefficients, e.g., for n = 32,
almost 81% are computed exactly (187 out of 231).

– The number of approximated coefficients is a decreasing function of k.
Hence, as k is approaching n/3, the number of exactly computed coefficients
increases. For example, for n = 32 and k = 9 slightly over 90% of the coeffi-
cients are computed exactly (30 out of 33).

– The worst approximation with respect to the absolute error (Nn,k,i − Ln,k,i)
is achieved for k = 3, and any n ≤ 64.

That is why we have decided to plot the exact reliability polynomial (red)
together with the reliability polynomials obtained using the upper (green) and
the lower (blue) bounds for k = 3 and n = 16 (Fig. 2). Notice in Fig. (2a) that
from p ≥ 0.5 the approximations are practically overlapping with the exact
reliability, while for smaller values of p the behaviour of the two bounds can be
seen in Fig. (2b).
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Fig. 2. Reliability of a consecutive-3-out-of-16:F system, and its upper and lower
bounds: (a) linear scale, and (b) logarithmic scale.

Finally, Fig. 3 details the exact coefficients (yellow), as well as their lower
(blue) and upper (green) bounds, on top of the corresponding binomial coeffi-
cients (red), in both linear and logarithmic scales.
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Fig. 3. Nn,k,i, Ln,k,i, Un,k,i, and
(
n
i

)
in linear scale (left) and logarithmic scale (right)

for: (a)–(b) n = 16, (c)–(d) n = 32, and (e)–(f) n = 64.

4 Conclusions

In this paper, we have determined closed formulae for the reliability of a consec-
utive k-out-of-n:F system expressed in the Bernstein basis. Based on the proper-
ties of the coefficients, we have proposed simple and easy to compute formulae for
all k ≥ �n/3	. For the remaining range of values, namely for 3 ≤ k < �n/3	, we
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have proposed lower and upper bounds on the coefficients, and thus bounds on
reliability. These bounds have several interesting properties, becoming sharper
and sharper as n gets larger, while requiring lower and lower computation work
factors.

The approach we have presented here opens the road to a new research direc-
tion in the area of consecutive systems. To our knowledge this is the first time
bounding/approximating techniques have been used selectively only on a few
of the coefficients of a consecutive system, rather than bounding the reliability
polynomial. Detailed estimates of the trade-offs between computation complexity
and accuracy of approximations have to be evaluated against previously pub-
lished results for a better understanding of the advantages and disadvantages of
the proposed approach (not included due to space limitations).
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Reliability of Two-Terminal Networks
Equivalent to Small Optimal Sorting Nets

Simon R. Cowell , Mariana Nagy , and Valeriu Beiu(B)

“Aurel Vlaicu” University of Arad, 310330 Arad, Romania
{simon.cowell,mariana.nagy,valeriu.beiu}@uav.ro

Abstract. Sorting networks are a special case of “oblivious” sorting algorithms
that can be implemented directly in hardware. Their underlying non-plane con-
nectivity graph representations can be mapped onto a certain class of minimal
two-terminal networks, allowing us to associate a two-terminal reliability polyno-
mial to any (optimal) sorting network connectivity graph. This class of networks
is interesting in that it intersects the class of “matchstick minimal” two-terminal
networks (which includes the planar Moore-Shannon hammocks), yet neither of
these two classes contains the other.We compare the two-terminal reliability poly-
nomials associated in this manner to small optimal sorting network connectivity
graphs, with the reliability polynomials of Moore-Shannon hammock networks
of equivalent dimensions.

Keywords: Sorting networks · Two-terminal networks · Minimal networks ·
Reliability polynomials

1 Minimal Two-Terminal Networks

A two-terminal network N is essentially a graph, possibly having multiple edges (with
their own identity), in which two vertices are nominated as the “terminals,” normally
denoted by S (the source) and T (the terminus). The “reliability” of such a network is the
probability Rel(N ; p) that the two terminals (S and T ) belong in the same component
of a random sub-graph, each of the original n edges being present with probability p,
independently of the other edges [1]. This turns out to be a polynomial of degree n
in p [2, 3]. Alternately, Rel(N ; p) can be written in a unique way as a homogeneous
polynomial of degree n in p and q (denoted as Rel(N ; p, q)), where q = 1−p. The latter
form Rel(N ; p, q) is particularly convenient, since its coefficients count the numbers
of a certain family of subsets of the original edges, and also since this form turns out
to be numerically stable when evaluated on a computer (which is due to the fact that
Rel(N ; p, q) is in Bernstein form).

A “minimal” two-terminal network, of “width” w and “length” l (a term coined by
Moore and Shannon [4]), is a two-terminal network Nw,l with minimally many edges,
with respect to having those given width and length, i.e., n = w × l. The width w and
length l (non-negative integers) are parameters of the graph relating to its two-terminal
st-connectivity. Moore and Shannon characterized minimal two-terminal networks as
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being precisely those that are isomorphic to any one of the following graphs. Start with
w copies of a path graph of l edges, and joinw of the degree-1 vertices as a single vertex,
and similarly for the remaining w degree-1 vertices, resulting in a “parallel-of-series”
(PoS) graph. Nominate the two newly-made vertices as the terminals S and T . Let P
be the partition of the remaining vertices according to their path-distance from a fixed
one of the two terminals. Arbitrarily partition each part of P itself, uniting vertices in a
common part.

In this paper, among the many minimal two-terminal networks we consider a special
class, introduced in [4], known as the “hammock” networks. These are planar, having a
brick-wall structure as shown in Fig. 1, and have recently been investigated and analyzed
in [5–9]. We denote a hammock of width w and length l byHw,l , or byH

+
w,l , accordingly

as the top “course of bricks” begins with a whole- or a half-brick, respectively. In fact,
Hw,l and H+

w,l are isomorphic, and hence have the same Rel
(
Hw,l; p, q

)
, if, and only if,

at least one of w or l is odd.

(a) (b) (c) 

(d) (e) 

Fig. 1. Hammock networks [5]: (a) H2,2; (b) H
+
2,2; (c) H3,3; (d) H4,4; and (e) H+

4,4.

2 Sorting Networks

Anotherwell-known type of network is represented by “sorting networks” [10–34]. They
are a particular type of oblivious sorting algorithm that can be implemented directly in
hardware [16], even exhibiting fault-tolerant properties [35–40]. They havew horizontal
rails alongwhich thew inputs start traveling from left to right, until they encounter a two-
input comparator (i.e., the simplest two-input sorting network). A two-input comparator
connects exactly two of the rails, and either preserves or exchanges the two incoming
values, such that the two outgoing values are sorted in a consistent way (e.g., in non-
decreasing order from top to bottom). The two-input comparators can be arranged in
columns, such that in each column, each rail is connected to at most one two-input
comparator. The two-input comparators in any given column operate independently of
each other, hence are running in parallel [17]. The minimum number of such columns
needed to sort the w inputs is known as the “depth” l′ (or delay) of the sorting network
(for many more details see [41]).



Reliability of Two-Terminal Networks 47

To deserve the modifier “sorting”, such a Sortw,l network must be guaranteed to sort
all possible inputs, which happens if, and only if, it correctly sorts all the 2w possible
binary inputs [12, 19]. Two notions of optimality have been considered in connection to
Sortw,l : (i) minimality with respect to number of comparators (smallest network) [42];
and (ii) minimality with respect to depth/delay (fastest network) [43].

3 Representations of Networks

Sorting networks Sortw,l are often represented either by a diagram of the structure of
the network, or by a list of lists of pairs of integers, the j-th list of pairs corresponding
to the j-th column, each pair in that list representing a two-input comparator, and the
integers in that pair corresponding to the indices (counting w from top to bottom) of the
horizontal rails connected by that two-input comparator [44]. Here we have chosen a
few small sorting networks that are optimal in both senses simultaneously. We denote
each one by Sortw,l , where w is the number of inputs and l = l′ + 1:

It is worth mentioning that many networks might be non-plane (of drawings of
graphs), meaning being drawn in a way that is not a planar embedding, i.e., in a way that
has edge crossings (see https://en.wikipedia.org/wiki/Planar_graph). Minimal networks
that are not matchstick minimal (e.g., most of the sorting networks) may or may not
be planar. The usual drawings of them are non-plane, but this does not guarantee that
they have no planar embedding. Additionally, identifying optimal sorting networks for
large w is far from trivial, and sustained efforts have been dedicated to this task with
unexpectedly slow progress over time [12–34]. It is worth mentioning that whenw = 10
we have two optimal sorting networks, one which is the smallest, i.e., achieving the
minimum number of comparators (29 comparators in depth = 8), and another one
which is the fastest, i.e., achieving the smallest delay (depth = 7 with 31 comparators),
see [12, 18, 19, 26, 29, 33, 34].

A commonway to represent aminimal two-terminal network (Fig. 1), is by a diagram
very much like those used to represent sorting networks (Fig. 2). The horizontal rails
correspond to the original w path graphs of l edges, and the comparators correspond to
2-element parts of partitions of the set of vertices at a common distance from a given
terminal. Thus, any sorting network of depth l′ onw inputs is graph-equivalent to a certain
minimal two-terminal network of width w and length l = l′ + 1. Note that the vertex
partitions of that minimal two-terminal network necessarily have only parts of size 1 or
2, and conversely, any minimal two-terminal network of that kind is graph-equivalent to
a potential sorting network of depth l′ on w inputs.

Let us consider a network sorting w inputs. For each i ∈ {1, . . . ,w}, let ki be the
number of distinct paths of length l from S to T that start on the i-th input. Considering
that a sorting network must correctly sort any of the w! permutations of the input vector
(1, 2, . . . ,w), the number of distinct sequences of paths (p1, . . . , pw), where pi is a path
of length l from S to T starting at the i-th input, must be at least w!, therefore

w! ≤
∏w

i=1
ki. (1)

https://en.wikipedia.org/wiki/Planar_graph
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(a) (b) 

(c) (d) 

(e) (f)

(g) (h)

Fig. 2. Optimal sorting networks [44] for w = 2, 3, . . . , 9: (a) Sort2,2; (b) Sort3,4; (c) Sort4,4;
(d) Sort5,6; (e) Sort6,6; (f) Sort7,7; (g) Sort8,7; and (h) Sort9,8.

However, since the i-th input must be sorted into any of the w outputs (as necessary), it
follows that

ki ≥ w (2)

and
∏w

i=1
ki ≥ ww. (3)

Since ww ≥ w! (the inequality being strict precisely when w > 1), Eq. (3) gives a better
bound on

∏w
i=1 ki than does Eq. (1).

From the reliability point of view, the first coefficient Nl of a reliability polynomial
(in Bernstein form) counts the number of distinct length-l paths from S to T , and is
therefore equal to

∑w
i=1 ki. Therefore, from Eq. (2) we have

Nl ≥ w2. (4)
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Unfortunately, by applying the inequalities of the arithmetic and geometric means we
do not improve on this, as simply recovering Eq. (4) as follows

Nl =
∑w

i=1
ki ≥ w

(
w

√∏w

i=1
ki

)

≥ w
(

w
√
ww

)
= w2. (5)

The main reason for the next steps of this investigation is to draw attention to the
unexpected eminence optimal sorting nets seem to play for the wholly different field
of highly reliable minimal two-terminal networks envisioned for binary computations.
That is why in the following we will study the reliability of the four smallest optimal
sorting networks for w = 2, 3, 4, 5, i.e., Sort2,2, Sort3,4, Sort4,4, and Sort5,6. These are
all optimal with respect to both size (number of comparators) and depth (number of
layers). We will compare them to Moore-Shannon hammocks Hw,l (or H

+
w,l) of corre-

sponding w and l. We will also compare their exact reliability polynomials with two
other polynomials that approximate Rel

(
Hw,l; p, q

)
, namely: (i) Hermite polynomials

introduced in [7]; and (ii) regularized incomplete beta functions studied in [9].

4 Simulations and Comparisons

In this section we present detailed simulations for Sort2,2, Sort3,4, Sort4,4, Sort5,6, and
the equivalent H+

2,2, H3,4, H
+
4,4, H5,6 (exact reliability polynomials are determined in

[5]). The polynomials we have determined are as follows:

(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)
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(15)

(16)

(17)

For each of the four optimal sorting networks considered (Sort2,2, Sort3,4, Sort4,4,
Sort5,6), we plot in Fig. 3 the reliability of a minimal two-terminal network having the
same topology, together with the reliability of aMoore-Shannon hammock of equivalent
dimensions, as well as the approximations to the hammock reliability polynomial by a
Hermite polynomial [8] and by a regularized incomplete beta function (with positive
integer parameters) [9]. In Fig. 4 we show the absolute and relative errors between each
of these polynomials and the reliability polynomials of the equivalent hammocks.

As can be seen, the reliability polynomials corresponding to Sort2,2 and Sort3,4 coin-
cide with those of H+

2,2 and H3,4 (the underlying graphs being isomorphic). For Sort4,4
and Sort5,6 we see that their corresponding reliability polynomials closely follow H+

4,4
and H5,6, even more closely than two approximations to Rel

(
Hw,l; p, q

)
. Unfortunately,

because we know of no efficient algorithms for computing the reliability polynomials
corresponding to optimal sorting networks this has no immediate practical application
to approximating Rel

(
Hw,l; p, q

)
. On the other hand, it is of theoretical interest, since

it suggests that certain underlying graph qualities that make for an optimal sorting
network also make for a highly reliable two-terminal network.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 3. Reliability of graph-equivalent optimal sorting networks (Sort2,2, Sort3,4, Sort4,4,
Sort5,6), hammocks (H+

2,2, H3,4, H
+
4,4, H5,6) as well as two approximations (Hermite and beta

distribution), versus p in both linear (left column) and logarithmic (right column) scales.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 4. Absolute (left column) and relative (right column) errors between the reliability of ham-
mocks (H+

2,2, H3,4, H
+
4,4, H5,6) and the reliability of graph-equivalent optimal sorting net-

works (Sort2,2, Sort3,4, Sort4,4, Sort5,6), as well as of two approximations (Hermite and beta
distribution), versus p.



Reliability of Two-Terminal Networks 53

5 Conclusions

We observe that Moore’s and Shannon’s motivation for designing hammock networks
[4] was to obtain a network that is very likely to admit a connection between its terminals
S and T , provided that the edges are reasonably likely to be present, and at the same time
very likely not to admit a connection between its terminals, provided that the edges are
reasonably likely to be absent. All our studies to date [5–7] have shown that hammocks
are optimal in this regard, although we (still) have no theoretical explanation for this
phenomenon, as yet.

The current investigation was started from one particular sorting network, namely
the one based on odd-even transposition sort [19]. This type of sorting network leads
to a brick-wall graph identical to hammocks. We were curious to see if (some) optimal
sorting networks might do better, i.e., be more reliable than hammocks—as odd-even
transposition sort is not an optimal sorting network. Obviously, this investigation is in its
early stages, arguing through simulations in support of such empirical observations and
conjectures, while theoretical proofs are still pending. The aim is to draw the attention
of more researchers to look into the unexplored issues presented here, as the associated
problems are known to be far from trivial (computing exactly the reliability polynomials
for n = wl > 64 is difficult, becoming daunting for n > 128, and basically impos-
sible for n > 256, as the problems are #P-complete). Still, the preliminary simulation
results reported here show that the smallest optimal sorting networks do not surpass
the hammocks with respect to reliability, hence reinforcing our previous conjecture that
hammocks might be the best.

Acknowledgements. This research was supported by the EU through the European Regional
Development Fund under the Competitiveness Operational Program (BioCell-NanoART = Novel
Bio-inspired Cellular Nano-Architectures, POC-A1.1.4-E-2015 nr. 30/01.09.2016).
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Abstract. (https://www.ibm.com/quantum-computing/) represents a
great opportunity offered by IBM to the quantum research community allow-
ing running experiments, through a web interface, on several of their quantum
systems on the cloud. One of the great technical challenges tomaking viable quan-
tum computers is their qubit fidelity (quality/reliability) together with a plethora
of error correction techniques—which, obviously, link to reliability theory. Ham-
mock networks (a device-level alternative to gate-level reliability schemes) have
shown outstanding reliability enhancements in the classical digital domain (e.g.,
about two-orders of magnitude better than gate-level von Neumann multiplex-
ing). In spite of such performances, device-level reliability schemes in general,
and hammock networks in particular, have never been assessed for quantum com-
putations. A likely explanation is that device-level reliability seems much more
akin to topological quantum computing concepts. That is why we have decided
to test if and how much hammock networks might help in the quantum realm.
Instead of theoretical analyses we have decided to perform simulations on
(unfortunately still gate-level constrained), and we report our preliminary findings
in this paper.

Keywords: Reliability · Hammock networks · Quantum computing ·

1 Introduction

Today, quantum computing is certainly an extremely hot topic, which had reasonably
modest beginnings [1–4], of interest only to a handful of physicists.Nowadays, it is taught
[5], along many early possible implementations, e.g., [6, 7]. Since the very beginning,
a major foreseeable obstacle was represented by errors [4, 8], an aspect which is still
haunting us even now. In spite of such concerns, clever algorithms have been invented
[9, 10], which were able to show advantages making top-level research worth pursuing
and financing. The field is now experiencing a Cambrian explosion, and the relatively
long list of references [11–86] (which was kept chronological) is in fact just a small
selective sample of what it is being published lately.

Because has made it possible to perform simulations on quantum circuits we
have decided to investigate how a particular type of network known as hammock (see
[87–90]) could help, and started this preliminary investigation.
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I. Dzitac et al. (Eds.): ICCCC 2020, AISC 1243, pp. 57–69, 2021.
https://doi.org/10.1007/978-3-030-53651-0_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-53651-0_5&domain=pdf
http://orcid.org/0000-0002-5220-1133
http://orcid.org/0000-0001-8185-956X
https://www.ibm.com/quantum-computing/
https://doi.org/10.1007/978-3-030-53651-0_5


58 S. Hoară et al.

2 Quantum Simulations on IBM Q

We have started by simulating very simple circuits with one or two gates, which were
placed in series or/and in parallel. To these we have added either a swap (SW) or a CNOT
gate. Obviously the SW gate got transpiled in 3 CNOT gates, which has to be properly
accounted for (Fig. 1, Fig. 2, Fig. 3, Fig. 4 and Fig. 5).
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Fig. 1. Circuits 1X, 2X, X-SW, XX-SW as well as transpiled X-SW and XX-SW.

Fig. 2. Circuits for SW and CNOT as well as transpiled SW and CNOT.
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Fig. 3. Circuits for X-CNOT and XX-CNOT as well as their transpiled versions.
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Fig. 4. Repetitive circuits: 4x4 X-SW (two versions) and 4x4 X-CNOT, together with their
transpiled versions.
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Fig. 5. Slightly larger repetitive circuits: 4x8 X-SW and 4x8 X-CNOT, together with their
transpiled versions.

3 Results

All the (test) circuits presented above were run on the same quantum circuit (Melbourne)
and each runwas in fact 8192MonteCarlo runs. In the followingwepresent only a sample
of the results we have gathered, as more than 2 million simulations have been performed
(Tables 1, 2 and 3).

Table 1. X & XX.

X XX

0 #1 4.150 99.548

#2 5.884 99.121

#3 5.676 99.646

#4 6.360 99.512

Avg. 5.518 99.457

1 #1 95.850 0.452

#2 94.116 0.879

#3 94.324 0.354

#4 93.640 0.488

Avg. 94.483 0.543
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Table 2. SW, CNOT, X-SW-X, X-CNOT-X, XX-SW-XX, and XX-CNOT-XX.

SW CNOT X-SW-X X-CNOT-X XX-SW-XX XX-CNOT-XX

00 #1 92.383 96.960 1.843 6.934 94.702 97.180

#2 92.603 97.107 2.136 7.117 92.273 96.960

#3 92.371 97.839 1.953 3.809 93.835 97.253

#4 92.480 97.375 1.514 3.320 93.762 97.266

Avg. 01 92.459 97.320 1.861 5.295 93.643 97.165

#1 3.223 0.354 5.640 90.625 2.832 0.256

#2 2.600 0.366 7.422 89.795 4.259 0.305

#3 3.088 0.281 7.263 93.640 3.321 0.208

#4 2.991 0.256 6.75 94.055 3.308 0.171

Avg. 10 2.976 0.314 6.768 92.029 3.497 0.235

#1 3.320 2.087 8.813 0.879 1.904 2.222

#2 3.625 1.941 10.425 0.952 2.209 2.087

#3 3.442 1.367 5.993 0.781 1.733 2.039

#4 3.308 2.075 6.543 0.781 1.892 2.002

Avg. 11 3.424 1.868 7.928 0.848 1.934 2.088

#1 1.074 0.598 83.704 1.563 0.562 0.342

#2 1.172 0.586 80.017 2.136 0.989 0.647

#3 1.099 0.513 84.851 1.770 1.111 0.500

#4 1.221 0.293 85.193 1.843 1.038 0.562

Avg. 1.142 0.498 83.441 1.828 0.903 0.513

The following tables present for each circuit 4 successive runs (#1,#2, #3, and #4)
of 8192 Monte Carlo each, as well as their average.
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Table 3. a) 4x4-X: +SW, +CNOT, +SW+3ID; and b) 4x4-XX: +SW, +CNOT, +SW+3ID.

SWa) CNOTa) SW+3IDa) SWb) CNOTb) SW+3IDb)

0000 #1 66.638 2.319 58.911 0.330 1.536 1.331

#2 71.484 2.454 56.848 1.038 1.624 1.318

#3 72.900 2.209 60.437 1.624 1.575 0.940

#4 69.920 2.319 58.472 1.580 1.868 1.367

Avg. 0001 70.236 2.325 58.667 1.143 1.651 1.239

#1 5.151 0.610 5.627 0.854 2.759 2.429

#2 4.773 0.867 5.884 0.330 3.015 2.393

#3 4.138 0.739 4.919 0.598 2.759 2.173

#4 4.773 0.806 5.176 0.366 2.454 2.271

Avg. 0010 4.709 0.756 5.402 0.537 2.747 2.317

#1 7.629 1.746 6.250 0.830 2.588 2.405

#2 5.713 2.014 6.372 3.357 2.869 2.441

#3 7.336 2.124 6.360 3.174 2.917 2.380

#4 5.627 2.002 6.360 3.040 2.734 2.380

Avg. 0011 7.629 1.972 6.336 2.600 2.777 2.402

#1 1.648 0.037 1.184 2.661 4.419 4.318

#2 1.160 0.085 1.355 1.001 4.272 3.894

#3 1.257 0.098 1.697 1.111 4.956 3.748

#4 1.160 0.061 1.501 0.977 4.284 4.456

Avg. 0100 1.306 0.070 1.434 1.438 4.483 4.059

#1 4.810 11.646 4.504 0.732 1.782 1.648

#2 4.834 11.047 5.090 3.564 1.929 1.587

#3 4.590 10.693 4.150 4.553 1.807 1.624

#4 6.384 11.426 4.321 3.882 2.063 1.648

Avg. 0101 5.155 11.203 4.516 3.183 1.895 1.627

#1 2.637 0.049 3.027 2.930 4.541 4.333

#2 2.490 0.061 3.235 0.562 4.517 4.297

#3 1.294 0.061 2.893 1.306 4.309 4.626

#4 1.782 0.061 2.759 0.903 4.504 4.443

Avg. 0110 2.051 0.058 2.979 1.425 4.468 4.425

#1 0.537 0.574 0.488 2.808 3.257 3.625

#2 0.574 0.464 0.708 14.709 3.137 2.771

(continued)
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Table 3. (continued)

SWa) CNOTa) SW+3IDa) SWb) CNOTb) SW+3IDb)

#3 0.623 0.562 0.537 11.462 3.748 3.650

#4 0.562 0.586 0.464 11.365 3.320 3.589

Avg. 0111 0.574 0.547 0.549 10.086 3.366 3.409

#1 0.281 0.159 0.415 10.913 9.045 9.436

#2 0.439 0.110 0.526 1.990 8.728 10.205

#3 0.208 0.232 0.476 2.734 8.862 9.912

#4 0.293 0.244 0.330 2.368 9.192 9.143

Avg. 1000 0.305 0.186 0.437 4.501 8.957 9.674

#1 4.346 5.493 9.363 0.818 2.527 2.222

#2 3.345 5.627 8.972 2.673 2.747 2.075

#3 3.821 5.408 8.948 3.894 3.210 2.295

#4 4.309 5.017 10.571 3.845 2.832 2.307

Avg. 1001 3.955 5.386 9.464 2.808 2.829 2.225

#1 1.013 0.061 2.002 2.222 4.858 5.066

#2 0.842 0.037 2.283 0.574 5.176 4.907

#3 0.769 0.085 2.405 1.196 4.932 2.431

#4 1.501 0.049 2.356 0.879 5.200 4.675

Avg. 1010 1.031 0.058 2.262 1.218 5.042 4.270

#1 1.512 0.378 2.063 2.563 5.481 5.042

#2 0.928 0.354 1.831 7.092 4.968 4.321

#3 1.208 0.525 1.672 7.886 5.847 4.956

#4 1.208 0.354 1.978 8.508 5.542 4.382

Avg. 1011 1.211 0.403 1.886 6.512 5.460 4.675

#1 0.281 0.049 1.392 7.544 12.024 10.278

#2 0.244 0.098 1.318 2.734 11.475 10.583

#3 0.195 0.049 1.147 2.979 12.292 10.901

#4 0.269 0.085 1.331 2.600 12.024 11.316

Avg. 1100 0.247 0.070 1.297 3.964 11.954 10.770

#1 2.612 72.412 3.503 2.222 3.394 2.893

#2 2.429 72.278 3.711 6.445 3.540 3.052

#3 1.282 72.620 2.893 9.229 3.223 3.333

#4 1.587 72.217 2.905 7.629 3.894 3.162

(continued)
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Table 3. (continued)

SWa) CNOTa) SW+3IDa) SWb) CNOTb) SW+3IDb)

Avg. 1101 1.978 72.382 3.253 6.381 3.513 3.110

#1 0.427 0.439 0.903 6.433 7.385 7.751

#2 0.281 0.269 0.977 1.358 7.751 7.678

#3 0.208 0.256 0.635 3.149 7.190 7.593

#4 0.256 0.220 0.745 2.161 7.336 7.617

Avg. 1110 0.293 0.296 0.815 3.320 7.416 7.660

#1 0.378 3.003 0.256 8.020 6.494 5.542

#2 0.305 3.162 0.562 47.75 6.689 6.421

#3 0.134 3.247 0.586 39.136 6.982 6.494

#4 0.208 3.467 0.464 43.689 7.104 6.482

Avg. 1111 0.256 3.220 0.467 34.638 6.817 6.235

#1 0.110 1.025 0.110 48.120 27.893 31.860

#2 0.159 1.074 0.293 4.688 27.563 32.056

#3 0.037 1.099 0.244 5.969 25.391 30.945

#4 0.159 1.086 0.269 6.201 25.684 30.762

Avg. 0.116 1.071 0.229 16.245 26.633 31.406

4 Conclusions

The Monte Carlo simulations of small and repetitive regular structures have revealed
that:

• On IBMQ it is not currently possible to do single runs, a fact which would be helpful
for better estimating variations and their associated distributions;

• The probabilities of failures of toy circuits made of sequentially connected elementary
quantum gates is not following the classical equations for the probability of failure of
serial/parallel connected elements;

• It is clear that correlations are playing a (significant) role, which explain the
discrepancies mentioned above;

• It seems that the particular architecture of the quantum chip on which the designs
were run, as well as the particular mapping onto the qubits, are affecting the overall
reliability of the circuits;

• All the aspects mentioned/identified contribute to creating a better/clearer picture;
which unfortunately looks like way more complex than expected.
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The major missing element is represented by the spread/distribution of variations
(which should be estimated). The other element of interest is represented by correla-
tions with respect to different possible mappings, which will also have to be evalu-
ated/estimated. This will require many simulations of the same (simple) circuits when
mapped differently onto qubits, hence although this work has gathered about 2 million
Monte Carlo simulations under its belt, way more are needed.
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90. Cowell, S.R., Beiu, V., Dăuş, L., Poulin, P.: On the exact reliability enhancements of small
hammock networks. IEEE Access 6, 25411–25426 (2018). https://doi.org/10.1109/ACCESS.
2018.2828036

https://doi.org/10.1116/1.5112027
https://doi.org/10.1038/d41586-019-02935-4
https://arxiv.org/abs/1912.09549
https://arxiv.org/abs/1912.01299
https://www.cbinsights.com/research/report/quantum-computing/
https://ec.europa.eu/newsroom/dae/document.cfm%3fdoc_id%3d65402
https://arxiv.org/abs/2002.05559
https://doi.org/10.1038/s41586-020-1976-7
https://doi.org/10.1038/s41586-020-2057-7
https://doi.org/10.1126/sciadv.aay3050
https://doi.org/10.1364/OPN.31.3.000042
https://doi.org/10.1126/sciadv.aaw4137
https://doi.org/10.1364/OPTICA.384118
https://doi.org/10.1109/MSPEC.2020.9055969
https://doi.org/10.1515/9781400882618-003
https://doi.org/10.1016/0016-0032(56)90559-2
https://doi.org/10.1007/s11786-018-0345-5
https://doi.org/10.1109/ACCESS.2018.2828036


Experimenting with Beta Distributions
for Approximating Hammocks’ Reliability

Simon R. Cowell , Sorin Hoară, and Valeriu Beiu(B)
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Abstract. It is a well-known fact that, in general, the combinatorial problem of
finding the reliability polynomial of a two-terminal network belongs to the class of
#P-complete problems. In particular, hammock (aka brick-wall) networks are par-
ticular two-terminal networks introduced by Moore and Shannon in 1956. Rather
unexpectedly, hammock networks seem to be ubiquitous, spanning from biology
(neural cytoskeleton) to quantum computing (layout of quantum gates). Because
computing exactly the reliability of large hammock networks seems unlikely (even
in the long term), the alternatives we are facing fall under approximation tech-
niques using: (i) simpler ‘equivalent’ networks; (ii) lower and upper bounds; (iii)
estimates of (some of) the coefficients; (iv) interpolation (e.g., Bézier, Hermite,
Lagrange, splines, etc.); and (v) combinations of (some of) the approaches men-
tioned above. In this paper we shall advocate—for the first time ever—for an
approximation based on an ‘equivalent’ statistical distribution. In particular, we
shall argue that as counting (lattice paths) is at the heart of the problem of esti-
mating reliability for such networks, the binomial distribution might be a (very)
good starting point. As the number of alternatives (lattice paths) gets larger and
larger, a continuous approximation like the normal distribution naturally comes to
mind. Still, as the number of alternatives (lattice paths) becomes humongous very
quickly, more accurate and flexible approximations might be needed. That is why
we put forward the beta distribution (as it can match the binomial distribution),
and we use it in conjunction with a few exact coefficients (which help fitting the
tails) to approximate the reliability of hammock networks.

Keywords: Network reliability · Hammock networks · Reliability polynomial ·
Approximations · Probability distributions

1 Introduction

The unrelenting pace of technological advances makes it possible to envisage 3 nm
processors in the not too distant future [1]. In fact, a 3 nm Gate-All-Around (GAA)
technology process development kit was announced in May 2019 [2], while a first pro-
totype has been reported in January 2020 [3]. There is a large body of evidence [4] that
the development of such minuscule devices leads to beneficial improvements of system
level performances (e.g., lower power consumption), but has challenging counter effects
(e.g., how to tame the statistical uncertainties unavoidable at the atomic scale) [5–7].
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Fundamentally, although at the system levelwe are treading on informationmeasured
in bits (a word put forward around late 1940s by JohnW. Tukey, cf. [8]), which are either
0 or 1, scaling is hampered by physical imperfections at the device and circuit levels
[9]. That is why the latest and mightiest chips (like, e.g., Cerebras Wafer Scale Engine,
having 1.2 trillion transistors [10]) had to address this challenge, and are incorporating
various types of redundancy (a trend started discreetly a long time ago with the parity
bit). A much less mature but aspiring contender is represented by quantum computing,
which lately has also been making big strides [11, 12]. In this case we are talking about
qubits (a word coined by Benjamin Schumacher in 1995 [13]), and statistics is now
the name of the game. Before going further it is worth quoting from John W. Tuckey:
“Far better an approximate answer to the right question, which is often vague, than an
exact answer to the wrong question, which can always be made precise” [14]. Although
pertaining to data analysis, this statement bears a lot of meaning for both software and
hardware, as advocated by this paper.

The solution to develop large scale reliable (hardware) systems in the face of sta-
tistical uncertainties is to design systems using schemes which can enhance reliabil-
ity. The majority-voting and multiplexing schemes (both at the gate-level) were pro-
posed by John von Neumann in five seminal lectures presented at Caltech in Jan-
uary 1952, https://sites.google.com/site/michaeldgodfrey/vonneumann/vN_Caltech_L
ecture.pdf. A printed version of those lectures was published in April 1956 [15], fol-
lowed in September 1956 by the pioneering hammock networks concept of Moore and
Shannon [16] (the first device-level based reliability scheme). The network reliability
field was born, and has been evolving ever since [17–20].

The basic questions in network reliability are related to two-terminal, k-terminal,
and all-terminal reliability of a given network. All of them are known to be #P-complete
in general [21–23], hence exact algorithms are way too slow even for small networks.
That is why lower and upper bounds were investigated as time-efficient alternatives [24],
with bounding or approximating the coefficients of the reliability polynomial as another
possible option [25–27].

(a) (b) 

Fig. 1. Hammock networks for w = l = 4 (see [16]): (a) H4,4 (S and T and 4 other nodes); and
(b) H+

4,4 (S and T and 5 other nodes).

In this paper the focus will be on hammock networks [16], which have started to be
investigated in details only lately [28–30]. Hammocks are two-terminal networks Hw,l ,
of width w and length l. Reliability (or probabilistic st-connectedness) is defined as the
probability that two nodes S (the source) and T (the terminus) can communicate (are

https://sites.google.com/site/michaeldgodfrey/vonneumann/vN_Caltech_Lecture.pdf
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connected). In fact, Hw,l are modeled as graphs in which nodes communicate through
n (= wl) edges (see Fig. 1, where edges are represented as resistors), edges which have
statistically independent probabilities of failing q = 1 − p (nodes are assumed to be
perfectly reliable).

2 A Fresh Take on Approximating the Reliability Polynomial

We have realized (about six years ago) that there are obvious similarities between relia-
bility polynomials h(p) (also Rel(p) or Rel(G; p)) and cumulative distribution functions
(cdfs) of random variables (rvs). This was not difficult to fathom as both are sigmoid
(S-shaped) functions embodying probabilities. Following on that observation, we did a
few preliminary simulations but have started only very recently to properly experiment
with approximating the two-terminal reliability of Moore-Shannon hammocks by the
cdf of various probability distributions.

We tried �
(
p−p0

σ

)
first, being the cdf of the normal distribution N

(
p0, σ 2

)
, where

the median p0 was found by solving numerically h(p0) = 1/2, and σ was chosen by
hand to produce a good fit. The results were quite promising. Looking for an explanation
why h(p) should resemble the cdf, we turned to the Binomial distribution

X ∼ Bin(n, p1), (1)

n being the number of edges in the graph underlying a Moore-Shannon hammock net-
work, reasoning that, in some sense, the connectivity of a random sub-graph of a given
graph correlates with the number of edges that are present, which follows a binomial
distribution, due to the customary assumption of independent, identically distributed
(i.i.d.) Boolean edges. All of these suggested that h(p) might have some connection, at
least, with X ∼ Bin(n, p1) for some p1.

One disadvantage of N
(
p0, σ 2

)
is that it is supported on the whole real line, whereas

h(p), and hence h′(p), are defined only for 0 ≤ p ≤ 1 (with h′(p) vanishing at the
endpoints of that interval). Another advantage of a binomial distribution, therefore, is
that its probability mass function (pmf) is compactly supported. Yet another reason
for trying a binomial distribution is that these are, notoriously, well approximated by
normal distributions, which we had already found to give promising results, in spite of
their disadvantages.

Our first attemptwithX ∼ Bin(n, p1)was to scale its cdf horizontally, approximating
h(p) by the piecewise constant function

f (p) = P(X ≤ pn). (2)

In order that f (p0) should approximately equal 1/2, we neededX to havemedian approx-
imately equal to p0n. However, any median of such an X lies between �np1� and �np1�,
so we set p1 = p0, and X ∼ Bin(n, p0). Having thus forced f (p) to have a median
similar to that of h(p), we found that the approximation was otherwise poor, the rate of
change of f at p0 being quite different from that of h at p0. Replacing X ∼ Bin(n, p0)
by X ∼ Bin(N , p0) and f (p) = P(X ≤ pn) by f (p) = P(X ≤ pN ), we found that,
choosing N by hand, we could greatly improve this. However, the optimal values of
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N being relatively low, the piecewise constant function f (p) was a relatively coarse
approximation to the continuous function h(p).

To solve this problem, we replaced the scaled Binomial distribution cdf f (p) =
P(X ≤ pN ), where X ∼ Bin(N , p0), by the regularised incomplete beta function

Ix(a, b) = B(x; a, b)
B(a, b)

(3)

where

B(a, b) =
∫ 1

0
ta−1(1 − t)b−1dt (4)

is the beta function (see [31] for a data fitting/analysis application), and

B(x; a, b) =
∫ x

0
ta−1(1 − t)b−1dt (5)

is the incomplete beta function. The reason being that, as iswell known, ifY ∼ Bin(m, r),
then for k ∈ {0, 1, 2, . . . ,m}

P(Y ≤ k) = I1−r(m − k, k + 1), (6)

hence I1−p0(N − pN , pN + 1) smoothly interpolates our piecewise constant function
f (p). We found that by using the optimal values of N that we had previously determined
by hand, I1−p0(N − pN , pN + 1) gave very good approximations to h(p).

At this point, we realized that in associating the cdf of a binomial distribution with
h(p), we had perhaps not made the most logical choice of parameter. Rather than fixing
p0 in X ∼ Bin(N , p0) and varying p in f (p) = P(X ≤ pN ), we decided instead to fix
a and let g(p) = P(Z ≥ a), while varying p in Z ∼ Bin(N , p). This would be a more
natural way to assert some correlation between the event that the two terminals (S and
T ) of a hammock network are connected, and the event that sufficiently many edges
are present in a random sub-graph of the graph underlying the hammock. This idea was
partly inspired by the work of Erdős, Rényi and Gilbert [32–34] in what is now known
as percolation theory in random graphs.
Since

P(Z ≥ a) = P(N − Z ≤ N − a) = P(W ≤ k), (7)

whereW = N − Z , k = N − a, andW ∼ Bin(N , 1 − p), and since, as noted above, we
can write

P(W ≤ k) = I1−(1−p)(N − k, k + 1) = Ip(N − k, k + 1), (8)

therefore, substituting b − 1 for k and a + b−1 for N , we have

P(Z ≥ a) = Ip(a, b), (9)

where Z ∼ Bin(a + b − 1, p).
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Equations (3)–(5) show that, in line with our initial ideas, the new approximation
Ip(a, b) for h(p) is indeed a cdf, not of a binomial distribution, but of the so-called beta
distribution whose probability density function (pdf) is

beta(a, b)(p) = (a + b − 1)!
(a − 1)!(b − 1)!p

a−1(1 − p)b−1. (10)

Indeed, for positive integers a and b, integrating by parts and then solving the resulting
recurrence relation, one can demonstrate directly that beta(a, b)(p) has cdf
∫ p

0
beta(a, b)(t)dt =

∑a+b−1

k=a

(
a + b − 1

k

)
pk(1 − p)a+b−1−k = P(Z ≥ a). (11)

where Z ∼ Bin(a + b − 1, p). This is one way to prove Eq. (6).
Bearing in mind that in future we may generalize to non-integer a and b by replacing

P(Z ≥ a) by Ip(a, b), our strategy in this paper was to choose integer parameters a
and b so that our approximation P(Z ≥ a) to h(p), where Z ∼ Bin(a + b − 1, p), is a
homogeneous polynomial of degree a + b − 1 in p and q, where q = 1 − p. Provided
a + b − 1 ≤ n, we can then multiply this polynomial by 1 = (p + q)n−a−b+1 to obtain
a homogeneous polynomial of degree n in p and q, so that we may easily compare the
coefficients of the latter with those of h(p, q) one by one—the expression of h(p) in the
scaled Bernstein basis of degree n. The resulting formula is:

P(Z ≥ a) =
∑n

k=a

∑min(n−a−b+1,k−a)

j=max(0,k−a−b+1)

(
n − a − b + 1

j

)(
a + b − 1
k − j

)
pkqn−k .

(12)

In case we are dealing with a self-dual hammock (see [28, 30]), we have h(p) =
1 − h(1 − p), hence h′(p) = h′(1 − p), i.e., h′(p) is symmetric about the line p = 1/2.
Therefore our approximation beta(a, b) to h′(p) should also be symmetric about that
line. For this we have to set a = b, which means, in this case, that we need only choose a
single integer parameter (a) rather than two (a and b). In particular, all square hammocks
of odd w and l are self-dual (see [28, 30]), and therefore allow us this simplification.

3 Simulations and Comparisons

In this section we present detailed simulations forH5,5, starting with the exact reliability
polynomial determined in [28]

h5,5(p, q) = 52p5q20 + 994p6q19 + 8983p7q18 + 50796p8q17 + 200559p9q16+
584302p10q15 + 1294750p11q14 + 2220298p12q13+
2980002p13q12 + 3162650p14q11 + 2684458p15q10+
1842416p16q9 + 1030779p17q8 + 471717p18q7 + 176106p19q6+
53078p20q5 + 12650p21q4 + 2300p22q3 + 300p23q2 + 25p24q+
p25. (13)
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Table 1. The reliability polynomial for H5,5 as well as several approximations. For simulations
we have not used the three approximations which are shaded.
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Promising approximation techniques are relying on:

• simpler ‘equivalent’ networks;
• upper/lower bounds;
• estimating/bounding the coefficients;
• interpolation (e.g., Hermite, Lagrange, splines, etc.); and
• combinations of these methods.

Looking into the literature published on hammock networks we have found a very
fresh Hermite interpolation [35]

Hermitew,l(p, q) = pl
[∑w−1

i=0

(
i + l − 1
l − 1

)
qi

]
(14)

as well as a novel cubic spline interpolation [36].
The reliability polynomial together with the approximations we have used in this

paper are presented in Table 1. This table includes several versions of the same type of
approximation, where the first and second non-zero coefficients (red), as well as the asso-
ciated symmetric coefficients (red), were forced to match the exact values determined
in [29, 35]. For beta, forcing these coefficients allow us to fit the tails.

Detailed simulations are presented as follows. In Fig. 2 we can see five of the poly-
nomials detailed in Table 1, together with the continuous beta function, plotted in both
linear and logarithmic scale. From Fig. 2(a) it would seem that, with the exception of the
cubic spline, all other approximations are performing quite well. Still, from Fig. 2(b),
the cubic spline approximation is outstanding for p < 0.1, while beta25(6,6) is clearly
not that good. By adjusting/forcing the first and second non-zero coefficients for both
the Hermite25 and the beta25 approximation they are becoming excellent themselves (for
p < 0.1). An even more detailed understanding can be grasped from Fig. 3, where the
absolute and relative errors are plotted in Figs. 3(a) and 3(b) respectively, with zooms
on the regions of interest in Figs. 3(c) and 3(d). All of these unambiguously show that
beta25(6,6) adjusted (red line) is outperforming all other approximations.

Another perspective on the approximations from Table 1 has been obtained by plot-
ting all the 26 coefficients of the polynomials under test, allowing for a one-on-one
comparison. Figure 4 presents stair-step plots of the coefficients of the different polyno-
mials together with the corresponding binomial coefficients in cyan (as polynomials are
in Bernstein form). All approximations seem to behave quite similarlywith the exception
of the cubic spline, an assessment which is pairing that from Fig. 2. For completeness,
Fig. 5 presents the absolute and relative errors on each and every one of the 26 coeffi-
cients. It can be seen that these stair-step plots are very closely resembling Fig. 3 (they
look in fact like discretized versions of Fig. 3). These confirm once again that beta25(6,6)
adjusted (red line) gives by far the best match not only for the reliability polynomial but
in fact for each and every coefficient.
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(a) (b)

Fig. 2. Reliability of hammockH5,5 as well as several approximations (see Table 1) versus p: (a)
linear scale; and (b) logarithmic scale.

(a) (b)

(c) (d)

Fig. 3. The errors between the reliability approximations considered (see Table 1) and reliability
of hammock H5,5 versus p: (a) absolute errors; (b) relative errors; (c) zoom on absolute errors,
and (d) zoom on relative errors.
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(a) (b)

Fig. 4. The binomial coefficients

(
25
i

)
for i = 0, 1, . . . , 25 (cyan), together with the corre-

sponding coefficients of the reliability polynomial for H5,5 (yellow), as well as those of several
approximations (see Table 1): (a) linear scale; and (b) logarithmic scale.

(a) (b)

(c) (d)

Fig. 5. The absolute and relative errors of the 26 coefficients of several approximations (see
Table 1) versus the corresponding coefficients of the reliability polynomial of H5,5: (a) absolute
errors; (b) relative errors; (c) zoom on absolute errors, and (d) zoom on relative errors.
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4 Conclusions

This paper has suggested a fresh approach for approximating the reliability of hammock
networks Hw,l [16, 28]. The unorthodox approximation method proposed relies on: (i)
using the beta distribution; (ii) translating it into a Bernstein polynomial (of degree
n = wl); and finally (iii) adjusting/correcting the tails of this cdf based on four known
coefficients (for which exact computations are known and straightforward/simple [29,
35]).

We have reported detailed simulations and have compared the results obtained using
our approach with those of other approximations. All the simulations performed are very
encouraging, and support the claim that beta approximation is much more accurate than
any other known approximation. We plan to continue this line of research by:

• trying to find both theoretical proofs and accurate bounds for the approximation
method we have introduced here; and

• investigating other distributions (we plan to start with Poisson distributions of the
coefficients, as suggested by beta25(6,6) adjusted (red line) in Fig. 4(a)).
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Abstract. In many previous works, researchers have proposed Residue-
based arithmetic components for the two classical moduli sets (2p, 2p −
1, 2p + 1), and (2p, 2p − 1, 2p−1 − 1), where p is a positive integer. These
components included reverse converters, sign identifiers, and scalers.
In this paper, we are widening the umbrella of these two sets to be
(2k, 2p−1, 2p+1), and (2k, 2p−1, 2p−1−1), where k is a positive integers
such that 0 < k ≤ 2p. The classical moduli sets are special cases of these
expanded sets when p = k. This paper introduces multiplicative inverses
for these expanded moduli sets. The introduced multiplicative inverses
will ease the process of designing residue-based arithmetic components.
This paper also proposes general frameworks for designing reverse con-
verters, sign identifiers, comparators, and scalers. Additionally, this work
expands the options available for a designer willing to design a RNS pro-
cessor based on these enhanced moduli sets.

Keywords: Computer arithmetic · Multiplicative inverses · Residue
number system · Reverse conversion · Scaling · Sign identification ·
Magnitude comparison

1 Introduction

Residue Number System (RNS) is an arithmetic representation which is used
in designing application-specific high-speed processors. These processors are uti-
lized in digital signal processing, cryptography, embedded systems, and modu-
lation Techniques of telecommunication systems. The high-speed processors are
considered integrated solutions for different control and communications systems
[1–14]. This paper proposes general frameworks for designing high-speed residue-
based processors, which consist basically of: reverse converters, sign identifiers,
comparators, and scalers. This work expands the options available for a designer
willing to design a RNS processor based on these enhanced moduli sets.

The RNS has the merit of being carry-free representation across different
residue-based digits. Computations on different digits are conducted separately
form each other. Separability of digits reduces complexity of specific components
such as adders and multipliers.
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On the other hand, RNS has a few major limitations that make its advantage
limited to applications which require mainly arithmetic addition/multiplication.
These limitations are basically: sign identification, comparison, scaling, division,
and decoding to binary-based systems. As a matter of fact, these limitations
have prevented RNS from being adopted in general purpose computers. Thus,
building efficient RNS-based arithmetic architectures is a cornerstone process in
implementing more effective computing processors for many applications.

Different researchers have considered, attentively, the above listed limita-
tions, particularly, the residue-to-binary decoding process of the two well known
three moduli sets: (2p, 2p − 1, 2p + 1), and (2p, 2p − 1, 2p−1 − 1) [15–28]. Other
residue-based operations are still very demanding, such as division, sign identifi-
cation, and scaling, [29–42]. In this paper, we are introducing the multiplicative
inverses of the more general and expanded moduli sets (2k, 2p − 1, 2p + 1), and
(2k, 2p − 1, 2p−1 − 1), where p and k are positive integers such that 0 < k ≤ 2p.
Obviously, the former sets are special cases of the last two ones, where p = k.

In Sect. 2 of the paper, the notation is introduced, along with the multiplica-
tive inverses for the sets (2p, 2p − 1, 2p + 1), and (2p, 2p − 1, 2p−1 − 1), which
were reported in earlier publications [15,16]. Section 2 also gives a justification
for introducing the expanded moduli sets. The new multiplicative inverses for
the 3-moduli sets (2k, 2p − 1, 2p + 1) and (2p, 2p − 1, 2p−1 − 1) are presented
and proved in Sect. 3. Section 4 introduces general frameworks for designing dif-
ferent arithmetic residue-based components through three case-studies: reverse
conversion, sign identification, and magnitude comparison.

2 Notations and Work Justification

2.1 Notations

The notations and symbols used in this paper are:

– {p1, p2, . . . . . . , pN}, is the set of N moduli where these moduli are positive
integers and relatively prime.

– P =
∏N

i=1 pi, is defined as the “Dynamic Range”.
– Given a non-negative integer X such that X ∈ [0, P ), the residue-based rep-

resentation of X is given by: X
RNS→ (R1, R2, . . . . . . , RN )

– Ri = 〈X〉pi
, is the least integer remainder of dividing X by pi.

– p̂i = P
pi

,
〈

1
p̂i

〉

pi

, is multiplicative inverse of p̂i (that is
〈

〈p̂i〉pi

〈
1
p̂i

〉

pi

〉

pi

= 1)

– �.� is the largest integer less than or equal to (.).

2.2 Multiplicative Inverses of the Moduli Sets (2p, 2p − 1, 2p + 1),
and (2p, 2p − 1, 2p−1 − 1) and Work Justification

In previous works, a considerable number of authors have researched the issue
of converting RNS notation into binary. The conversions relied on the use of the



84 A. Hiasat

Chinese Remainder Theorem (CRT), which utilizes the multiplicative inverses.
Moduli sets of (2p, 2p − 1, 2p + 1), and (2p, 2p − 1, 2p−1 − 1), and other similar
moduli were of particular importance due to the easiness by which a designer
can deal with building arithmetic components for the given moduli [2–14]. The
relative simplicity of conversion from RNS to binary was another important
factor. This simplicity was based on the fact that these moduli have compact
forms for their multiplicative inverses. This enabled the design of converters using
arithmetic components without the need for memory elements such as ROM
or RAM. Most designs were restricted to the moduli sets (2p, 2p − 1, 2p + 1),
(2p, 2p − 1, 2p−1 − 1), (2p+1 − 1, 2p, 2p − 1), (22p − 1, 2p, 22p+1 − 1) and other
slightly modified ones [15–28].

In [15], authors presented the multiplicative inverse for the moduli set
(2p, 2p − 1, 2p + 1). It has been proved in [15] that:

〈
1
p̂1

〉

p1

= 2p − 1,

〈
1
p̂2

〉

p2

= 2p−1,

〈
1
p̂3

〉

p3

= 2p−1 + 1 (1)

In [16], authors also presented multiplicative inverses for the 3-moduli set
(2p, 2p − 1, 2p−1 − 1). It has been proved in [16] that:

〈
1
p̂1

〉

p1

=
〈
2p−1 + 1

〉
p1

,

〈
1
p̂2

〉

p2

= 2p − 3,

〈
1
p̂3

〉

p3

= 2p−2 (2)

These multiplicative inverses were used in designing RNS to Binary converters
for the moduli sets: (2p, 2p − 1, 2p + 1) and (2p, 2p − 1, 2p−1 − 1).

When using RNS in different applications, it is highly wanted to build a sys-
tem of a large dynamic range [1,2]. This can be achieved by having more moduli
because the dynamic range is the arithmetic product of all moduli in any set.
Increasing the number of moduli will increase the complexity of the conversion
in terms of area needs, time delay, and energy/power consumed. The 3-moduli
sets were recognized by many authors as a reasonable solution between time
requirements and conversion-circuit complexity. Moreover, a three-moduli set of
the classical type or its expanded form is easier for scaling, sign identification,
and comparison than other moduli sets.
The well known (2p, 2p−1, 2p+1) moduli set has a 3p bits dynamic range. When
designing a residue-based processor using this particular set, the processor would
involve modulus (2p ± 1) adder, subtracter, and multiplier. The delay required
to perform modulo (2p±1) arithmetic operation would need, approximately, the
same delay needed to perform a modulo 22p arithmetic operation. A close look
to the published articles in this field supports this result. This have raised a
concern of the necessity of suggesting expanded 3-moduli sets (2k, 2p −1, 2p +1)
and (2k, 2p − 1, 2p−1 − 1), k ≤ 2p, which expand the dynamic range by (k − p)
bits, if k > p, at no additional computational complexity.

In this paper, we are introducing the multiplicative inverses for the more
general formulas of these sets, expressed as: (2k, 2p − 1, 2p + 1), and (2k, 2p −
1, 2p−1 − 1). We are also showing that the multiplicative inverses introduced in
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[15] and [16] are special cases of the more general multiplicative inverse formulas
introduced in this paper.

3 New General Closed Forms of the Multiplicative
Inverses

3.1 The Three-Moduli Set (2k , 2p − 1, 2p + 1)

For the moduli set (2k, 2p−1, 2p+1), where p and k are positive integers, p1 = 2k,
p2 = 2p − 1, and p3 = 2p + 1. Thus, P = (22p − 1)2k, whereas, p2p3 = (22p − 1).
Moreover, p̂1 = (22p − 1), p̂2 = 2k(2p + 1), and p̂3 = 2p(2p − 1). To avoid highly
unbalanced moduli, we will assume that 0 < k ≤ 2p.

Theorem 1. For the three-moduli set (2k, 2p−1, 2p+1), the general closed-forms
of the multiplicative inverses are:

〈
1
p̂1

〉

p1

= 〈−1〉p1
(3)

〈
1
p̂2

〉

p2

= 2〈p−k−1〉p (4)

〈
1
p̂3

〉

p3

=
〈
±2〈p−k−1〉p

〉

p3

(5)

It can be easily verified that formulas in (1) are special cases of (3) through (5),
respectively.

Proof: The intention is to prove that
〈

〈p̂i〉pi

〈
1
p̂i

〉

pi

〉

pi

= 1.

– Proof of (3)

〈p̂1〉2k =
〈
22p − 1

〉
2k

= 〈−1〉2k
Therefore, 〈

〈p̂1〉p1

1
p̂1

〉

2k
= 〈(−1)(−1)〉2k = 1

– Proof of (4)

• First Case: k < p
This case implies that

〈
2k

〉
2p−1

= 2k, therefore,

〈p̂2〉2p−1 =
〈
2k(2p + 1)

〉
2p−1

=
〈
2k(1 + 1)

〉
2p−1

=
〈
2k+1

〉
2p−1

The inverse in this particular case is 2p−k−1, hence,
〈
〈p̂2〉p2

1
p̂2

〉

2p−1
=

〈
2k+1 2p−k−1

〉
2p−1

= 〈2p〉2p−1 = 1
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• Second Case: k ≥ p: This case implies that
〈
2k

〉
2p−1

= 2k−p, therefore,

〈p̂2〉2p−1 =
〈
2k(2p + 1)

〉
2p−1

=
〈
2k−p(1 + 1)

〉
2p−1

=
〈
2k−n+1

〉
2p−1

The multiplicative inverse in this case would be 22p−k−1, therefore,
〈
〈p̂2〉p2

1
p̂2

〉

2p−1
=

〈
2k−n+1 22p−k−1

〉
2p−1

= 〈2p〉2p−1 = 1

The formulas of the multiplicative inverses in both cases can be unified into one
formula as:

〈
1
p̂2

〉

2p−1
= 2〈p−k−1〉p

– Proof of (5)

• First Case: k < p: This case implies that
〈
2k

〉
2p+1

= 2k, therefore,

〈p̂3〉2p+1 =
〈
2k(2p − 1)

〉
2p+1

=
〈
2k(−2)

〉
2p+1

=
〈−2k+1

〉
2p+1

The inverse in this particular case is 2p−k−1, hence,
〈
〈p̂3〉p3

1
p̂3

〉

2p+1
=

〈(−2k+1
) (

2p−k−1
)〉

2p+1
= 〈−2p〉2p+1 = 1

• Second Case: k ≥ p: This case implies that
〈
2k

〉
2p+1

= −2k−p, hence,

〈p̂3〉2p+1 =
〈
2k(2p − 1)

〉
2p+1

=
〈−2k−p(−2)

〉
2p+1

=
〈
2k−p+1

〉
2p+1

The multiplicative inverse in this case would be −22p−k−1, therefore,
〈
〈p̂3〉p3

1
p̂3

〉

2p+1
=

〈
2k−p+1

(−22p−k−1
)〉

2p+1
= 〈−2p〉2p+1 = 1

The formulas of the multiplicative inverses in both cases can be unified into
one formula as:

〈
1
p̂3

〉

2p+1
=

〈
±2〈p−k−1〉p

〉

2p+1
, where the plus sign hold when

k < p, and negative sign holds otherwise.

3.2 The Moduli Set (2k , 2p − 1, 2p−1 − 1)

For the moduli set (2k, 2p − 1, 2p−1 − 1), where p and k are positive integers,
p1 = 2k, p2 = 2p − 1, and p3 = 2p−1 − 1. Thus, p̂1 = (2p − 1)(2p−1 − 1),
p̂2 = 2k(2p−1 − 1), and p̂3 = 2k(2p − 1). Similarly, to avoid highly unbalanced
moduli, we will assume that p1 ≤ p2p3, which implies that 0 < k ≤ (2p − 2).

Theorem 2. For the three-moduli set (2k, 2p − 1, 2p−1 − 1), the general closed-
forms of the multiplicative inverses are:

〈
1
p̂1

〉

p1

= 1 +
⌊

k

p

⌋

2p−1 +
⌊

k

p + 1

⌋

2p (6)

〈
1
p̂2

〉

p2

=
〈
−2〈p−k+1〉p

〉

2p−1
(7)

〈
1
p̂3

〉

p3

= 2〈p−k−1〉p−1 (8)
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It can be easily verified that formulas in (2) are special cases of (6) through (8),

respectively. It is intended to prove that
〈

〈p̂i〉pi
〈

1
p̂i

〉
pi

〉
pi

= 1

– Proof of (6)

• First Case: k ≤ (p − 1): In this case,

〈p̂1〉2k =
〈
(2p − 1)(2p−1 − 1)

〉
2k

= 〈1〉2k
The multiplicative inverse would then be: 1, thus,

〈
〈p̂1〉p1

1
p̂1

〉

2k
= 〈(1)(1)〉2k = 1

• Second Case: k = p: In this case,

〈p̂1〉2k =
〈
(2p − 1)(2p−1 − 1)

〉
2k

=
〈−(2p−1 − 1)

〉
2k

The inverse would be: (2p−1 + 1), hence,
〈
〈p̂1〉p1

1
p̂1

〉

2k
=

〈−(2p−1 − 1)(2p−1 + 1)
〉
2k

= 1

• Third Case: p < k < (2p − 1): In this case,

〈p̂1〉2k =
〈
(2p − 1)(2p−1 − 1)

〉
2k

=
〈
22p−1 − 2p − 2p−1 + 1

〉
2k

=
〈
1 − (3)2p−1

〉
2p

The multiplicative inverse would then be: (3)2p−1 + 1, therefore,
〈
〈p̂1〉p1

1
p̂1

〉

2k
=

〈
(1 − (3)2p−1)(1 + (3)2p−1)

〉
2k

= 1

Thus, for all the three cases, the unified formula for the multiplicative inverse
is:

〈
1
p̂1

〉

p1

= 1 +
⌊
k
p

⌋
2p−1 +

⌊
k

p+1

⌋
2p

– Proof of (7)

• First Case: k < p: This case implies that
〈
2k

〉
2p−1

= 2k, therefore,

〈p̂2〉2p−1 =
〈
2k(2p−1 − 1)

〉
2p−1

=
〈
2k(−2p−1)

〉
2p−1

=
〈−2k+p−1

〉
2p−1

=
〈−2k−1

〉
2p−1

The inverse in this particular case is −2p−k+1, hence,
〈
〈p̂2〉p2

1
p̂2

〉

2p−1
=

〈
(−2k−1)(−2p−k+1)

〉
2p−1

= 〈2p〉2p−1 = 1

• Second Case: k ≥ p: This case implies that
〈
2k

〉
2p−1

= 2k−p, therefore,

〈p̂2〉2p−1 =
〈
2k(2p−1 − 1)

〉
2p−1

=
〈
2k−p(−2p−1)

〉
2p−1

=
〈−2k−1〉

2p−1
=

〈−2k−p−1〉
2p−1

The inverse in this particular case is −22p−k+1, therefore,
〈
〈p̂2〉p2

1
p̂2

〉

2p−1
=

〈
(−2k−p−1)(−22p−k+1)

〉
2p−1

= 〈2p〉2p−1 = 1
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The formulas of the multiplicative inverses in both cases can be unified as:〈
1
p̂2

〉

2p−1
=

〈
−2〈p−k+1〉p

〉

2p−1
.

– Proof of (8)

• First Case: k < (p − 1): This case implies that
〈
2k

〉
2p−1−1

= 2k, therefore,

〈p̂3〉2p−1−1 =
〈
2k(2p − 1)

〉
2p−1−1

=
〈
2k(2 − 1)

〉
2p−1−1

=
〈
2k

〉
2p−1−1

The multiplicative inverse in this case would be 2p−k−1, therefore,
〈
〈p̂3〉p3

1
p̂3

〉

2p−1−1
=

〈
2k 2p−k−1

〉
2p−1−1

=
〈
2p−1

〉
2p−1−1

= 1

• Second Case: k ≥ (p − 1): This case implies that
〈
2k

〉
2p−1−1

= 2k−n+1,
therefore,

〈p̂3〉2p−1−1 =
〈
2k(2p − 1)

〉
2p−1−1

=
〈
2k−p+1(2 − 1)

〉
2p−1−1

=
〈
2k−p+1

〉
2p−1−1

The inverse in this specific case is 22p−k−2, therefore,
〈
〈p̂3〉p3

1
p̂3

〉

2p−1−1
=

〈
2k−p+1 22p−k−2

〉
2p−1−1

=
〈
2p−1

〉
2p−1−1

= 1

The formulas of these multiplicative inverses in both cases can be unified into
one formula as:

〈
1
p̂3

〉

2p−1−1
= 2〈p−k−1〉p−1

4 General Frameworks for Designing Residue-Based
Arithmetic Components: Case Studies

This section introduces three case studies. The first and the second cases deal
with a reverse conversion and scaling for the moduli set {2k, 2p − 1, 2p + 1}.
However, the third case study deals with sign identification and magnitude com-
parison for the set {2k, 2p − 1, 2p−1 − 1}.

4.1 Case Study 1: Residue to Binary Reverse Converter for
{2k , 2p − 1, 2p + 1}

The process of converting residue number representation into binary weighted
representation is realized using the CRT, or one of its modified versions. For a
3-moduli set, the CRT is defined by [2]:

X = m̂1

〈
1

m̂1

〉

m1

R1 + m̂1

〈
1

m̂2

〉

m2

R2 + m̂3

〈
1

m̂3

〉

m3

R3 − IP (9)

where I is the number of multiplies of P in the previous formula.
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Substituting the elements of the moduli set (2k, 2p−1, 2p+1) into (9) produces:

X = (22p− 1)
〈

1
p̂1

〉

p1

R1 + 2k(2p+ 1)
〈

1
p̂2

〉

p2

R2 + 2k(2n− 1)
〈

1
p̂3

〉

p3

R3 − IP (10)

Dividing (10) by 2k, applying the floor value �.� operator, and taking modulo
(22p − 1) produces:

Xs =
〈−22p−kR1 + (2p + 1)2p−k−1R2 + (2p − 1)2p−k−1R3

〉

(22p−1)
(11)

where Xs =
⌊
X
2k

⌋
. Considering and manipulating the three terms of (11) and

recalling the three terms as μ1, μ2, and μ3, where: μ1 =
〈−R12p+1

〉
(22p−1)

,
μ2 = 〈R2(2p + 1)〉(22p−1), and μ3 = 〈R3(2p − 1)〉(22p−1), (11) can be rephrased
to produce:

Xs =
〈
(μ1 + μ2 + μ3) 2p−k−1

〉
(22p−1)

(12)

Hence, X is expressed as X = Xs � R1, where � is the process of concatenating
both integers. The values of μ1, μ2, and μ3 are obtained by bit manipulation of
R1, R2, and R3, respectively, following the same approach adopted in [15,16].
The structure needed to implement (12) is simply a carry-save adder (CSA)
followed by modulo (22p − 1) adder.

4.2 Case Study 2: Scaling Unit for {2k , 2p − 1, 2p + 1}
Scaling is an important arithmetic component that is needed to deal with over-
flow whenever it happens [1,2]. Selecting the modulus p1 = 2k to be the scal-
ing factor for the moduli set {2k, 2p − 1, 2p + 1}, then for the residue-based
representation (R1, R2, R3), the scaled value of this representation is given by
(R1s, R2s, R3s), where R1s = 〈Xs〉2k , R2s = 〈Xs〉2p−1, and R3s = 〈Xs〉2p+1.

Computing R1s = 〈Xs〉2k is simply obtained by obtaining the least significant
k bits of Xs. Computing R2s = 〈Xs〉2p−1 is obtained by applying modulo (2p−1)
to (11), which leads to R2s =

〈
(R2 − R1)2p−k

〉
2p−1

. Similarly, R3s = 〈Xs〉2p+1

is also obtained by applying modulo (2p + 1) to (11), which leads to R3s =〈
(R1 − R3)2p−k

〉
2p+1

.
In fact, the reverse converter is used as the p1 channel of the scaling unit to

produce R1s. A modulo (2p − 1) adder and a modulo (2p + 1) adder are needed
to establish the p2 and p3 channels, and produce R2s and R3s, respectively.

4.3 Case Study 3: Sign Identification Unit for {2k , 2p − 1, 2p−1 − 1}
A sign identification formula was proposed in [31]. Applying the formula to the
three-moduli set {2k, 2p − 1, 2p−1 − 1} produces:

φ =

〈〈
1
p̂1

〉

p1

R1 +
p1

〈
1
p̂2

〉

p2

p2
R2 +

p1

〈
1
p̂3

〉

p3

p3
R3 − R1

p2p3

〉

p1

(13)
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where the value φ consists of k bits such that φ =

k
︷ ︸︸ ︷
φk−1φk−2 · · · · · · φ2φ1φ0. If the

bit φk−1 = 0, value of X is non-negative, otherwise, it is negative.
Customizing (6)–(8) for the value (k > p) produces:

〈
1

p̂1

〉

p1

=
〈
1 + 2p−1 + 2p

〉
2k

,

〈
1

p̂2

〉

p2

=
〈
−2p−k+1

〉

(2p−1)
,

〈
1

p̂3

〉

p3

=
〈
2p−k−1

〉

(2p−1−1)
.

(14)
Substituting (14) into (13) and then simplifying the resulting equation produces:

φ =

〈
(1 + 2p−1 + 2p)R1 − 2p+1

2p − 1
R2 +

2p−1

2p−1 − 1
R3 − R1

(2p − 1)(2p−1 − 1)

〉

2k
(15)

The bit-manipulation approach depicted in earlier works, such as [31], can be
used to simplify and implement (15).

Moreover, magnitude comparison in RNS is carried differently from other
number systems. Assuming the residue-based representations of any two vari-
ables Y and Z ∈ P are given by (Y1, Y2, Y3) and (Z1, Z2, Z3), respectively, then
the comparison is carried by replacing (X1,X2,X3) in (15) by (Y1 − Z1, Y2 −
Z2, Y3 − Z3), respectively. If the most significant bit of φ resulting from (15) is
0, then Y ≥ Z.

5 Conclusions

This work has introduced the closed-form forms of the multiplicative inverses of
the expanded moduli sets (2k, 2p − 1, 2p + 1), and (2k, 2p − 1, 2p−1 − 1), where
p and k are positive integers. Using these closed-form formulas, the design of
residue-based to binary-based decoders would be an easier task for all values
of 0 < k ≤ 2p. This work, in fact, is a generalization of many published con-
verters that dealt with the specific moduli sets where k = p or other modifi-
cations. Additionally, the introduced multiplicative inverses are also inevitable
when considering the design of other RNS-based arithmetic elements. Therefore,
this paper has also introduced abstractly case studies demonstrating the utiliza-
tion of these multiplicative inverses in designing different arithmetic components
that perform residue decoding, scaling, sign determination and comparison.
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Abstract. Motivated by the study of hammock (aka brick-wall) net-
works, we introduce in this paper the notion of X-path, which gener-
ates all possible connections through the network. The new concept of
X-path, together with the Jordan curve theorem for piecewise smooth
curves, allow us to provide a direct proof of duality properties for ham-
mock networks. Afterwards, we closely link the reliability polynomial of
the hammock network having length l and width w to the reliability
polynomial of the dual hammock network (of length w and width l). An
important consequence is that the computations required for finding the
reliability polynomials of all hammock networks are reduced by half.

Keywords: Networks · Reliability polynomial · Lattice path · Jordan
curve theorem

1 Introduction

The field of reliability was properly established in 1956, when von Neumann [16]
and Moore & Shannon [13], respectively, published their two prescient papers.
Focusing on the second one, it should be emphasized that the original purpose
of Moore & Shannon was to get an understanding of the reliability of electrical
circuits/networks made of unreliable individual devices/components. In order to
improve the reliability of such networks, they introduced a new type of reliability
enhancement scheme called hammock (or brick-wall) network. In the last few
years, the interest regarding the work of Moore & Shannon has been revived
(see [4,9,14,15]), not only from its theoretical perspectives, but also as it can be
applied in various fields ranging from biology/medicine to engineering and even
social sciences.

The problem of finding the reliability polynomial of a network belongs to the
class of #P -complete problems, a class of computationally equivalent counting
problems (introduced by Valiant in [22]) that are at least as difficult as the
NP -complete problems [2,23]. Although hammock (brick-wall) networks were
proposed more than sixty years ago, no general closed-form expressions have
been reported yet for their associated reliability polynomials.
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Recently [4], the reliability polynomials have been calculated exactly for a
few particular cases of small size, more precisely for the 29 hammock networks
presented by Moore & Shannon in their original paper [13]. For completing this
task, the authors have developed an algorithm based on a recursive depth-first
traversal of a binary tree. Lately, Drăgoi et al. [9] evaluated and compared com-
positions of series and parallel networks of two devices and hammock networks
of the same size, showing that hammock networks constantly outperform such
compositions in terms of reliability.

An important breakthrough was achieved by [7] where the first and second
non-zero coefficients of the reliability polynomial of any hammock have been
computed exactly. The methods used to prove the formulas for these leading
coefficients involved the transition matrices of certain linear transformations,
lattice paths and generating functions. It is worth mentioning that the algorithm
behind the method presented in [7] is straightforward and valid in general, i.e., for
any directed acyclic network. In particular, the algorithm was briefly described
and used for calculating the first non-zero coefficient of cylindrical hammock
networks in [3] (see also Figs. 3 and 4 in that paper). Very recently [8], those
two non-zero coefficients were determined exactly using combinatorial meth-
ods, and were used to approximate the reliability polynomial by a full Hermite
interpolation.

There are also intimate links to electrical circuits in general, and resistor net-
works in particular. In 1845 Gustav R. Kirchhoff established his two well-known
electric circuit laws which became fundamental pillars of electrical engineering.
One very practical application of those laws is that of calculating the equivalent
resistance of a given finite network of resistors, such resistance problems being
easy to define but amazingly difficult to solve [1]. Way later, Green’s function
was used for computing the two-point resistances of an infinite networks [6], fol-
lowed by the Laplacian matrix for finite ones [24], while the Recursion-Transform
method [19]—expressed using either currents or potentials – has made significant
inroads (see also [20]). On one side, neither the Green’s function (normally used
for infinite networks) nor the Laplacian matrix (dependent on the eigenvalues
of two matrices along two orthogonal directions) methods can tackle resistor
networks with complex boundaries. On the other side, using the Recursion-
Transform method it was possible to obtain exact results for the equivalent
resistance of hammock networks [5,10,21]. Still, the equivalent resistances have
been determined only for perfect cases, while failing resistors as well as resistors’
variations still need to be considered [17].

Finally, another aspect of interest is graph duality which directly corresponds
to network duality (by adding a link from S to T ), and inherently links to the
duality of electrical/electronic circuits. As integrated circuits are nothing else
but large networks of transistors (variable resistors), it follows that results from
graph theory (including duality) should be carefully weighted when aiming to
design reliability-enhanced integrated circuits.

The main goal of this paper is to propose, in Theorem 1, a direct proof
of the duality properties of hammock networks. A direct consequence is that
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the computations required for finding the reliability polynomials of all hammock
networks are reduced by half. It should be noted that, while this paper studies an
applied mathematical subject, it uses, as a key tool, the Jordan curve theorem,
which is a pure mathematical result (being in fact the first theorem discovered
in set-theoretic topology).

The concept of brick-wall lattice path, introduced in [7], has been proved to
be a useful and versatile tool in the study of hammock (brick-wall) networks.
In this paper studying hammock networks, we naturally define and to use the
concept of X-path, which generates all possible connections through the network.
We refer the reader to [12] and [18] for more details about lattice paths, and to
[2] for definitions and results about network reliability.

2 The Reliability Polynomial of a Network

A network is a probabilistic graph [2], N = (V,E), where V is the set of nodes
(vertices) and E is the set of (undirected) edges. The edges can be represented
as independent identically distributed random variables: each edge operates (is
closed) with probability p and fails (is open) with probability q = 1 − p. We
assume that nodes do not fail, hence the failure of the network is always a
consequence of edge failures.

Let K be a subset of V containing some special nodes (called terminals).
The K-reliability of the network N is the probability that there exists a path (a
sequence of adjacent edges) made of operational (closed) edges between any pair
of nodes in K. This is a polynomial in p denoted by hK(p). If K = V then hK(p)
is called the all-terminal reliability of the network. If the subset K contains just
two nodes: S (source/input) and T (terminus/output), then hK(p) is called two-
terminal reliability. This paper studies only the two-terminal reliability which
will be denoted h(p).

A pathset of the network N is a subset of E which contains a path between
the nodes S and T. A minimal pathset (minpath) is a pathset P such that, if
any edge e of P is removed, then P − {e} is no longer a pathset (the nodes S
and T are disconnected). We denote by P the set of all the pathsets of N.

A cutset of the network N is a subset of edges C ⊂ E, such that the com-
plementary set, E − C, contains no path between S and T (E − C is not a
pathset). A minimal cutset (mincut) is a cutset C such that, if any edge e of C
is removed, then C − {e} is no longer a cutset (E − C

⋃ {e} is a pathset). We
denote by C the set of all the cutsets of N.

If n = |E| is the size of the graph, Ni is the number of pathsets with exactly i
edges, and Ci is the number of cutsets with exactly i edges, then the two-terminal
reliability of the network N can be expressed as (see [2])

h(p) =
∑

P∈P
p|P |qn−|P | =

n∑

i=1

Nip
i(1 − p)n−i, (1)
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or, in terms of cutsets, as

h(p) = 1 −
∑

C∈C
q|C|pn−|C| = 1 −

n∑

i=1

Ci(1 − p)ipn−i. (2)

3 Hammock Networks

A hammock (brick-wall) network is formed by w × l identical devices arranged on
w lines (horizontal), each line consisting of l devices connected in series. Besides
these horizontal connections, there exist also vertical connections (only between
adjacent horizontal lines). Out of all (l − 1)(w − 1) possible vertical connections,
half are present and the other half are absent. The vertical connections are
arranged regularly in an alternate way, giving rise to the “brick-wall” pattern
shown in Fig. 1.

S T S T

Fig. 1. Two brick-wall networks of dimensions w = 4, l = 4.

Such brick-wall networks were named hammock networks by Moore & Shan-
non, from their appearance when the nodes S and T are pulled apart and every
vertical connection collapses into a node. In this case the rectangular “bricks” are
reshaped into rhombuses. As can be seen from Fig. 2, the “hammock” represen-
tation perfectly fits the definition of a probabilistic graph, unlike the “brick-wall”
representation, where all the vertical edges behave like having p = 1 (i.e., they
are always closed).

In Fig. 2 a brick-wall network with w = 3, l = 7 and the equivalent hammock
network are presented. Notice that, in order to preserve the regularity of the
hammock network, the nodes S and T can be replaced by “fictitious” nodes,
S1, S2, . . . , Sk, and, respectively, T1, T2, . . . , Th, where k, h ∈ {⌊

w
2

⌋
,
⌊
w
2

⌋
+ 1

}
.

Definition 1. Let S ⊂ ZZ2. A lattice path with steps in S is a sequence of lattice
points, v0, v1, . . . , vk ∈ ZZ2, such that vi − vi−1 ∈ S for all i = 1, 2, . . . , k.

Definition 2. An X-path is a lattice path v0, v1, . . . , vk with steps in the set
S = {(1, 1), (−1, 1), (1,−1), (−1,−1)}, such that vi �= vj , ∀i �= j. In particular,
we consider an X-path to be the set of k edges connecting the points v0, v1, . . . , vk.
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S T

S2

S1

T2

T1

S T

Fig. 2. Hammock network of dimensions w = 3, l = 7.

As can be understood, from a lattice point (x, y) it is allowed to move in
four directions and reach one of the four neighboring points (x + 1, y + 1),
(x − 1, y + 1), (x+1, y−1) and (x−1, y−1). If (x, y) is a starting point then any
direction may be chosen, if not, we must take into account that vi �= vj , ∀i �= j.

We notice that the sum of the coordinates of any neighboring point has the
same parity as x + y. We say that a lattice point (x, y) is even (odd) if x + y
is even (odd). An X-path is even (odd) if it contains even (respectively, odd)
points. For example, the X-path represented in Fig. 3 contains only odd points.

x

y

O

Fig. 3. The X-path (1, 2), (2, 1), (3, 0), (4, 1), (3, 2), (4, 3), (5, 4), (6, 3)

Let Vl,w =
{
Ax,y = (x, y) ∈ ZZ2 : 0 ≤ x ≤ l, 0 ≤ y ≤ w

}
be the set of all lat-

tice points in the rectangle [0, l]× [0, w] and V
[1]
l,w = {Ax,y ∈ Vl,w : x + y = even},

V
[2]
l,w = {Ax,y ∈ Vl,w : x + y = odd} be the subsets of even (respectively, odd)

points in the rectangle [0, l] × [0, w].
We denote by El,w = {Ax,yAx′,y′ : Ax,y, Ax′,y′ ∈ Vl,w, |x − x′| = |y − y′| = 1}

the set of all the edges that can be represented as line segments of length
√

2
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connecting points of Vl,w. Let E
[1]
l,w = {Ax,yAx′,y′ ∈ El,w : x + y = even} be the

subset of all even edges of El,w, and let E
[2]
l,w = {Ax,yAx′,y′ ∈ El,w : x + y = odd}

be the subset of odd edges (the two disjoint subsets form a partition of El,w).
A hammock network of the first kind of dimensions (l, w) is the probabilistic

graph H
[1]
l,w =

(
V

[1]
l,w, E

[1]
l,w

)
, while a hammock network of the second kind is

H
[2]
l,w =

(
V

[2]
l,w, E

[2]
l,w

)
. We assume that each edge is closed with probability p and

open with probability 1 − p. The input (source) nodes are Sj = A0,y (with y
even, for the first kind, and odd for the second kind), and the output (terminus)
nodes are Tk = Al,z (with l + z even, respectively, odd).

A subset of even (respectively, odd) edges P ⊂ E
[i]
l,w is a pathset in H

[i]
l,w if

it contains an X-path connecting a source node Sj with a target node Tk. Let
P [i]
l,w be the set of all pathsets in H

[i]
l,w. A subset C ⊂ E

[i]
l,w is a cutset in H

[i]
l,w if

E
[i]
l,w − C contains no X-path connecting a source node Sj with a terminus node

Tk. Let C[i]
l,w be the set of all cutsets in H

[i]
l,w. By using these notations in formulas

(1) and (2), the reliability polynomials of hammock networks of the first and of
second type, h

[1]
l,w(p) and h

[2]
l,w(p), can be written:

h
[i]
l,w(p) =

∑

P∈P[i]
l,w

p|P |(1 − p)lw−|P | = 1 −
∑

C∈C[i]
l,w

(1 − p)|C|plw−|C|, i = 1, 2 (3)

Remark 1. If either l or w is odd, the hammock networks H
[1]
l,w and H

[2]
l,w are

isomorphic, and the associated reliability polynomials are identical: h
[1]
l,w = h

[2]
l,w.

If both l and w are even, we have two different networks of dimensions (l, w):
h
[1]
l,w �= h

[2]
l,w.

O x

y

O x

y

2 4

2

4

1 3

1

3

( a ) ( b )

Fig. 4. Hammock networks of the first kind (a) and of the second kind (b).

For example, in Fig. 4 the hammock networks of the first and second type
having dimensions w = l = 4 are presented.
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4 Dual Networks

For every edge e ∈ El,w, e = Ax,yAx+1,y±1, we denote by ē = Ax+1,yAx,y±1 its
complementary edge (the edge that cuts e). It can be seen that the complemen-
tary edge of an even edge is odd, and the complementary edge of an odd edge

is even. Thus, if e ∈ E
[i]
l,w, then ē ∈ E

[i]
l,w = El,w − E

[i]
l,w = E

[2/i]
l,w . By using the

notation V
[i]
l,w = Vl,w − V

[i]
l,w = V

[2/i]
l,w , the dual network of H

[i]
l,w =

(
V

[i]
l,w, E

[i]
l,w

)
is

H
[i]
l,w =

(
V

[i]
l,w, E

[i]
l,w

)
with the source nodes S′

j = Ax,0 ∈ V
[i]
l,w and the terminus

nodes T ′
k = Az,w ∈ V

[i]
l,w (see Fig. 5). The probability of an edge ē ∈ E

[i]
l,w being

closed is the probability of the edge e ∈ E
[i]
l,w being open (“cut”): q = 1 − p.

Remark 2. Since for every edge e ∈ El,w, ¯̄e = e it follows that H
[i]
l,w = H

[i]
l,w.

Remark 3. The networks H
[i]
l,w and H

[2/i]
w,l are isomorphic (since they are sym-

metric with respect to the first bisectrix) and the reliability polynomial of the

dual network H
[i]
l,w can be written

h
[i]
l,w(p) = h

[2/i]
w,l (1 − p) (4)

S T

S2

S1

T2

T1

T ′

S′

S2

S1

T2

T1

S′
1 S′

2 S′
3 S′

4

T ′
1 T ′

2 T ′
3 T ′

4

Fig. 5. Hammock dual networks.

Let G
[i]
l,w be the graph obtained from H

[i]
l,w by replacing the “fictitious” nodes

S1, S2, . . . , Sk and T1, T2, . . . , Th with the nodes S and T, respectively, and let

G
[i]
l,w be the graph obtained from H

[i]
l,w by the same operation (the terminal
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nodes, in this case, are S′ and T ′). We notice that, if we consider the terminal

nodes S and T as being placed to ±∞, then G
[i]
l,w as defined above corresponds

to the definition of the dual graph of G
[i]
l,w. In Fig. 5 the hammock network of

dimensions w = 3, l = 7 (from Fig. 2), and its dual network (red), are presented.

5 The Reliability Polynomial of a Hammock Network

The main result of this paper is represented by Theorem 1 whose corollaries
detail the connection between the reliability polynomials of a hammock network
and of that of its dual. The proof of this theorem relies on the Jordan curve
theorem [11] which states that every simple closed plane curve divides the plane
into an “interior” region bounded by the curve and an “exterior” region, so that
every continuous path connecting a point from one region to a point from the
other intersects that curve somewhere.

Theorem 1. Let Σ = {e1, e2, . . . , en} ⊂ E
[i]
l,w be a subset of edges of the network

H
[i]
l,w and let Σ = {ē1, ē2, . . . , ēn} ⊂ E

[i]
l,w be the set of complementary edges

(i = 1, 2). Then the following statements hold:

i) If Σ is a mincut in H
[i]
l,w, then Σ is a minpath in H

[i]
l,w;

ii) If Σ is a minpath in H
[i]
l,w, then Σ is a mincut in H

[i]
l,w.

Proof. i) Since Σ is a mincut, for every ei ∈ Σ there exists an X-path which con-
tains ei and connects a source node (denoted by Si) to a terminus node (denoted
by Ti): ξi = σi ∪ ei ∪ τi, where σi is an X-path from Si to ei and τi is an X-path
from ei to Ti and σi, τi ⊂ E

[i]
l,w − Σ. Let Ei, Fi be the end vertices of ei, where Ei

is reachable from the source node Si and Fi from the target node Ti. We can see
that σi ∩ τj = ∅ for i �= j (otherwise Σ would not be a cutset). As a consequence,
Ei �= Fj for i �= j. Obviously, in order to be a cutset, Σ must contain an edge with
a vertex on the Ox axis. It can be proved that Σ cannot contain two such edges.
Suppose ei, ej ∈ Σ are two edges with a vertex on Ox, and ei is closer to O then ej .
If Fi ∈ Ox, we consider the simple closed curve γ = τi∪TiAl+1,−1∪Al+1,−1Fi (see
Fig. 6), otherwise we take γ = τi ∪ TiAl+1,−1 ∪ Al+1,−1F

′
i ∪ F ′

iFi, where F ′
i is the

projection of Fi on the Ox axis. We notice that Ej belongs to the interior domain
region bounded by γ (otherwise, if Ej was on τi, we would have σj ∩ τi �= ∅).
Since Ej is an interior point and Sj is an exterior point of γ, it follows (by Jordan
curve theorem) that the continuous path σj connecting the two points intersects
γ somewhere, so σj ∩ τi �= ∅, which is impossible (see Fig. 6). Therefore, Σ con-
tains exactly one edge with a vertex on the Ox axis. Let eI be this “initial” edge.
Similarly, Σ contains exactly one edge with a vertex on the straight line y = w,
and let eF be this final edge.

We shall prove that any square with sides in E
[i]
l,w has either two sides or

none in Σ. Let MNPQ be a square with sides in E
[i]
l,w such that MN = ei ∈ Σ.

We know that one of the endpoints of ei (suppose M = Ei) is connected to a
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y

O x

Si

Sj

σj

γ

τi

σi τj

Al+1,−1

Ei

Fi

Fj

Ej

Ti

Tj

Fig. 6. A mincut Σ (red) cannot have two edges with a vertex on the Ox axis.

source node by an X-path σi, and that the other one, N = Fi, is connected to
one of the terminus nodes by an X-path τi. If all the other sides of the square
were in E

[i]
l,w − Σ, then the X-path σi ∪ MQ ∪ QP ∪ PN ∪ τi ⊂ E

[i]
l,w − Σ would

connect a source node to a terminus node, so Σ would not be a cutset. On the
other hand, if MNPQ has at least 3 edges in Σ, ei = MN , ej = MQ, and
ek = NP , it follows that two opposite vertices are reachable from source nodes
(suppose M = Ei = Ej , P = Ek) and the other two are reachable from terminus
nodes (N = Fi = Fk, Q = Fj). If τi ∩ τj �= ∅, we denote by γ the simple loop
formed by QN , τi and τj . Otherwise, γ = QN ∪ τi ∪ TiTj ∪ τj . One of the points
M and P is in the interior region bounded by γ. Let M be this point. Since M
is connected to the source node Si by σi and Si is in the exterior of γ, it follows
that σi ∩ γ �= ∅, so σi ∩ τ

j
�= ∅, which is impossible (see Fig. 7). Thus, the square

MNPQ has exactly two sides in Σ.

y

O x

Si

γ
τi

σi τj

Tj

Ti

M

N

P

Q

ei

ej

ek

Fig. 7. A square of the network cannot have three sides in Σ.
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y

O x

e1

e3
e2

en

en−1

Fig. 8. If Σ is a mincut in H
[i]
l,w, then Σ is a minpath in H

[i]
l,w.

We can change the indices of the edges of Σ such that e1 = eI , e2 is the other
edge in Σ (of the square with side e1), and so on up to the final edge en = eF .
It follows that Σ = {ē1, ē2, . . . , ēn} is an X-path connecting a point on Ox to a

point on the horizontal line y = w, so Σ is a minpath in H
[i]
l,w (see Fig. 8).

ii) Since Σ is a minpath in H
[i]
l,w, it follows that it is an X-path connecting a

source node Si (located on Oy) to a terminus node Tj (located on the vertical
line x = l). We consider the simple closed curve γ = Σ ∪ TjAl,−1 ∪ Al,−1A0,−1 ∪
A0,−1Si. If σ is an X-path in H

[i]
l,w, connecting a source node S′

i = Ax,0 (an
interior point of γ) to a target node T ′

j = Az,w (an exterior point) then, by
Jordan curve theorem, it follows that σ ∩ γ �= ∅. Hence σ contains at least one

edge that “cuts” an edge of Σ (an edge of Σ). Thus, any pathset in H
[i]
l,w contains

at least one edge of Σ, so Σ is a cutset. It remains to prove that Σ is a mincut.
Suppose that some edges can be eliminated from Σ to obtain a mincut Σ′ ⊂ Σ.
As it was shown above, it follows that Σ′ ⊂ Σ is a minpath in H

[i]
l,w, which is

impossible, because Σ is a minpath. �

Theorem 1 states that Σ ⊂ E
[i]
l,w is a minpath in H

[i]
l,w if and only if Σ ⊂ E

[i]
l,w

is a mincut in H
[i]
l,w. The symmetric statement is also true, by Remark 2: Σ is

a mincut in H
[i]
l,w if and only if Σ is a minpath in H

[i]
l,w. The following corollary

gives a more general result, for any pathset and, respectively, cutset.

Corollary 1. Let Σ = {e1, e2, . . . , en} ⊂ E
[i]
l,w be a subset of edges of the network

H
[i]
l,w, and let Σ = {ē1, ē2, . . . , ēn} ⊂ E

[i]
l,w be the set of complementary edges.

Then Σ is a pathset in H
[i]
l,w if and only if Σ is a cutset in H

[i]
l,w.
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As a consequence, by Eq. (3) and Remark 3, Corollary 2 follows:

Corollary 2. For any l, w ≥ 1 and i = 1, 2 the following relation is true for all
p ∈ [0, 1] :

h
[i]
l,w(p) = 1 − h

[2/i]
w,l (1 − p). (5)

By Remark 1, if either l or w is odd, then h
[1]
l,w = h

[2]
l,w = hl,w.

Corollary 3. If either l or w is odd, then the following relation is true for all
p ∈ [0, 1] :

hl,w(p) = 1 − hw,l(1 − p). (6)

For l �= w this means that the plots of the reliability polynomials hl,w(p)
and hw,l(p) are symmetric to one another with respect to the point

(
1
2 , 1

2

)
. For

l = w = 2k + 1 this means that the point
(
1
2 , 1

2

)
is a center of symmetry for the

plot of the reliability polynomial h2k+1,2k+1(p) (see Fig. 9).

Fig. 9. Symmetry of hl,w(p) and hw,l(p) w.r.t ( 1
2
, 1
2
) when at least one dimension is

odd; self-symmetry of h2k+1,2k+1(p) for k = 1.

Corollary 4. Let h(p) = h
[i]
l,w(p) be the reliability polynomial of a hammock

network of dimensions (l, w), of either kind 1 or 2. The derivatives of h satisfy
the following relations:

h(k)(0) = 0,∀k = 0, 1, . . . , l − 1 (7)

h(1) = 1, h(k)(1) = 0,∀k = 1, 2, . . . , w − 1. (8)
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Proof. Since any pathset of a hammock network has at least l edges, by Eq. (1),
we obtain:

h(p) =
wl∑

i=l

Nip
i(1 − p)wl−i =

wl∑

i=l

bip
i (9)

and relation (7) follows immediately.
Let h(p) = h

[2/i]
w,l (p) be the reliability polynomial of the dual network. Since

w is the length of the dual network, it follows by (7) that h
(k)

(0) = 0, ∀k =
0, 1, . . . , w − 1. By Corollary 2 we have that h(p) = 1 − h(1 − p), and it follows
that h(1) = 1 and h(k)(p) = (−1)k+1h

(k)
(1 − p) for all k ≥ 1. For p = 1 we

obtain h(k)(1) = (−1)k+1h
(k)

(0) = 0, ∀k = 1, 2, . . . , w − 1. �
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Abstract. This paper aims to draw a parallel between the component
elements of a queuing system and the buffer management used by the
Delay Tolerant Network (DTN) nodes. Given that waiting in a queue is
a widespread practice, many times it has been tried to optimize the time
spent in such queues. The Introduction of the paper contains a briefly
description for some elements of buffer management in DTN networks.
The second section presents an initial information of queuing theory and
several related works. The third section draws a parallel between buffer
management in DTN and queuing systems by implementing a new drop
policy as a part of buffer management. The obtained results will be
illustrated with the help of a practical network context, using the ONE
simulator.

Keywords: DTN · Queuing theory · Buffer management ·
Performance metrics · Priority queue · M/G/1 model · Simulation

1 Introduction

The Delay Tolerant Network (DTN) [1,2] is a communications network that
supports long-term discontinuities and tolerates long delays of the data trans-
mission. Unlike a traditional network, with a TCP/IP communication protocol
that accepts a few seconds delay before being transmitted to the next hop in the
path to destination node, the message transmission in a DTN network can take
hours or even days, if circumstances require. These problems can occur over
very long distances, such those in space, but also in smaller networks, where
interference is very high and network resources are low and overloaded. Other
challenges facing the DTN network are: high mobility of the nodes, intermittent
connectivity, high error rate, limited buffer size, limited power capacity and so
on. The notion of DTN was introduced in [3].

On the other hand, in real life situations, people are forced many times to
wait in line to solve different tasks. They can stand in line at the supermarket,
at a medical office, at various counters of an institution, etc. All these situations
can be stochastically modeled within the mathematical framework known as
queuing theory. The current situation, in which the messages in a DTN node's
buffer wait in the queue to be forwarded to another node, fits perfectly to be
c© Springer Nature Switzerland AG 2021
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modeled in this way. Thus, we can consider each node as an individual waiting
system, where the clients are the messages arriving in node's buffer, the servers
are the nodes to which messages are forwarded and the waiting queue is the
node buffer.

This paper aims to highlight the connection between DTN and certain ele-
ments of queuing theory. This connection is made by the buffer management
in the DTN, where a queue management policy has to be implemented. Such a
management policy, based on priority queues, will be simulated using the Oppor-
tunistic Network Simulator (ONE) [4]. The practical application consists in the
implementation of this new technique on a couple of routing protocols that do
not have a buffer management model. The simulation results will be analyzed
by comparison.

2 Aspects of the Delay Tolerant Networks

In a DTN network there is no guarantee that there is an end-to-end path between
nodes at a given time [5] because of the large discontinuities between the links.
In this condition, the nodes have to store and forward the messages [6]. If a node
is not the end destination of a message, it may store that message and forward
it to another node when a connection opportunity appears. The forwarding is
specified by the routing protocol and, if any, the buffer management.

There are many routing protocols specialized for different environments and
they try to optimize different metric performance of the network, so it is difficult
to compare them. The performance metrics for a DTN network are: message
delivery rate, the average latency of the delivery, the average time spent in the
buffer by the messages, the average number of copies of messages, etc.

The DTN routing protocols can be classified into single copy (like Direct
Delivery) and multiple copy (like most of the routing protocols). Some of the
basic multiple copy routing protocols are: Epidemic [7], Spray and Wait [8],
PRoPHET [9], MaxProp [10]. A short description of them can be seen below.

Epidemic routing protocol floods the network with copies of the messages,
until that messages reach the destination. Every time when two nodes meet, they
change their missing messages. The main purpose of this protocol is to maximize
delivery ratio.

Spray and Wait has two phases: spray phase and wait phase. During the
spray phase the nodes spread into the network a finite number of message copies.
When a node has one copy of a message, it enters the wait phase and it carries
the message until it meets the destination. Thus, this is an extension of the
Epidemic approach, in which a limitation on the number of copies is required.

PRoPHET (Probabilistic Routing Protocol) use a statistical approach that
assigns to each node a delivery predictability. This predictability is calculated
based on the probability of meeting between nodes. A node will forward a mes-
sage only to another node with a higher delivery predictability than itself. This
protocol uses historical information about the network and requires more pro-
cessing. The scope of this algorithm is to minimize the delivery latency.
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MaxProp is one of the few protocols that combines message routing with
the management of buffer. The buffer is logically divided in two parts: messages
that exceed a certain number of hops and messages that have a smaller number
of hops. The messages with fewer hop counts receive a higher priority, because
they are relatively new into the system and they have not traveled too far. The
messages that are above the preset threshold are sorted in descending order of
computed probability of being delivered. In case of buffer overload, the latter
are removed.

In DTN, the selection of the next node in the message path plays a very
important role in routing performance. But an efficient buffer management pol-
icy also has a major impact over network performance. This is an important
challenge for DTN due to the limited space available in the nodes, but also
because a part of DTN routing algorithms spread many copies of the messages,
favoring buffer overload and network congestion. Thus, routing algorithms can
be improved using an efficient buffer management strategy. A good buffer man-
agement can greatly increase the performance of routing protocols.

The management of the buffer is composed of two distinct policies. One of
them is the Scheduling Policy, which determines the order of message delivery
to the contact nodes. The other is the Drop Policy, which determines the order
of the message drop from the buffer.

The main purpose of a buffer management policy is to improve the rate of
message delivery over the network, but also to minimize the average delay of
sending messages is a factor to be considered. The DTN networks are designed
to tolerate large delays in message transmission, but if the delay is too high,
there is a risk that the message may have lost relevance when it reaches the
destination.

3 The Queuing Model

This paper highlights the process of buffer management in a DTN network, based
on a mathematical model of queuing theory.

The proposed queuing model uses a DTN network that requires:

– a routing protocol that decides which messages may be accepted, which may
be rejected and which are the nodes that will receive the stored messages

– a buffer management that organizes the buffer to avoid overloading

The routing protocols used to analyze the new buffer management technique
are Epidemic protocol and PRoPHET protocol. They were chosen because they
do not have a specific queuing management. Thus, they use a FIFO approach
to remove messages if the queue became full. The proposed buffer management
consists of a new technique of dropping messages and it is based on M/G/1
queuing model because it uses a priority queue.
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3.1 Introduction in Queuing Theory

Queuing theory represents the study of queues or waiting lines, and queuing sys-
tems are simplified mathematical models to explain congestion [11]. The purpose
of queuing systems study is to improve certain aspects of customers life, namely:
the average time in the queue, the average time in the system, the expected
queue length, the expected number of served customers, the minimization num-
ber of customers leaving the system, etc. There are several queuing models that
solve different of these problems. The mathematical computation is sufficient for
a simple system, but for more complex systems it is required a simulation to
analyze them.

A queuing model has the following main entities:

– clients that are waiting in line to be served
– servers that provide the requested services
– population that is the source of potential clients, which can be finite or

infinite
– in some case an orbit, that is a source of clients who re-interrogate the queue

availability

The basic notation used for a simulation model are:

– n - the number of customers in the system
– λ - the arrival rate
– μ - the rate of service for one server
– ρ - the mean fraction of time for which server is busy (the server usage factor:

ρ = λ/μ)
– pj - the probability of being j clients in the system in statistical steady state
– Lq - the mean number of clients waiting in the queue
– Ls - the mean number of clients waiting in the system (waiting + being

served)
– Wq - the mean waiting time for a client in the queue
– Ws - the mean waiting time for a client in the system

In a queuing system, the client's arrival rate and the service rate are very
important. The time between two consecutive arrivals generally occurs according
to a Poisson distribution. The time required for serving a client can have a
Poisson distribution, too, or a general distribution. The arriving and the serving
process are statistically independent.

In the related works we can find various applications of models in queuing
theory. In [12] the author presents a monitoring network for a tactical battle.
There are used Markov processes to highlight the state transitions between the
network nodes. The link between any two nodes can be connected or discon-
nected. The probability of transition from connected state into disconnected
state is pd with intensity parameter λd, and the probability of transition from
disconnected state into connected state is pc, with intensity parameter λc.
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In [13], the authors create a Delay Tolerant Queue Management Model, con-
sisting of three queues of messages. One of them have a FIFO discipline, and
the others are priority queues (PQ). A stochastic M/G/1 model is applied to
the system and there is a single-server system with PQs, which is feed by three
client streams with Poisson distribution and three different arrival rates.

In [14] it is used a Jackson queuing network [15] and a M/M/n state indepen-
dent queuing model. There is considered the mobility of the nodes and a Markov
chain of state space. The purpose of [14] is to develop a new queuing model that
can be used to approximate the average end-to-end delay in a DTN network.

3.2 M/G/1 Model with Priority Queues

An M/G/1 queue [16] is a queuing model where arrivals are Markovian (modu-
lated by a Poisson process), service times have a General distribution and there
is a single server. The model name is written in Kendall's notation, and it is
an extension of the M/M/1 queue, where service times have to be exponentially
distributed. In M/G/1, a transition from state i to state i + 1 represents the
arrival of a new client and the transition between state i to state i−1 represents
a client being served.

We consider R to be the mean residual service time and S to be the second
service moment.

In [17] there are the following formulas:

S =
2
μ2

(1)

and
R =

λS

2
(2)

According to [13], the formulas for Wq and Ws are computed based on R, μ
and ρ, as follows:

Wq = R +
Lq

μ
(3)

Little’s formula:
Lq = λWq (4)

(3), (4) ⇒ Wq = R +
λWq

μ
⇒ Wq

(
1 − λ

μ

)
= R (5)

Wq(1 − ρ) = R ⇒ Wq =
R

1 − ρ
(6)

If it is considered 1
μ be the message service time, then:

Ws = Wq +
1
μ

=
1
μ

(Wqμ + 1) =
1
μ

(
Rμ

1 − ρ
+ 1

)
(7)
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(2), (7) ⇒ Ws =
1
μ

(
λSμ
2

1 − ρ
+ 1

)
(8)

Ws =
1
μ

(
λ
μ

1 − ρ
+ 1

)
(9)

Ws =
1
μ

(
ρ

1 − ρ
+ 1

)
⇒ Ws =

1
μ(1 − ρ)

(10)

4 New Buffer Management Approach

Evaluating such a queuing theory needs an actual space network and a complex
simulation. The mathematical approach of queuing theory is materialized here
by a buffer management model for a DTN network.

The goal of buffer management in DTN is to prioritize the messages from
the queue. In this case, the prioritization is done through a message deletion
policy. In order to achieve this, the information provided by the messages is
used. Besides these, the node can take into account other network information.

4.1 The Utility Function Description

The work in this article is to complete Epidemic and PRoPHET routing meth-
ods with a message drop policy and to analyze the results. The new approach
computes a utility function f(x) for each message in the system. A priority queue
based on M/G/1 model is used in addition to the following utility function for-
mula:

f(x) =
TTL

Init TTL
(HC + MF )

– The initial Time to Live (Init TTL) represents the time to live associated
to the message when creating it.

– The Time to Live (TTL) represents the time remained until the message
expires. When TTL value becomes 0, the message will be removed from the
node buffer.

– Hop Count (HC) represents the number of nodes the message has crossed
in its path to the current node. When a source node generates a message, the
newly created message will have HC = 0. When the message is transmitted
to another node, the HC value is incremented by 1.

– My Forwarding (MF) represents the number of message copies that the
current node forwards to the contact nodes.

The rate TTL
Init TTL favors the dropping of the newest messages, the opposite of

SHLI (Shortest life First) [18] drop policy. The result of this rate is counterbal-
anced by the transmission count value of the message. The forwarding number
is used by MOFO (Most Forwarded) drop policy in [18]. The proposed approach
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wants to balance the dropping choice for younger messages and for those who
have already traveled far enough in the network.

In buffer overloading case, the messages with the higher utility are removed
from the buffer. The idea is to drop the messages with a balanced value of the
lowest life time and the highest forwarding number. These messages are supposed
to have the least chance of reaching their destination.

In this situation, the nodes sort their buffers in ascending order of the message
utility. When a new message is coming and the buffer is full, the node will remove
the message with the highest utility, and so on until the new message can be
buffered.

4.2 Validation Scenarios for the Utility Function

In the above formula, HC + MF is denoted by TCV , which represents the
Transmission Count Value. The Init TTL is considered constant for all the
messages in the system.

In case of buffer overload there are considered two potential messages to be
dropped, M1 and M2, with the associated utility functions, f(M1) and f(M2).

f(M1) =
TTL1

Init TTL
TCV1

f(M2) =
TTL2

Init TTL
TCV2

In this context, the following cases are considered:

Case 1. TTL1 > TTL2 and TCV1 < TCV2

There are two possibilities:

1.1) TTL1 ∗ TCV1 > TTL2 ∗ TCV2 ⇒ f(M1) > f(M2)
In this case M1 will be dropped. Assuming that TTL1 > TTL2, M1 has a
longer time to live and the task of transmitting it is left to other nodes.

1.2) TTL1 ∗ TCV1 < TTL2 ∗ TCV2 ⇒ f(M1) < f(M2)
In this case M2 will be dropped. This message has already been sent to
many nodes, which means that there are many copies of it in the network
and it can be dropped.

Case 2. TTL1 = TTL2 and TCV1 < TCV2 ⇒ f(M1) < f(M2)
In this case M2 will be dropped. Because TCV1 < TCV2, the results are the

same as in case 1.2).

Case 3. TTL1 < TTL2 and TCV1 = TCV2 ⇒ f(M1) < f(M2)
Because TTL1 < TTL2, the message M2 will be dropped for the same reasons

as in case 1.1).
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4.3 Dropping Algorithm

The following algorithm illustrates the simulation method that uses the pre-
sented utility function.

Algorithm 1 Make room for new message procedure.
1: procedure makeRoomForNewMessage(buffer, msg)
2: buffer.sort � sorting is done according to utility function
3: while buffer.size < msg.size do
4: removeBufferTop; � the message with the higher utility is removed
5: end while
6: end procedure

4.4 Simulation Results

In the proposed application, there are compared the performance metrics of the
classical algorithms with the performances of the new implemented ones. These
performance metrics are: delivery rate and average buffer time.

The simulation is done using Opportunistic Network Simulator [4] because it
offers an easy to configure work environment regardless the requested scenario.

The chosen scenario was the one offered by the simulator, which contains
three types of nodes: pedestrians, cars and trams. The nodes move on Helsinki
map. The general characteristics of the system are:

– total simulation time - 12 h
– transmit speed - 250 Kbps
– transmit range - 10 m
– message size - between 500 Kb and 1 Mb
– message creation time - between 25 s and 35 s

There are 80 pedestrians with a speed between 1.8 km/h and 5.4 km/h, 40
cars with a speed between 9.7 km/h and 50 km/h and 6 trams with a speed
between 25.2 km/h and 36 km/h.

The simulation is done by varying two of the system parameters: time to
live(TTL) and buffer size. The TTL value is between 1 h and 9 h, with a 2 h
step, and the buffer size is between 3 Mb and 9 Mb, with 1 Mb step.

By the variation of the buffer size, the obtained results are presented in Fig. 1.
We can observe that the added buffer management policy brings an improve-
ment in the message delivery rate, especially when using the PRoPHET routing
algorithm (see Fig. 1b). In the case of the Epidemic routing algorithm, the val-
ues in both cases (the traditional FIFO one and the new implemented one) are
approximately equal. However, there is a slight appreciation of the value when
the node buffer has the size of 5Mb and a slight depreciation when the buffer
has the size of 9 Mb (see Fig. 1a).
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(a) Epidemic (b) PRoPHET

Fig. 1. Delivery rate efficiency with buffer size variation

By the variation of the TTL, the obtained results are presented in Fig. 2. It
can be observed that when the message life time is greater or equal to 3 h, the
new message drop policy manages to improve the message delivery rate for both
routing algorithms: Epidemic in Fig. 2a and ProPHET in Fig. 2b.

(a) Epidemic (b) PRoPHET

Fig. 2. Delivery rate efficiency with TTL variation

As you can see in Fig. 3 and Fig. 4, the buffer time average also has better
values if the routing protocols have a drop message method implemented. These
improved values are valid for buffer size variation and also for the TTL variation.

In these simulations, some tests were performed to check the latency of the
messages. However, this performance metric had slightly lower values for routing
algorithms with the new message drop policy. The lower values are due to the
way of computing the utility function. It is possible to remove from the buffer a
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(a) Epidemic (b) PRoPHET

Fig. 3. Average buffer time with buffer size variation

(a) Epidemic (b) PRoPHET

Fig. 4. Average buffer time with TTL variation

message with a small TTL and a big number of copies, but in the same time it
can remove a few forwarded message with a big TTL number.

5 Conclusions and Future Work

The main goal of this paper was to develop a new drop policy to be paired with
various traditional routing protocols and to bring an increase in the message
delivery rate and in the mean time spent in the buffer by the messages. In
the direction of the proposed goal, a new utility function was introduced. This
function helps to create a priority queue that sorts the messages in the ascending
order of the utility value. In this way, the messages with a big remaining TTL
and a small forwarding number and the messages with a small remaining TTL
and a high rate of forwarding are considered with high chances to have already
been delivered by other nodes.
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This approach was introduced into a concrete simulation framework and
its results were tested over Epidemic and PRoPHET routing protocols. The
improvement of these routing protocols could be seen in the figures in chapter
four. The values in the figures were obtained by successive simulations.

One of the next steps of this research is to improve the presented utility
function for dropping messages in order to increase the average delivery time of
the messages. Another future work is to consider more real conditions of a DTN
network, such as the unexpected interruption of the connection while sending
a message. In this situation, the message fragmentation should be taken into
account. Thus, the creation of a real life context for this application is another
next step.
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Abstract. The continuous security information risks force organizations to con-
stantly update their security protocols. This implies, among other aspects, to base
their monitoring mainly on their own maturity status in the SGSI (Information
Security Managing System). When a Chief Information Security Officer elabo-
rates a protection plan of IT assets, a wide and varied range of threats must be
considered. These tasks are executed using conceptual models, which do not usu-
ally work in an integrated and systematic way. Thus, these models seek to increase
maturity levels for protecting and safeguarding information security. Among the
most common [1], we find COBIT 5, CSE-CMM, NIST-CRST to which we add
the security standards like OWASP, ISO 27000-1, SANS. From here then, it is
possible to see the lack of a multi-standard model that integrates systematically
the individual actions with the expected results.

The present project proposes an integrated model that links and blends, on
the one hand, the security standards and, on the other hand, the measurements of
the organization’s maturity levels. By doing this, it is possible to count with a set
of relevant actions, classified by evaluation categories, which provide conditions
for crossing regulations and standardized controls. This finally allows to explore
how efficient these acquired measures are, and, when needed, the corrections that
should be introduced ahead.

Keywords: Standards · Security · Organization’s maturity levels · Controls

1 Introduction

Cyber attacks are currently on the rise, with great impact on emerging technologies,
whether creating operation interruptions, causing sensitive data to be lost or compro-
mised, damaging the quality of products or services, and even physical property [2].
To combat these cyber threats, there are cybersecurity controls, norms and standards,
which seek to counteract or mitigate computer attacks on organizations; among others,
the following should be highlighted:
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ISO 27001 defines the concept of the Information Security Management System,
and guarantees the execution of a set of processes which manage the information acces-
sibility, developing a clear and structured work methodology based on four fundamental
phases (Plan, Do, Verify and Act) according to the Deming Cycle; it applies to all types
of organizations or parts of them and includes the organizational structure, policies, plan-
ning activities, responsibilities, practices, procedures, processes and resources, as well
as specifying the requirements for establishing controls security related to the protection
of information assets and that provide guarantees to interested parties.

TheOpenWebApplication Security Project (OWASP), determines and combines the
causes which make a software insecure, provides assistance to improve the security of
different applications by spreading information about their vulnerabilities, and offering
a Top 10 on the ten most critical risks. Each item describes the general probability and
the factors used to classify the typical severity of the risk, and guides on how to check
for problems, presenting different examples and information, and how to avoid them.

The SANS provides the guidelines to select and specify the security controls that
organizations and informatics systems use when supporting companies with the process-
ing, storage and/or transmission of information. These same security controls enable the
generation of more effective information and safer risk management practices within
companies, which boost an organization’s effectiveness and trust that, at a long run,
contributes to its same continuous improvement.

In the same way, the maturity states of organizations emerge as a complement to
information security, i.e., due to their protection level of information security. These
states are arranged in maturity charts, which group the areas where organizations have
the most protection, and where they have the greatest deficiencies in the protection of
their data. Within these charts we can find:

COBIT 5 helps IT to create value for the organization, by maintaining a balance
between the production of benefits and optimization of the risk levels and the usage of
its resources, building an effective governance and management framework that links a
series of enabling principles which define in general terms how to help achieve the goals
of a company of any size, be it commercial, non-profit or public sector.

SSE-CMM assesses and helps to improve an organization’s security practices and
methods by guiding it in evaluating its security practices, as well as being used as
a standard mechanism for customers to evaluate a supplier’s security; It also covers
security practices taking into account their entire life cycle, organizational activities such
asmanagement, organization and engineering; interactionswith other disciplines such as
systems, software, hardware, human factors, testing, systemsmanagement, operation and
maintenance, and interactions with other organizations, including acquisition, systems
management, certification, accreditation, and evaluation.

NIST-CSRC is a cybersecurity riskmanagement tool that allows evaluating the effec-
tiveness of controls and their profitability; it adapts to different sectors and countries,
making it easy to adopt in the audit processes; It can be used to generate a new cyber-
security program or as a tool to analyze the gap of existing cybersecurity programs and
improve them. It is structured in such a way that it allows a comprehensive approach to
cybersecurity governance, easily aligning it with business needs.
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By conducting an analysis of both worlds, standards and controls vs. maturity charts,
gaps arise that organizations must fill to mitigate cyber attacks [3].

The problem is given by the variety of existing security standards andmaturity charts,
since each of them specializes in a specific area, so when adopting them simultaneously
they can demand a great effort of integration since most of them controls and models
define their own scope, definitions and terminologies; In addition, its independent use
prevents organizations from achieving all the benefits due to limitations in their applica-
tion in certain areas. As these standards and maturity charts overlap, resources could be
wasted by having different organizational departments managing different approaches
independently, leading to some disadvantages due to the lack of adequate understanding,
fewer resources available, and excess of required documentation. In the long run, this
complicates the adoption of security standards and maturity charts, so it is necessary to
build a multi-standard model that covers the crossing of standards and maturity levels.
This model can become a support tool for organizations, with their information assets
protected and in optimal conditions.

The model must then link the crossing of different security standards regarding
their maturity levels, through which the activities required in the construction of a multi
standardmodel are developed, providing support to the different organizations in the pro-
tection of their information assets so they can effectively approach a project of this level
of importance, given the current context of organizations being based on international
standards.

Regardless of the existing cybersecurity controls, norms and standards, these will
require the approval and support of the management department, knowing in depth the
priorities that the organization has in order to define what it wants to protect, preliminary
determining the scope, times, resources and personnel where the top management of the
organization is involved in the establishment, implementation, operation, monitoring,
evaluation, maintenance and permanent improvement.

It is necessary to adopt a series of steps that allow compliance with the elements that
are part of it, for example, in the ISO/IEC 27003: 2017 standard, which can be applied
in any organization, regardless of type, size or nature. A series of phases with their
respective stages are suggested, which help to incorporate different practical elements
such as:

1. Define the risk management process, focusing on what is being protected in the
organization

2. Define the security policy which helps to fulfill the security objectives, articulating
them with the policies and within the foreseen scope, contemplating the applicable
legal and regulatory requirements and taking into account the commitment of the
management department to achieve them.

3. Justify and analyze information security requirements by identifying assets within
the scope.

4. Assess and plan the treatment of risks by determining the cause of a potential
loss in order to understand how, where and why this loss could occur, estimating
vulnerabilities and confronting them against the level of risk acceptance.

5. Contemplate the documented information to be had, the implementation of the con-
trols provided for in the risk treatment plan approved by senior management with
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the resources assigned for this purpose, and the permanent monitoring of controls
and new risk scenarios which arise and adjust them to the reality of the organization.

This research proposes the development of a multi-standard model that meets the
needs mentioned above and consists of the following stages: Stage 1: Selection, catego-
rization and modeling of a multi-standard structure based on information security rules
and controls. Stage 2: Selection, categorization and modeling of a multilevel structure
based on standards for the measurement of maturity levels based on its compatibility
between functions and categories. Stage 3: Unification of the models in a macrostruc-
ture aimed at the measurement of maturity levels, crossed with the information security
standards and controls that an organization requires. From this, propose an efficient
multistandard model.

2 Information Security Controls

Information security controls are established with reference to the industry framework.
They are created based on good practices, which are identified based on the experience
of events or incidents that have been recorded. Each laboratory or cybersecurity research
center evaluates the level of the threat and the measures adopted to face them. In this
way, their suitability is corroborated, in relation to the standards established by the
industry [4]. As a result, lists of recommended countermeasures emerge, which consider
technical, administrative and operational aspects, integrated into the information system
in question.

Basically the controls seek to identify and evaluate the associated risks as the case
may be; that is why there is a diversity of controls to establish and measure the level
of vulnerability that an organization may have [5]. The above allows establishing such
controls, which are proposed by the different organizations in charge.

2.1 Crossing of Information Security Controls

With the results obtained through the compatibility matrix of the OWASP, ISO 27000-
1 and SANS controls, new questions are generated which must be answered by the
compatible controls, within the categories integrated in a multi standard model.

OWASP
The Open Web Application Security (OWASP) project is an open community dedi-
cated to enabling organizations to develop, acquire, and maintain secure and reliable
applications and APIS [6].

ISO 2700-1
ISO/IEC 27001 is an information security standard that specifies the necessary require-
ments to establish, implement, maintain and improve an information security manage-
ment system (ISMS) according to the “Deming Cycle”: PDCA (Plan, Do, Verify, Act),
allowing the assurance, confidentiality and integrity of data and information, as well
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as the systems which process it. The application of ISO-27001 means a differentiation
from the rest, which improves the competitiveness and image of an organization [7].

SANS
SANS security controls are a recommended set of cyber defense actions, aimed at mit-
igating the most common and harmful attacks with the intention of maximizing their
automation. They are aligned with the NIST cybersecurity framework and are a subset of
the controls defined in publication NIST 800-53, a compendium of recommended con-
trols for US agencies, and on which security audits of US state agencies are conducted.
[8].

The defense mechanisms collected in these controls are based on the experiences
of effective containment of real attacks. Actions are prioritized in order of mitigation,
based on NSA score.

2.2 Compatibility Between Information Security Controls

The intersection between the norm and the id of each control, means the inclusion and
compatibility of the norm in relation to the others, where:

* = It is included in the standard
+ = Compatible with comparison standards
− = Incompatible between standards

Controls are considered to be compliant, when a similarity is detected between the
three standards to be compared, those controls in which 2 or less similarities are detected
are considered as “Not compliant”, as shown in Table 1.

Table 1. Compatibility between OWASP, ISO 2700-1 and SANS controls

Controls Control ID Standards Compliance level

OWASP ISO 2700-1 SANS

OWASP A1:2017 * + + Complies

A2:2017 * + + Complies

A3:2017 * + + Complies

A4:2017 * + + Complies

A5:2017 * + + Complies

A6:2017 * + + Complies

A7:2017 * – + Does not comply

A8:2017 * – + Does not comply

A9:2017 * + + Complies

A10:2017 * + + Complies

ISO 27001 ISO-C1 – * + Does not comply

ISO-C2 – * – Does not comply

(continued)
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Table 1. (continued)

Controls Control ID Standards Compliance level

OWASP ISO 2700-1 SANS

ISO-C3 + * + Complies

ISO-C4 – * + Does not comply

ISO-C5 + * + Complies

ISO-C6 + * + Complies

ISO-C7 – * Does not comply

ISO-C8 – * + Does not comply

ISO-C9 + * + Complies

ISO-C10 + * + Complies

ISO-C11 – * – Does not comply

ISO-C12 – * + Does not comply

ISO-C13 – * – Does not comply

ISO-C14 – * – Does not comply

SANS CSC1 – + * Does not comply

CSC2 – + * Does not comply

CSC3 + + * Complies

CSC4 + + * Complies

CSC5 + + * Complies

CSC6 + + * Complies

CSC7 + + * Complies

CSC8 + + * Complies

CSC9 + + * Complies

CSC10 – – * Does not comply

CSC11 + + * Complies

CSC12 – + * Does not comply

CSC13 + + * Complies

CSC14 – + * Does not comply

CSC15 + + * Complies

CSC16 – + * Does not comply

CSC17 – – * Does not comply

CSC18 – + * Does not comply

CSC19 – + * Does not comply

CSC20 – – * Does not comply
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3 Maturity Level

Maturity levels are a clearly defined evolutionary platform, aimed at achieving an orga-
nizational vision, related to what is defined as safe procedures. This way, each level
of maturity provides a foundation layer for an organization’s continuous improvement
process. The maturity level standards chosen for this case study are described below [9].

Maturity Level Standards Crossing
Based on the crossing of the selected maturity level standards (COBIT5, CSM-CMM,
NIST-CRST), an own model is established that takes into account the compatibility
between them.

COBIT 5
Cobit 5 is a framework for understanding the state of governance and management of
an organization’s IT; it also evaluates the state of these technologies from support tools,
where 5 maturity levels are established; These levels are: 1) meet stakeholder needs,
2) cover end-to-end organizations, 3) apply a single integrated framework, 4) enable
a holistic approach, and 5) separate government from management. Finally, they are
organized in one of the following categories: incomplete process, executed, managed,
established, predictable and optimized [10].

SSE-CMM
The SSE-CMM (The Systems Security Engineering Capability Maturity Model)
describes the essential characteristics of an organization’s security engineering process,
aimed at guaranteeing an optimal level of maturity in cybersecurity. It is developed with
the premise that if you can guarantee the quality of the processes that the organization
uses, you can guarantee the quality of the products and services generated by the pro-
cesses. It has 5 maturity levels, which are: carried out informally, planned and tracked,
well defined, quantitative control, and continuous improvement [11].

The SSE-CMM defines six levels of maturity. Each of these levels is considered to
consist of a series of generic-based Practices that support the performance of the process
areas: Level 0 - Not carried out, Level 1 - Informally carried out, Level 2 - planning
and monitoring, Level 3 - well-defined description, Level 4 - Quantitatively controlled
description, and Level 5 - continuous improvement.

NIST-CRSC
NIST-CSRC (National Institute of Standards and Technology) is a comprehensive
exchange of information security tools and practices, providing resources for security
standards and guidelines, and for identifying and linking key security web resources
to support organizations. This framework is comprised of three main parts: the core
framework, the framework implementation levels, and the framework profiles.

The basic framework employs five fundamental functions: Identify, Protect, Detect,
Respond, Recover [12].

The Framework Implementation Tiers correspond to four maturity levels: Level 1 -
Partial, Level 2 - Risks reported, Level 3 - Repeatable, Level 4 - Adaptive. Finally, the
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Framework Profiles are used to describe the Current Profile and the Target Profile of
certain cybersecurity activities.

Next (Table 2), the association of the standards for determination of maturity levels
is shown, which makes possible the process of classification and determination of those
functions, categories and subcategories which can be combined with other standards that
carry out the same process.

Table 2. Compatibility between COBIT5, CSE-CMM and NIST-CRST maturity models. The
acronyms correspond to the abbreviations in Spanish of each term.

Incorporation and compliance matrix of the standards
best characteristics (Function)

Standard

COBIT 5 CSE-CMM NIST-CRSC

Function Plan and Organize (PO) X ACS, EI, ERS, EA, EV ID, PR

Acquire and Implement (AI) X ASC, CS DE

Deliver and Support (DS) X MPS, PES, ENS RS

Monitor and Evaluate (ME) X VVS RC

Manage Security Controls (ACS) PO X ID, PR

Assess Impact (EI) PO X ID, PR

Evaluate Security Risks (ERS) PO X ID, PR

Assess Threat (EA) PO X ID, PR

Assess Vulnerability (EV) PO X ID, PR

Construction Safety Argument (ASC) AI X DE

Coordinate Security (CS) AI X DE

Monitor Security Posture (MPS) DS X RS

Provide Security Entry (PES) DS X RS

Specify Security Needs (ENS) DS X RS

Evaluate Security Risks (ERS) ME X RC

Verify and Validate Security (VVS) ME X RC

Identify (ID) PO ACS, EI, ERS, EA X

Protect (PR) PO ACS, EI, ERS, EA X

Detect (DE) AI ASC X

Respond (RS) DS MPS, PES, ENS X

Recover (RC) ME ERS. VVS X

4 Analysis to Measure Maturity Levels Regarding Information
Security Standards and Controls

Next, the Maturity Level Plan (PNM) and the Maturity Measurement Plan (PMM) are
developed from the previously obtained data. This way, the questions which answer the
controls, categories and levels compatible between standards and controls are generated.
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4.1 Proposed Security Model Cycle

From the information crossing between standards and controls, and the compatibility
validation at maturity levels and controls, it is possible to generate 92 questions classified
according to the security standards in evaluation categories, distributed in topics, namely:
personnel-related security, access control, policy compliance, communication security
and asset management, as shown in Table 3.

Table 3. Questions generated by knowledge areas

Classification Topics Related questions

C1 Personnel-related security 12

C2 Access control 24

C3 Policy compliance 32

C4 Communications security 12

C5 Asset management 12

Total questions 92

In addition, these questions cover the classification of 63 (sixty-three) categories
generated from the compatibility of standards and controls, being a conglomerate of
results in an adaptive measurement towards the determination of the level of organiza-
tional maturity. The measurement of 5,796 (five thousand seven hundred and ninety-six)
crossed data is necessary to determine the maturity level and the impact sectors affected
in the organization. It should be noted that for each topic and associated question, the
compatible controls are considered, and Table 4 shows the values to be evaluated for the
PMN and PNM.

Table 4. Values to evaluate PMN and PNM

PMM PNM PMM * PNM
matrix

C1 C2 C3 C4 C5

C1 A1 A1 204 408 544 204 204

12 17 A2 192 384 512 192 192

C2 A2 A3 60 120 160 60 60

24 16 A4 156 312 416 156 156

C3 A3 A5 144 288 384 144 144

32 5 Total
Crossing

756 1.512 2.016 756 756

C4 A4

12 13

C5 A5

(continued)
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Table 4. (continued)

PMM PNM PMM * PNM
matrix

C1 C2 C3 C4 C5

12 12

Total PMM Total PNM

92 63

Total data to evaluate

5.796

The proposed model ranges from the standards compatibility and maturity charts,
to the aforementioned areas of knowledge, with the generation of questions in each of
them, determining the results. These questions contain a specific number of controls
related to it (standard), in this way it seeks to demonstrate the current maturity level in
cybersecurity within the organization. Table 5 shows the number of controls involved.

Table 5. Crossing intervention rates

Involved controls

PMM-C1 * PNM 537

PMM-C2 * PNM 1062

PMM-C3 * PNM 1421

PMM-C4 * PNM 527

PMM-C5 * PNM 533

These topics are oriented to the impact zones which cover both the information
security pillars, defined by confidentiality, integrity, availability and authenticity, and
those of organizations in the areas of systems, networks, data and users (Fig. 1).
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Fig. 1. Impact of controls and maturity levels on the pillars of information security and the areas
of the organization.

5 Future Work

The constant study of standards, metrics and controls is essential to support the ISMS.
Although this article studied the compatibility of certain standards and amatrix was gen-
erated from the compatible points (in the context of information security), it is necessary
to incorporate other standards and controls, which can complement to a greater extent
the approach for measuring cybersecurity in organizations, this procedure constituting a
permanent cycle of continuous improvement. In addition to the integration and updating
of standards and controls, it is intended to develop an API with these controls, in order to
obtain the measurement results from any software that consumes said interface. Another
proposal for improvement to the Multi standard Model proposed is the incorporation of
associated risk levels aiming to strengthening this proposal.

6 Conclusions

The constant review, supervision and management of data security tends to a constant
improvement in the processes involved. Just as cyber attacks evolve, the procedures with
which we protect information must also evolve, adapt or be updated.

Throughout this article, a set of controls and metrics were presented based on 3
(three) maturity standards and 3 (three) sets of controls related to cybersecurity, which
constitutes amultistandardmodel focused on security information. This allows the ISMS
to know in a simple way what decisions it will consider based on vulnerable areas, and
how to act based on the metrics obtained, always bearing in mind that each of these
frameworks are “good practices” and that not all of its areas can affect an organization.
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Abstract. This paper aims to give a general overview of the technologies used by
two important trends in Business Intelligence nowadays, that continue to reshape
the Data Architecture landscape worldwide. Bringing equally relevant value to
businesses today, Fast Data and Big Data complete each other in order to enable
both quick/short term as well as thorough/long term commercial strategies of
companies, regardless of the industry they are part of. The body and conclusion
of this paper will focus on the benefits of using the newest FinTech solutions for
both aforementioned data processing models, while clearly stating the differences
between the two. Both open source and proprietary type of solutions will be pre-
sented with the purpose to offer a thorough picture as to what the best architectural
landscape of Big Data analytics should look like.

Keywords: Big Data analytics · Fast Data · Big data platforms

1 General Overview

Nowadays, many organizations collect, deposit and analyze data directly related to their
customers and their commercial business model. The term “Big Data” is used to describe
large volumes of data collection, the exponential speed they increase with, and the large
variety for forms it can take.

In a world where the Digital Universe seems to be doubling its dimension every two
years, the financial and banking data will be the corner stone of this growth. Therefore,
it is crucial for these companies that activate in one of the fiercest competitive markets
to have the ability to process all the information they have at their disposal, since it is
pretty clear that the ability to analyze and leverage on data makes the difference between
growing the business or going out of business.

Monetizing data, as a means of growth, is in its early days. The technical infrastruc-
ture on which the banking systems was built has started to shake under the pressure of
the Big Data. That is because the amount of data turns out to be increasingly complex
and more and more dynamic for the conventional processing instruments to handle.

With this in mind, the current paper will take the endeavor of providing a high-level
study of a few relevant solutions for processing and analyzing large volumes of data.
Moreover, this will focus on both Fast Data and Big Data together with the constraints
they operate with and the benefits each of the two bring to businesses today.
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2 Fast Data Concept Introduction

As data is collected at an ever-increasing rate and since most of these data are on the
move, the benefits of processing large volumes of data to an organization can be lost if
these data are not processed as soon as they become available.

To process data quickly out of large volumes requires, from infrastructure perspec-
tive, two things, namely: a system that is able to cope with developments as fast as they
appear and a data repository that is able to process each item as it arrives [1].

One of the best ways to capture the value of the data received is to react at the time
they arrive. Processing the data received in different batches, takes time and therefore
may lead to the full or partial loss of the value these data bring.

The main goal of Fast Data is to quickly gather and analyze structured, but also
unstructured data in order to sustain rapid actions (to address various problems or to
increase the income of an organization).

Fast Data corresponds to the application of Big Data analytics on smaller datasets,
real-time or almost real, to solve a specific problem. They play an important role in
applications that require reduced latency.

Fast Data often arrives in data systems in streams. Currently the emphasis is on
processing large data streams in high speed, considering that new flash drives are ready
to exceed the current speed limit that is mostly limited by the performance of classic
hard drive devices.

The combination of in-memory databases and new flash technologies will allow an
increase in data flow processing capacity [2].

3 Big Data and Data Lake Concepts

BigData consists of datasets whose size and structure exceed the processing capacities of
traditional programs (databases, software, etc.) for the collection, storage and processing
of data in a reasonable time. The data can be structured, semi-structured and unstructured,
and this division makes it impossible to manage and process efficiently with traditional
technology.

The criteria for determining the difference between Big Data IT and traditional IT
technology are:

1. Volume – Very large volumes of data.
2. Speed – Very high data transfer rate.
3. Diversity – Partially structured data.

Four other features have been added to refine the definition of the concept: veracity,
variability, value and visibility.

There are three ways to process large volumes of data [3]:

• Batch processing in pseudo-real time or soft processing when only stored data is
processed.

• Real-time flow processing when the data processed is not stored and only the results
of processing operations are stored.
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• Hybrid processing using the hybrid model with three architectural principles: robust-
ness (The system must be able to manage the hardware, software and human errors);
Data immovability (raw data is stored forever and never changed) and recompositing
(results can always be obtained by (re)-composing raw data stored) [4].

In the current architecture, the Big Data concept is usually associated with the Data
Lake concept. Data Lake refers to a massive, scalable storage repository, that holds a
vast amount of raw data in their native format, plus processing systems that can engage
data without compromising their structure.

Data Lake is usually built to manage large and fast volumes of unstructured data (as
opposed to data warehouses that contain structured data) from which future information
is deducted/extracted. Data Lake uses dynamic analytic applications (not static, pre-
constructed as in data warehouses). Data Lake data becomes accessible when created
(again as opposed to data warehouses designed for slow data change) [5].

4 The Enterprise Architecture in the Big and Fast Data Context

Given the new context in which Fast Data are as valuable as historical data, organizations
are required to adopt a new data management strategy. Traditional database architectures
and systems are not able to cope with the challenges that Fast Data raises.

The Big Data architecture is centered around a Data Lake where the organization
spills all its data. Data Lake is not necessarily unique because of its design and func-
tionality, but rather its importance resides from the fact that it represents a cost-effective
system in which an organization can store anything.

The development or purchase of high-performance applications that extract the ben-
efits of Big Data and Fast Data represent a new challenge for organizations worldwide.
The adoption of Fast Data and Big Data also implies important changes in the Enterprise
architecture.

The Fast Data segment of the Enterprise architecture may include a quick in-memory
database component. This data segment has a number of critical requirements that include
the ability to ingest and interact with data streams, make decisions at every event in the

Fig. 1. Data architecture example for FastData andBigData/ Source: Slide sharewebsite (https://
www.slideshare.net/VoltDB/full-360webinar, Accessed December 2019)

https://www.slideshare.net/VoltDB/full-360webinar
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stream (streams), and apply real-time analyses to ensure visibility in fast streams data
received [1] (Fig. 1).

A successful Fast Data architecture must satisfy at least the following requirements:

• To ensure a well performing and reliable data acquisition and ingestion process
• To provide flexibility in storing and querying data
• To allow real-time data analysis using high-performance tools

5 Fast Data Technologies

As mentioned at the beginning of this work, in order to be able to process data quickly,
we need a data flow management system (data streaming), with which data can be sent
to applications that will consume or store them just as they are being generated.

Below are listed some open source and proprietary solutions, as well as the
differences between them.

5.1 Fast Data – Data Flow Management Platforms (Data Streaming)

Data Flow Management platform – is a platform that publishes and subscribes to data
streams (recordings) and it is similar to a message queue or to a messaging system. The
platform processes data streams as soon as they are being generated and it stores them
in a durable and error-tolerant way.

Apache Kafka
Kafka is an open source distributed streaming platform generally used for two large
classes of applications [6]:

• Build real-time flow data pipeline that reliably sends data between systems or
applications.

• Build real-time streaming apps that transform or react to data streams.

RabbitMQ
It is the most widespread and used open source messaging broker. Here is a list of some
of the main features included [7]:

• High Availability – RabbitMQ has provided clustering and high availability queues
for several major releases. The “Coor Quorum” version uses the “Shelf” consensus
algorithm to provide data replication at a higher performance than classic HA queues.

• Performance – RabbitMQ can also process a million messages per second, but it
requires more than 30 knots for that.

• Multiple subscribers – RabbitMQ can route messages to numerous queues, depending
on the type of exchange (such as fanout or topic) and links between queues.
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5.2 Fast Data – Data Streaming Processing Platforms

Another component needed in the fast data analysis, besides the data streaming solution,
is the processing of the data received. This component can be a data processing platform
or an in-memory database to process events (information) as they arrive.

Data flowprocessing is designed to analyze and act on data streams transmitted in real
time, using continuous queries. An essential component of data flow processing is the
Data StreamingAnalytics, in otherwords, the ability to continuously applymathematical
or statistical analysis to the data flow. Flow processing solutions are designed to manage
the high volume of data in real time,with a scalable, error-tolerable and a high availability
architecture.

Below are listed some open source and proprietary solutions, as well as the
differences between them.

Apache Storm
It is a distributed, real-time computing system, free and open source. Apache Storm is an
open source framework that provides amassive and scalable collection of events. Apache
Storm can be integrated with any data flowmanagement system and any database system
[8].

Apache Spark
ApacheSpark is a unified processing engine for the data distributed. It has a programming
model similar to MapReduce, but it extends by turning to abstract the shared data called
Resilient Distributed Datasets or RDD.

RDD is a collection of read-only objects distributed via a set of machines, that can
be rebuilt in case a partition is lost. The elements of an RDD need not exist as a physical
storage, while a connector to RDD has enough information to calculate RDD based on
the data safely stored. Moreover, this means that RDDs can always be rebuilt in case the
nodes give in [9].

Spark is capable to perform in-memory computation and it also allows data memory
storage which eliminates the maximum disk limitation (YARN) for iterative tasks.

Apache Spark can run using its standalone cluster mode, on EC2, on Hadoop YARN,
on Mesos or on Kubernetes. It can access data from HDFS, Alluxio, Apache Cassandra,
Apache HBase, Apache Hive and hundreds of other data sources [10].

IBM InfoSphere Streams
It is IBM’s main product for flow processing. It provides a highly scalable event server,
integration capabilities, and other typical features needed to implement flow processing
use cases. IDE is based on Eclipse and it provides visual development and configuration.

5.3 In-Memory Data Bases for Fast Data Processing

VoltDB
VoltDB is a solution that aims to combine the best of both Big Data and Fast Data. It is
a fast relationality-oriented base and smart flow processing platform.
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VoltDB supports Big Data analysis capabilities through SQL and Java applications
support, as well as ecosystem support for Hadoop-based offerings (Cloudera, MapR,
Hortonworks), Apache Spark and database offerings from HPE Vertica, Teradata, IBM
Netezza and others [11].

VoltDB combines ACID transactions, SQL capabilities, HA and DR clusters of
traditional DBMS models with linear scaling, virtualization, and native NoSQL cloud.

Redis
Redis is an in-memory storage of data structure used as a database, cache and message
broker. Redis stores all data in RAM, thus allowing for extremely fast reading and
writing. It runs extremely efficiently inside the memory and manages high-speed data
that requires simple standard servers to deliver millions of operations per second with
a latency of under milliseconds. Redis does not have a schema, but when using one of
its data structures (such as HASH or sorted sets), users can take advantage of memory
operations to accelerate data processing [12].

6 Big Data – Technologies and Platforms

Big Data represents what we call ‘data-at-rest’ and there are large volumes of stored
data to be processed. ‘Data-at-rest’ provides historical context, this context allows for
complex data analysis (prescriptive, diagnostic, descriptive, predictive and outcome ana-
lytics), which in combination with the response received from the rapid data analysis
further allows rapid decision making based on a broader historical setting, instead of the
restrictive view that looking at what is happening at the present time gives.

A Big Data platform is an ecosystem of services and technologies, which allows the
analysis of a big, complex and dynamic amount of data.

Below we briefly present some solutions that exist on the market and that can be
taken into account when planning the new architecture:

6.1 Apache Hadoop

In most Big Data scenarios, Apache Hadoop has become the mark to beat when it comes
to sharing and accessing the data and the computing input.

Apache Hadoop is a working frame that allows splitting the working processes on
many hosting servers that are not necessarily high-performance computers. It has two
main components: a MapReduce execution engine and a distributed files system called
HDFS (Hadoop Distributed File System). The advantages behind Hadoop are: high
flexibility, scalability, low costs and reliability in managing and processing Big Data in
structured and unstructured Big Data sets.

Hadoop has evolved into YARN – Yet Another Resource Negotiator, a frame for
tasks planning and cluster for resources managing [13].
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6.2 Hortonworks Hadoop Distribution

HDP/Hortonworks Data Platform is an open source solution that offers immediate value
like storage costs reduction by integrating YARN to its data center. In addition, this
ensures the company’s Data Center cost optimization by the YARN taking over less
critical tasks such as the ETL process. YARN allows HDP platform to integrate all data
processing engines both in the commercial version, as well as the open-source ones, to
be able to constantly deliver services and resources in the entire platform. Ambari is
the platforms Web interface and it is meant to ensure a simple, consistent and safe HDP
management [14].

Apache Ambari is an example of the Hadoop Cluster Management console. Its’
objects are the provisioning, managing and monitoring of such a cluster. Some of the
companies that use the Hortonworks platform are Samsung, Spotify, Bloomberg and
eBay.

7 Using Open Source or Proprietary Products? What’s the Best
Way to Choose?

Unfortunately, there is currently no “out of the box” solution on the market to combine
the two concepts (Fast Data & Big Data). Such a solution can be built using the products
presented above, while keeping in mind that choosing the most suitable components
should consider a series of aspects, such as those detailed below.

Open source products can be tested for free, have the advantage of providing free
access to the source code, free support through the entire community that helps develop
themand, additionally, is available to answer questions about it.Moreover, these products
have fewer defects which are fixed quicker, have better security and do not create the
dependency relationship between the customer and the vendor [15].

Of course, the use of these products is not risk-free considering. We need to keep in
mind that free support is not always as quickly available as needed and the fact that these
are complex software packages that only highly skilled resources within organizations
can handle.

In contrast to open source products, proprietary ones are much more stable, come
with dedicated support and can be used by people who do not need special qualifications
to handle them. Of course, they do not allow access to the source code and create
dependence on the vendor given that it is hard to replace a product already implemented
in the organization [15].

In order to be able to make the right choice, when choosing the product,
characteristics such as those in the table below should be considered (Table 1).

These characteristics can also be used for the selection of a proprietary product,
with the mention that for those we should consider the price component as well as the
relationship with the vendor (Table 2).

After the selection of components has been carried out, you can move on with the
implementation part. This can be done by creating an evolving prototype, further more
improved by a series of initial version refinements until a minimum viable product is
reached.
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Table 1 Criteria and characteristics for open source products/Source: https://www.researchgate.
net/publication/276008627_The_Selection_Criteria_of_Open_Source_Software_Adoption_in_
Malaysia

Criteria Characteristic Descriptions (Related question)

Reliability Maturity Used to indicate the software maturity in the market. (Is the software new on the

market?)

Popularity Used to indicate the software popularity and available references in the market.

(Does this software have numerous users? Any books/website/forum/blog written

about this software available in market?)

Availability Used to measure the system quality of support available for the software. (Does

this software frequently release new version?)

Usability Learnability Used to indicate the level of the system learnability. (How easy is it to learn or

understand the software without using user manual?)

Operability Used to measure the system operability. (Is the software easy to operate/handle?)

Accessibility Is this software easy to access without other third-party software or plug-in?

User interface aesthetics Is the user interface suitable with this software functionality?

Performance efficiency Time behavior Is this software easy to install/configure and operate within short time?

Resource utilization Does this software use minimal/limited resources or can be used with existing

resources (e.g.: server, operating system)?

Functionality Functional completeness Does the software meet user’s expectation and requirement?

Functional correctness Does the software provide correct output as user’s expectation?

Functional appropriateness Does the software function appropriately?

Maintainability Modularity Used to indicate the quality of the source code. (Does the code structural and

readable? How well is the software designed?)

Modifiability How easy the system can be customized to meet user’s requirement?

Reusability How easy to reuse or extent the code for further extension or integration?

Testability Is the software error-free?

Security Confidentiality How secure is the data and the software? How confidence that software is free

from vulnerabilities?

Integrity Does the software have any control mechanism to ensure system integrity?

Authenticity Does the software provide level of user’s authentication?

Tangible Support Is there any community or commercial support provided?

Documentation Complete documentation provided? Both technical and user manual?

Reliability Version Used to measure if the community has developed clear thoughts and plans about

features will be added in the future. (Does software version release as targeted or

expected time with mainly new functionality?)

Responsiveness Community Used to indicate the responsiveness of the community. How active is the

community for the software?

Assurance Competence Does the community possess of required skill and knowledge?

Credibility Does the development team and community have performed good track record?

How many bugs were fixed in last 6 month?

Empathy Communication Does the community acknowledge your problems and help in solving it?

Competence Skill How many internal technical staff skilled with tools and language used by this

software?

https://www.researchgate.net/publication/276008627_The_Selection_Criteria_of_Open_Source_Software_Adoption_in_Malaysia
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Table 2. Criteria and characteristics for proprietary products/Source: https://www.cloudave.com/
25571/how-to-select-enterprise-collaboration-vendors/

Characteristic Descriptions (related question)

Price How much does the product/platform cost and how do they
charge

People How does the vendor treat you (other customers)?

Support and Maintenance What options does the vendor offer for supporting your
development and maintaining it?

Vertical Expertise Does the vendor have expertise and clients in your specific
vertical?

8 Use Case: Using the New Fast and Big Data Architecture
to Identify Fraud in the Banking Financial System

One of the biggest challenges the banking financial system currently faces is to identify
and fight in real-time against fraudulent transactions. Although important steps have
been made to identify these transactions in due time, the losses incurred by them remain
significant.

In 2018, for example, the UK banking system managed to prevent losses of £1.66
billion, but at the same time lose £1.20 billion [16].

In order to identify possible fraudulent transactions, analysis systems are needed
to facilitate real-time reactions. Most of the times these systems must be able to react
within a few seconds, a very narrow timeframewindow available between the customer’s
transaction initiation and its approval by the financial institution.

As per the statistics presented above, not all fraudulent transactions can be identified
at the time they occur, but fraud patterns can also be discovered by further investigation
of completed transactions.

Therefore, we continue by presenting the new architecture, inwhich the two concepts
of Fast Data and Big Data, that complement each other, can respond to the requirement
of identifying and stopping frauds.

Real-time identification of fraud can be done using the Fast Data concept. The real-
time analysis of transactions allows an immediate response that protects both the interests
of the client and those of the financial institution.

We will detail below what are the technologies that can be used to achieve this.
Transactions initiated by customers, whether made online, in store, ATM payments

or cash deposits or transfers between their own accounts, can be seen as applications
that financial institutions must approve after checking them beforehand.

For this safety-proof process to be carried out so that the customer is satisfied by the
fast services provided by the financial institution, it is mandatory for the technologies
used for the applications analysis and approval to ensure real-time data checks and
response.

The Fast Data concept is based on fast collection and processing of data at the time
when they are produced. Therefore, the moment the application is initiated by the client,

https://www.cloudave.com/25571/how-to-select-enterprise-collaboration-vendors/
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it is collected by the Apache Kafka streaming platform. This is capable of transmitting
the application at the time it is initiated, and instantly sent it to the processing platform.

For the quick processing of these applications, the most suitable solution is the use
of a fast-operational database (in memory). Processing must take place in real time and
should not take more than a few seconds to allow sending quickly the answer to the
customer. For this, one of the existing solutions on the market such as VoltBd, SAP or
MemSql, can be used.

When a new transaction is initiated, it must be checked from several points of view
before it is approved. One of the dimensions of the analysis is the customer-vendor
relationship that verifies previous transaction history, using data provided by the Big
Data component, as well as analysis of customer status such as geolocation analysis.

To perform such checks, the quick operational base must support the simultaneous
application of a set of queries (over 50 complex queries) on the data stream.

Moreover, with the help of these fast-operational bases, live Datamarts can be built,
thus allowing the ad-hoc query and visualizing of data streams by users from fraud
prevention departments. Data visualization can be done using existing BI Reporting
solutions in the Big Data component or using integrated solutions in the processing
platform.

Once the data flow analyzed, the transaction can be approved or denied, and the
result of the analysis is stored in the Big Data component, more precisely it becomes
“date at rest” in Data Lake.

Of course, not all fraudulent transactions can be identified in real-time, a fact which
is evidenced by the figures mentioned above. Once stored, transactional data may be
subjected to further analysis to discover new patterns of fraud that have not been revealed
at the time when the transactions took place.

For this type of analysis, one can use the Big Data component that allows the analysis
historical datasets.

The Big Data component not only offers a historical analysis of transactions, but also
a complex historical analysis if we are to consider the multitude of sources that fuel it.
In order to analyze data at rest to identify new fraud patterns, relational (structured) data
received from the internal systems are not enough. This data must also be linked and
analyzes in the context of the information coming from external sources, information
that can be stored and transmitted in an unstructured model. For both structured and
unstructured data storing and analyzing, the most suitable enterprise solution is the one
offered by Big Data Hortonworks Platform. It allows the analysis of large and complex
data volumes.

The dataset can also be filled in with information from legacy systems, systems
that in the new architecture vision are integrated into the concept of Big Data/Data
Lake. The Hortonworks platform allows for quick integration with the already existing
infrastructure and systems inherited, thus facilitating the required access to data for
analysis.

The traditional method of detecting fraud schemes, whereby data analysts run SQL
queries upon a data Warehouse containing a huge amount of information, is no longer
enough due to the high response time required by such an analysis. The more time it
takes the fraud to be detected, the bigger the damage associated to the fraud.
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Big Data platform allows us to easily discover fraud patterns withMachine Learning
and Predictive analysis, and with the help of graphical interfaces, users can conduct
additional investigations for statistics or to consolidate evidences.

The use of two methods of analysis, of moving data and data at rest can signifi-
cantly reduce the percentage of fraud that affects financial institutions globally. The two
concepts are complementary in identifying fraud in the banking financial system, given
that real-time data analysis is correlated with scenarios and patterns discovered from the
analysis of historical sets (Fig. 2).

Fig. 2. Fast & Big Data architecture (for fraud analysis)/ Source: architectural proposal of the
author for the presented use case

9 Conclusions

Given the high volume of data generated nowadays and the fact that its crucial for finan-
cial institutions to respond to the needs of the market by analyzing these large volumes
of data, it becomes more and more obvious that both fast data analysis combined with
historical data analysis is required in order for these companies to be able to benefit from
the full data value. Although, at the present time, the architecture of these institutions
does not have a clear focus on integrating these 2 concepts (fast data and big data), the
status quo will definitely change in the near future if these institutions want to remain
competitive in the market.

The diversity of the current technologies allows and,moreover, encourages the explo-
ration of both concepts for the benefit of commercial performance and profit maximiza-
tion. Depending on the strategy that each financing institution chooses to go for, there
is always a choice to be made between open source and proprietary solutions.

Each of the solutions presented in this document tries to respond to the business
needs and challenges of handling large amounts of data. It is recommended that the actual
implementation of any of them is to be done after a careful analysis of all implementation
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and maintenance related costs, and only after multiple reviews with all stakeholders
within the organization of the risks and opportunities that the implementation of such
solutions entails.

In the end, as the tendencies seem to indicate, one could say that the future will most
likely belong to open source solutions, those where multiple users contribute to keeping
it up to date, stable and flexible to answer quickly to changing business needs.
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Abstract. When observing the Chilean sea from both biotic and mechanical per-
spective, oceanographers note that theHumboldtCurrent carries abundant biomass
and that the movement of the water itself has the capacity to do work. Taking
advantage of these two qualities of the ocean current, this article exposes the
sketch of an automated device, the computational simulation when it was con-
ceived and its mathematical model to make efficient the capture of biomass that
will be processed, stored and dispatched as biodiesel. Said submerged automaton
has a structural configuration that was outlined by cybernetic design resulting in
a body that carries out the transformation process by itself, which starts on the
side that faces the current with its content of biomass. This rawmaterial is trapped
thanks to an intelligent system that informs the reactor about the relative impor-
tance of the state variables that its body can control, stimulating those swimming
organisms to move in the desired direction. The captured biomass begins its pro-
cess until it becomes biodiesel by virtue of the mechanical energy provided by the
same flow of seawater that affects the reactor. The rear part of the reactor releases
both incident water and by-products into the sea without harmful environmental
consequences. Some users of this new type of device are armies in time of conflict
and merchant marines during algae bloom.

Keywords: Ocean current · Biomass · Mathematical model · Automated
reactor · Biodiesel · Cybernetic design

1 Introduction

The growing demand for energy by various economic agents has forced them to look for
new and non-traditional alternative sources. Some of these sources are the oceans which
covering more than 70% of the Earth’s surface, offer a potential of 93,000 terawatt-hours
per year of electricity generated by thermal gradients, salinity gradients, tides, waves
and currents [1]. One of the latter is the Pacific Ocean current that flows along part of
the South American coast. This movement of seawater called Humboldt Current (also
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called the Peru Current) not only has a regular movement, but also biomass, both usable
as a form of energy [2, 3].

Since there is no technology to simultaneously use both forms of energy from said
Humboldt Current, the present work outlines at conceptual level an automatic device
capable of capturing, processing, storing and dispatching of biomass transformed into
biodiesel; using the kinetic energy of the water flow to generate this kind of fuel. Such
an artifact, simply referred to in this article as a Reactor, for its successful performance
has various mechatronic and biochemical challenges among others [4].

This paper addresses the challenge of the state that the automatic device must have
for a better management of energy. Specifically, the objective of this article is to conceive
a mathematical model so that the Reactor knows how important are some controllable
variables. That is, to know the weights of the state variables that are under its control in
each changing context.

Furthermore, since not all the variables are controllable by the Reactor when it
operates, they must be controlled in the gestation of the apparatus and for this reason the
present work also accepts another challenge: generate an intelligent procedure to design
a complex automaton.

The next section of this article describes Humboldt Current with its qualities as an
energy supplier. The third section outlines the artifact itself, while the fourth section
details the two challenges of this work. Section five develops a conceptual model of the
state of the submerged Reactor facing the current. Section six outlines how to design
this new artifact in an austere way through an iterative simulation of different assembly
elements. Finally, in the seventh section the conclusions are delivered.

2 The Allure of This Current: Plankton, Nekton and Water Flow

The Humboldt Current, or more strictly speaking the Humboldt Current System because
it is a complex of flows with a resulting northward [5], is a continuous movement of cold
(~18 °C) and low-salinity (~34.7%) mass of sea water that flows north along the western
coast of South America. This current extends from southern Chile (~45th parallel south)
to northern Peru (~4th parallel south) and reaches 500–900 km offshore. Its maximum
speed is about 0.2 m/s and its deep ranges between the 200 m and 300 m.

A show in Fig. 1 [6], it is one of the main ocean currents in the world, bringing
oxygenated water north from the South Pacific for thousands of kilometers before it
dissipates in the warmer waters around the equator. TheHumboldt Current creates one of
the largest andmost productivemarine ecosystems in the world because cold waters with
low salinity and high levels of nutrients are brought to the surface through upwelling,
providing sustenance to fish and marine mammals. The coasts of Chile and Peru are
therefore one of the largest fisheries in the world, with approximately 18% to 20% of
the world’s fish catch [7].

The Humboldt Current has twomajor sources of energy, at least in theory: biological
andmechanical. Thebiological source is composedof livingbeings,which for the present
work are classified into two large groups: those that are able to swim and those that are
not able. As shown in Table 1, the former is known as Nekton and the latter as Plankton.

Why this taxonomy? Because the automatic Reactor must attract the Nekton that is
attractive to the process and repel the nekton that is not attractive. Indeed, some marine
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Fig. 1. The ocean currents in the world where Humboldt (here called Peru) is one cold of them.
(Public Domain. U.S. government publication)

Table 1. Comparison between the potential sources of biological energy

Issue Peacetime Wartime

Common
definition

Marine organisms that drift in the water Marine animals than can swim against
water currents

Reynolds
Number

Greater than 1000 Less than 10

Size Either microscopic or macroscopic Macroscopic

Kingdom Either plants or animals Animals

Examples Phytoplankton: diatoms, dinoflagellates,
coccolithophores, and green algae.
Zooplankton: crustacean, jellyfish, and
small protozoa that feed on other
plankton

Fishes, whales, sea-turtles, dolphins,
crabs, lobsters and squids

organismsmay have low bio-energy potential and/or be environmentally sensitive. These
must be avoided through some stimulus that takes themaway from the path to theReactor.
On the contrary, organisms that are easy to process and rich in biomass that do not have
ecological value, must be attracted to the Reactor. This attraction or repulsion, as the
case may be, occurs thanks to the swimming capacity of the Nekton.

The Plankton, on the other hand, is not able to move by its own means, indeed they
are pushed by the current. So this kind of organism cannot be stimulated at a distance
by the Reactor to alter their routes.

About the mechanical energy, the water of Humboldt Current as an average density
of 1.024 g m−3, greater than freshwater. Regarding a maximum speed of 0.2 m/s, the
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kinetic energy of each cubic meter is 21 J. Considering that the current flows incessantly
this energy can be used by the Reactor at all times.

3 The Autonomous Device

The Reactor consists of an artifact composed of a body and an anchor. The body is the
component that performs the transformation process itself and has a front part that faces
the current through which the water enters with its biomass content (Fig. 2 and Fig. 3).
At this first stage of the process, a light system has a main role because it must attract
the Nekton suitable for the production of biodiesel and repel the others. In addition, this
automatic device can move along the vertical plane and leans for capturing the greatest
amount of biomass.

Fig. 2. Top view of Reactor where water and organisms enter from the right side of the figure.

Fig. 3. Front view and back view of Reactor.

Once the flow enters through a grid located on the front, the raw material begins
its process until it becomes a fuel by virtue of the mechanical energy provided by the
same flow of seawater that reaches the Reactor. This energy is caught by six axial-flow
turbines placed in the front part of the Reactor. Both incoming water and by-products
are released into the sea from the rear of the Reactor. An overview of the internal process
and its relation to the environment is shown in Fig. 4.
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Fig. 4. Overview of the internal process and its relation to the environment

The main users of this type of Reactor are those armies in time of conflict and
merchant marines during bloom algae. Even when the project is at the profile level, it is
estimated that an initial version of the prototype will involve an investment of US$ 0.4
million.

4 Challenges

The Reactor as an intelligent device must perform a good management of energy, trying
to generate the greatest amount of biodiesel taking full advantage of the oceanic sources
from its environment, both the kinetic energy of the waters and the marine organisms
that are the raw material.

The variables of the environment such as Plankton concentration and its biomass
content are very difficult tomeasure. However, at everymoment the Reactor canmeasure
its own variables such as its inclination in two horizontal axes of space (pitch and roll)
or attitude, depth and intensity of the light as shown in Fig. 5 and Fig. 6.

Fig. 5. View of Reactor with lateral lights on for altering the route of Nekton
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In addition, the Reactor can estimate the amount of biomass entered through its
“mouth”, without the ability to differentiate which part of that total is due to its ownmerit
(attracted Nekton) and which part is circumstantial (Plankton and accidental Nekton).

Then, it is possible to assume that in a certain period, the biomass entered into the
Reactor depends on its posture, depth, and intensity of light. In turn, other variables
depend on changing environmental conditions, which, as previously stated, are very
difficult to measure and are impossible to control. For instance, in a research the zoo-
plankton biomass presented a significant seasonal pattern with a maximum in spring
(48.3 g m−2), a minimum in autumn (25.5 g m−2) while summer and winter biomass
were alike with 30.4 g m−2 and 30.6 g m−2, respectively [8]. About spatial variation,
other research noted that diatom (phytoplankton) concentrations are maxima near the
surface during strong upwelling periods, but small phytoplankton tend to have subsur-
face maxima during relaxation/downwelling periods, when the vertical stratification is
the strongest [9].

Faced with this changing scenario, the Reactor must have an active role making
adjustments to the variables that are under its control to capture the largest biomass
whose space-temporal arrangement is not constant. Then, the intelligent system of the
reactor to act successfully on these variables, must know how important they are in each
context. That is, a challenge for this autonomous artifact is to determine the weight of
the state variables under its control that allows the best energy performance.

Deep

Lights  Pitch 

Fig. 6. Reactor and some state variables when it operates

5 Model for the Intelligent Control of Reactor When It Operates

The reactor as an autonomous entity must be endowed with artificial intelligence that
allows it to know in real-time the weight or relative importance of the relevant variables
of which it has control. Oneway to achieve this intelligence is through expert knowledge.
Howcan theReactor acquire that knowledge if it is a debutant in a changing environment?
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Thanks to the proprioceptors (sensory receptorswhich receive stimuli fromwithin the
body, especially one that responds to position and movement), this device can measure
the status of the variables under its control at every moment and can also measure
with satisfactory both precision and accuracy the preference that the Nekton has for
each arrangement of those controllable variables. Indeed, in its mission of attracting the
greatest amount of Nekton to the “mouth” of the Reactor, the biomass arrived can be
estimated according to the state of the artifact.

Then, changing its state variables the Reactor can be more or less attractive for the
Nekton. That is, the Nekton’s preference for moving towards the Reactor will depend on
its status. IfPn are then preferences of theNekton for each status ofReactor characterized
by a set m of variables V, the following functions may be written:

P1 = f (V11, V12 . . .V1m)
P2 = f (V21, V22 . . .V2m)

: : : :
Pn = f (Vn1, Vn2 . . .Vnm)

(1)

The function is the same in each of the equations and as previously established, the
different values acquired by P will depend on the values taken by each variable V and
its weight. So Pi will be the preference for the state i given by its Vij understood as the
amounts of the variables that generate the preference (with i = 1,2,3… n and with j =
1,2,3…m)

For simplicity, it will be assumed that the function is a linear summation where
each variable Vij will have an always constant relative importanceWj (with j = 1,2,3…
m). Therefore, the set of n preferences will be a collection composed of linear additive
equations as in (2).

P1 = W1V11 + W2V12 . . .WmV1m
P2 = W1V11 + W2V22 . . .WmV2m

: : : :
Pn = W1Vn1 + W2Vn2 . . .WmVnm

(2)

Since the amount Vij is measurable, it is enough to determine the Wj and thus also
quantitatively determine each Pi from i = 1 to i = n. The procedure for determining
such weights and therefore knowing quantitatively the level of importance in this case,
is known as Linear Preference Mapping [10]. This fairly robust procedure is composed
of three sequential stages described below.

The first stage consists on the one hand, in measuring each state variable in question
regardless of the units in which they are expressed this Vij. As previously stated, this
measurement is carried out by the Reactor through its proprioceptors in each state.

On the other hand, at the same stage simultaneously the Reactor measures the pref-
erence of organisms in each of its states, symbolized as Pi. One way for estimating the
amount entered to the Reactor is the Generalized Volumetric Method [11].

Once the first stage is completed, the set of Eqs. (2) will have a fuzzy estimate on the
left member (Pi) and clear numbers on the right member (Vij), except for the unknown
weights (Wij). How to unveil those weights?
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The second stage consists in discovering those weights or relative importance.
Before, it is necessary to remember that each Pi is an estimate and therefore it is not
possible to have a quantitative assurance of them since theNekton is not the only biomass
entered into the Reactor (in a premeditated manner), but also is the Plankton which by
chance enters into this artifact. That is, there is no certainty of the cardinality of the
measurements but of the ordinality. Therefore, the Pi can be compared with each other.

Assume for example that there are four preferences, each corresponding to one state
of Reactor: P1, P2, P3 and P4. The possible comparisons are these:

P1 > P2
P1 < P3
P1 > P4
P2 < P3
P2 < P4
P3 > P4

(3)

However, the presence of errors in the results of the comparisons is accepted, which
are assumed to be minimal. Returning to the previous example: if P1 > P2 is the same
P1 − P2 > 0, even entering this error: P1 − P2 + some error > 0.

Therefore, the third stage of the procedure consists in minimizing the sum of all
these errors. Thus in this example, six comparisons are made, therefore, there are six
errors: E1, E2, E3, E4, E5, and E6. Therefore, the following Linear Programming model
is assembled:

To minimize

R = E1 + E2 + E3 + E4 + E5 + E6 =
∑

Ei (4)

Under this set of six restrictions: (5) reliability of the comparison because although
there is no security about the quantities of captured biomass, it is certain which is greater
or less than another; (6) weights greater than or equal to zero, (7) biomass greater than
or equal to zero, (8) errors are always greater than or equal to zero and (9) the sum of
all weights must be equal to unity.

P1−P2 + E1 > 0
P1−P3 + E2 < 0

: : :
P3−P4 + E6 > 0

(5)

W1 ≥ 0,W2 ≥ 0, . . .Wm ≥ 0 (6)

P1 ≥ 0
P2 ≥ 0

:
P4 ≥ 0

(7)

E1 ≥ 0,E2 ≥ 0, . . .E6 ≥ 0 (8)
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W1 + W2 + . . .Wm = 1 (9)

Finally, the third stage consists of inserting Eq. (2) in the first group of restrictions,
configuring the definitivemodel. Theminimization is resolved and as a result are obtained
the relative weights of each variable (Wj), which are the information sought.

6 Cybernetic Design for the Reactor When It Is Conceived

Themodel just described allows the Reactor to hierarchize the variables that are under its
control while it operates and thus improve its performance. But, what happens to other
relevant variables that this automaton cannot alter? Certainly there are constants for the
Reactor given during its conception such as the number of turbines and the dimensions
of the keels that can affect this behavior. Therefore, the structural design process must
also tend to the optimum [12]. Thus, thanks to computational advances, it is possible to
channel the design according to certain standards through a process that in this work is
called Cybernetic Design. However, this process must face complexity in a harmonious
way according to the Parsimony Principle in order to simplify the Reactor configuration
as much as possible [13].

This design participates in the simulation of the Reactor during early phase, before
it is built. In other words, the Cybernetic Design is a virtual medium which produces the
prototype as a result of an iterative process that includes structural adjustments.

This design considers various parameters where the Technical Specifications are
essential, which in this case are the quantitative expressions of the document that defines
the Reactor requirements. Since such specifications need a certain materiality to be
fulfilled, Cybernetic Design requires Assemblable Elements obtained from the available
universe. Energy is also required to make such material assemblies. Then the Cybernetic
Design procedure displays the following quantifiers:

– Arrangements (A): Whole made up of the Assemblable Elements trying to conceive
the ideal Reactor each one expressed ordinally (i = 1,2,3…n), such that the first
Arrangement is called A1, the second A2 and the nth An.

– Non-compliance (I): Measure of dissatisfaction of the Technical Specifications deter-
mined in percentage with respect to an ideal conception of the Reactor, such that the
dissatisfaction of the first Arrangement is I1, that of the second is I2 and the nth is In.

– Consumption (C): Energy consumed in each Arrangement, expressed as Ci for each
Ai.

– Wealth (T): Available energy for the entire process.

The procedure in question consists of constructing with the Assemblable Elements
a whole which satisfies the Technical Specifications at the minimum energy cost. This
procedure consists of the following main steps:

a) Consider the Assemblable Elements obtained from the industrial ecosystem.
b) Organize the Assemblable Elements putting together a whole (Ai) with the purpose

that the result meets Ii = 0 and with the restriction Ci < T.
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c) If this Arrangement Ai complies with Ii = 0, save it.
d) If the coupling Ai does not comply with Ii = 0: carry out another Arrangement.
e) Repeat steps b), c) and d)
f) Of all the saved Arrangements, the minor will be the Prototype.

A simplified and graphic representation of the Cybernetic Design is presented in the
Fig. 7. It shows an iterative procedure that tends to maximize net profitability.

Start
Organize the Assemblable  

Elements Ai  
with Ci < T and Ai≠A(i-1)

Ii = 0 
no

i=1

i=i+1Save Ai yes

i = n 

Prototype = min[Ai]

no

yes

Fig. 7. Simplified algorithm of the Cybernetic Design

7 Applications

One of the main criticisms of this type of automaton is that it gets its inputs from
the bases of the marine food chain and therefore, its operation negatively imbalances
the ecosystem. However, since this Reactor can know the relative importance of each
variable, it can reach the best state for two different scenarios: peace and war, as shown
in Table 2.

In peacetime it can operate occasionally when the presence of organic inputs is
abundant, especiallywhen this rawmaterial is in excess. In fact, sometimes the abundance
of certain organisms due to various factors such as climate change, can large population
became in marine plagues. In this scenario the Reactor makes its best contribution by
intelligently capturing that type of biomass.
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In wartime there is a different economic situation and therefore artificial intelligence
provides other answers [14]. In this case the hierarchy of variables is not the same as
during peace and the reactor will be able to make other decisions. Even in dire straits the
Reactor can shift mode, drop anchors; and use its turbines as propellers to move against
an enemy ship acting as a torpedo.

Table 2. Comparison between two scenarios of performance of the Reactor

Issue Peacetime Wartime

Vertical location Emerged, submerged Submerged

Main clients Mercantile marine, pharmaceutical
and cosmetic industry

Navy

Operation Regularity Conflict

Valued products Biodiesel, glycerin Biodiesel

Preferred inputs Bloom algae Anything

This Reactor is useful only in marine currents? No, this device can be used in any
stream that drains organic material. Thus, for example, it can be arranged to capture
part of the 14 µg/L of phytoplankton that contain the rivers of a region of Spain [15].
Furthermore, the reactor can act as a river purifier using as inputs to the organic waste
discharged into the riverbed.

8 Conclusions

The present work describes the pioneering idea of simultaneously taking advantage of
biomass and water flow to generate biodiesel through a submerged device that faces an
ocean current, which was conceived from early stages through an artificial intelligence
procedure. This artifact has the following characteristics:

– It occupies the kinetic energy of abundant oceanic water as a public good, without
generating negative externalities.

– It can influence the organisms that contain biomass by means of altering its state
variables.

– It is autarkic and autonomous when operates.
– It is the result of parsimonious design.

Since it is an autonomous entity, the Reactor in charge of such a task must know how
important are the variables over which he has control, according to each particular situa-
tion. Faced with this challenge, this work developed at a conceptual level a mathematical
model that delivers the weight of the state variables of the artifact.

Themodel has an adequate syntax because it maintains an internal coherence regard-
less of the variables considered. The model also has semantics because it successfully
represents the phenomenon. Finally, it has praxis because it is easy to apply.
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The main contribution of the model is that it is a mathematical representation that
allows quantifying the importance of the variables of a phenomenon, an essential activity
for proper decision-making.

All this mathematical model of automaton behavior was elaborated on a structural
configuration that resulted from a simulation algorithm. Said procedure dealt with com-
plexity from the early stages of the development of the Reactor, complying with the
technical specifications, using for this purpose the least amount of energy as a universal
resource. In other words, the device not only manages energy while it operates, but it
was also conceived through an intelligent energy management process. Thus, there is
second-order cybernetics, since not only is an automatic entity designed; but also its
design was automatic.

As it can be seen in Fig. 1, there are dozens of ocean currents in the world and
therefore this project is also applicable to those that are rich in biomass and preferably
which have higher speeds. However, since the capture of biomass affects the base of the
ecological chain, the operation of the reactor is preferred in times of risk to National
Security and/or when there is algae bloom.

Acknowledgments. This work received the valuable contribution of the Reactor drawings made
by the architect and designerÁlvaro SebastiánAguirre Boza, a full-time professor at theUniversity
of Santiago de Chile.
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Abstract. This article discusses the complexities of porting a perfor-
mance blockchain library, encompassing core cryptographic operations,
to the OpenCL framework. We present the solution we developed as a
general guideline and we highlight the limitations of the OpenCL frame-
work. Given the potential use case of multiple platforms and devices,
the effective portability of the library for end users is presented. Finally,
a comparison with a CUDA variant of the library is discussed, both in
terms of code complexity, runtime and performance.
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1 Introduction

A blockchain encompasses a list of records which are linked together using cryp-
tography. Usually each record holds the hash of the previous record together
with a timestamp. A typical usecase for blockchains is via a peer-to-peer archi-
tecture where new blocks are constantly being validated and the list of records
is constantly growing.

In a peer-to-peer descentralized system, the concept of permissionless
blockchain means that a node which contributes to the system may be run by
any entity, and the transactions are handled by a consenus mechanism based on
votes. As previously stated, one important part of the blockchain is the hashing
operation. A hash is a mathematical algorithm which maps data from a variable
size to a fixed size. Examples of common hash functions are MD5, SHA etc.

The Solana project represents a new blockchain architecture based on Proof
of History (PoH) and is thoroughly described in its coresponding whitepaper [1].
The goal of the project is to obtain a distributed system that can scale transac-
tions proportionally with the network bandwith. For example the whitepaper [1],
describes a theoretical upper bound of 710 k transactions per second (tps) for a
gigabit network. As opossed to initial blockchain architectures the transactions
do not rely on a Proof of Work (PoW) scheme, and thus specialized architectures
are not required (like was the case with Bitcoin using ASICs for example). Initial
blockchain technologies and the PoW scheme have been analyzed in depth by
literature [6–8].
c© Springer Nature Switzerland AG 2021
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Current design specifies 2 types of entities to sustain the Solana distributed
system: validators and archivers. At the base of the Solana validator cluster,
are a set of computers that verify the output of submited untrusted programs.
The cluster maintains a set of records, called the ledger, which is the base for
reproductibility. The role of the archivers, which are specialized thin clients, is
to download a part of the ledger and store it. The library presented in this paper
relates to the validators, to the signing and verification of transactions.

1.1 Solana Performance Libraries

The performance of the Solana validator cluster is measured as average trans-
actions per second (tps) and how long it takes for a transaction to be confirmed
by the super majority of the cluster. To track the performance, each cluster
maintains several counters which are futher uploaded to the cloud.

Because Solana allows for transactions to scale with network bandwith, the
requirements for a validator are many core CPUs (e.g. Intel Xeon or AMD
Threadripper) coupled with fast large SSDs (e.g. 4TB size). Proof of History is
based on SHA hashing [5] and architectures such as AMD Threadripper (CPU
x86 64) support SHA hardware instructions. An alternative to CPU processing
is GPU processing which can better keep up with the higher throughput of a
network, given the large number of cores and fast video memory.

Our variant is based on the solana performance libraries which define the
CUDA implementation and the CPU parallel variants. The Solana performance
libraries source code [2], as well as the newly ported implementation [3] are open
source and publicly available via github.

The goal of the our variant was to extend the current set of supported target
devices. Before this, only devices that could run on, were CPUs and Nvidia
CUDA GPUs.

There are several architectures that can perform hashing at a high through-
put. Examples include: multicore CPUs, GPUs, FPGAs, ASICs. The most widely
available processor oriented to raw number crunching with respect to power con-
sumption is the GPU. GPUs can be found either in discrete add-in PCIe boards
(PCI express bus) or directly integrated into a CPU SoC (System on Chip). As
opposed to a CPU core, the GPU is highly oriented towards the SIMD (Single
Instruction Multiple Data, Flynn taxonomy) processing model having most of its
die space occupied by vector processing units as opposed to caches. The SIMD
architecture is usually well suited towards block hashing.

The state of solana performance library consisted of a CPU C variant and a
GPU CUDA variant [2]. This meant execution could happen on either a CPU
(typically x86 architecture) or an Nvidia CUDA GPU. This limits the scope of
participating nodes, given there are several other vendors of GPU units (e.g.
AMD, Intel), as well as potentially other accelerators (e.g. FPGAs).
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2 Candidate Compute Frameworks

Though multiple APIs exist, only a limited subset are more widely used and
implemented by vendors. Currently CUDA (Nvidia only GPUs) is widely used
in the HPC and server segment. At the present time, OpenCL is the de facto API
standard, defined by Khronos and implemented by most major GPU IP vendors
such as AMD, Intel, Vivante, Qualcomm etc. Other APIs are DirectCompute,
SyCL, OpenACC, Mantle. It is slowly becoming superseded by other competing
APIs, mainly do to its ineherent complexity and the fragmentation of its software
ecosystem.

In our view, OpenCL is the current alternative to the CUDA framework [10],
[14]. It is developed by a non profit technology consortium, Khronos Group,
and aims to define a framework for writing programs that execute across sev-
eral platforms from several vendors. With regards to this, OpenCL was a natural
candidate for extending support of the library. By having an OpenCL implemen-
tation as well, most other GPUs automatically become supported (e.g. AMD,
INTEL, QUALCOMM), as well as potentially other accelerators.

Both the hardware as well as software stack complexity make program-
ming GPUs difficult and limit application portability. Developing an application
means handling both the host side flow (i.e. CPU, memory transfers) as well as
the device side flow (i.e. GPU, processing).

With OpenCL, a user must handle both the host side (e.g. CPU) as well
as the device side (e.g. GPU). The host side is required since the GPU lacks
the capability to access most of the OS services including memory allocation,
thread preemption or file accesses. This increases the solution complexity for the
software developer which must fine-tune the whole communication process.

The OpenCL framework defines a set of functions for the host side manage-
ment, as well as a C99 based language for the device side. In OpenCL func-
tions which run on the device are called kernels. OpenCL also defines a C99
based language for writing the device kernels. The kernels are managed and
compiled on the host side, and issued for execution, on the device side, through
the OpenCL stack (kernel execution is enqueued by the host side). The OpenCL
kernel language defines a set of built-in scalar, vector types, preprocessor direc-
tives, operators, attributes, qualifiers as well as a set of built-in functions like
math, synchronization primitives, work-group related, relational etc. Each new
version of OpenCL in general extends on the previous one and adds new func-
tionality through modified or added functions (both for the host and device side)
[10,11].

Because of the general specification of OpenCL to support a wide range
of architectures and vendors, there are general pitfalls related to portability,
performance and as well added complexity. Limitations of OpenCL both in
terms of API, vendor implementation as well as application portability have
been throughfully analyzed [9,12,13]. Results usually point to the fact that it
is difficult to develop high performance code that is portable accross platforms
and operating systems.
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3 Library Adapted Structure

The initial code in the library comprised of the ED25519 public-key signature
system [4] using SHA-512 and Curve25519 algorithm, implemented both for
the CPU HOST side through the C programming language as well as for the
GPU DEVICE through CUDA. The majority of the code was shared having
compiler directives indicating where the function was to be compiled both for
HOST/CPU and for DEVICE/GPU. The major 2 operations that had to be
ported to OpenCL where the sign operation and verify operation. These are
also used to evaluate the performance of the library in terms of number of
signs/verifies per second.

3.1 Device and Host Code Separation

OpenCL frameworks entails a separation of HOST and DEVICE code. Further
because the library is delivered statically or dynamically, the whole DEVICE
code (kernels) must be embedded inside the library and already present in mem-
ory to be compiled. This will result that any future updates to either the HOST
or DEVICE code will require a full recompilation and distribution of the library.
We have thus embedded the OpenCL device code in C header files, stored effec-
tively in constant strings, which get compiled at init OpenCL runtime. The com-
pilation only happens at init, with resulting executable kernels being available
throughout the lifetime of the program. An alternative for this would be script
automation, for the device code (OpenCL kernels) to be assembled through a
script by including both specific device code as well as potentially generic (which
can be used by the host as well), prior to the host program compilation.

Code duplication should be avoided and this can get complicated, due to the
fact that the DEVICE kernel code needs to be embedded for compilation inside
the HOST code (stored in C header files as strings). Conversely, each call to a
DEVICE kernel needs to be specifically managed as per the OpenCL standard.
In contrast to C code or CUDA, kernel function calls do not happen directly
and need to be defined explicitly with the OpenCL API (having the kernel
compiled, setting the arguments, doing an NDRANGE execution and waiting
for the execution to end).

The code duplication problem and added complexity is a limitation of the
OpenCL design. In general constants and generic functions could be made avail-
able on both the host side as well on the device side, and do not require special
adjustments, using simple includes. We conclude the following issues, because of
device and host code separation:

– code duplication
– added code management complexity
– cumbersome update of device code
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3.2 Memory Regions

In the OpenCL API the following memory regions are defined: global mem-
ory, constant memory, local memory and private memory. Conversely a modern
GPU architecture would have the following memory regions available: register
(equivalent to private), cache L1/L2 (equivalent to local), constant cache, tex-
ture cache, video RAM and RAM. Each region in the GPU has its physical
limitations, depending on the GPU. The compiler and runtime together with
hardware would adjust how the program actually executes (e.g. if register spills
will happen).

The algorithms in question do contain large tables of precomputed values that
would not fit in most GPU caches. In this case we defined them in the constant
memory space, which would translate to them being placed in global memory
(video RAM or RAM, depending on GPU). There is of course the implication
of performance, since reads are slow from global memory, but this would allow
for the best portability.

Another issue is handling pointers from one address space to another (e.g. pri-
vate vs global). In OpenCL, functions need to clearly have each pointer address
space specified accordingly. This does complicate the size of the code as well
as the overall solution complexity. Because the number of functions to modify
and adapt for each address space can grow very fast, we resorted to allocat-
ing and converting the data from one address space to another, where possible.
For example if a private address space was required but we only had the global
address, we would have a private region defined, copy the global values there,
process it and copy the result back. This may however have a negative impact
performance.

The following complications arise, because of the OpenCL API limitations
on memory regions:

– added code complexity and code duplication
– potentially poor performance

4 Library Runtime Execution

The solana performance library is used by the blockchain architecture in pro-
cessing and validating transactions and should provide the required functions in
a transparent manner, handling in the background all the system details (hard-
ware and software), with minimal input from the user or system. The manual
search and setup of platforms of devices is an issue in this particular case. Due to
the fact that we are targetting the implementation to be contained fully inside
the library, it results that the init part must be executed only once throught the
lifetime of the program.

To handle this all the functions which require GPU acceleration have at
the begining a call to an OpenCL init function. This will check if the OpenCL
environemnt has been setup and if not will start the platform and device query,
the context and queue creation as well as the kernel compilation. The overhead
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of this is minimal given it is only once executed and the entities it creates are
used throughut the whole execution.

The current implementation just queries for a specific accelerator type (usu-
ally GPU), through all the available platforms and devices, and proceeds with
the setup. The platform and device defaults to the last device from the last
platform but is also capable of selecting the platform/device id. Going towards
multi device setup the following situations would need to be considered:

– Single platform, multiple similar devices
– Single platform, multiple different devices
– Multiple platforms, multiple different devices
– Multiple platforms, multiple different devices repeating

Our major concern in a multiple platform, multiple device is how to ensure
the load is adequete so as to distribute the work. We need to ensure a device
is not queried back from several different platforms, create thus a list of unique
devices and keep track of each device limitations be it performance, memory
etc. This would complicate the library which would basically need to define a
scheduler/load balancer. To avoid this complication, we have only implemented
the single platform single device variant.

Another concern with regards to performance is if the executing GPU has
any shared hardware with other processing entities including the HOST/CPU.
An example of such a situation is if the GPU is integrated on the same die as the
CPU, inside the SoC (System on Chip). Performance constraints and techniques
to improve performance have been explored in literature [12], but usually present
a significant complexity increase in code.

We encountered differences in compilation between the tested platfoms (Intel,
AMD and Nvidia). These differences vary from duration differences (e.g. very
long compilation time, order of minutes compared to seconds on other platform)
to functionality differences sets of warnings to errors in compilation, errors of
the compiler (e.g. “Shader compiler had memory allocation problem”, “Code-
gen phase failed compilation.”) or even the compiler failure altogether with
SIGSEGV. Likewise there have been differences even between compilation of
devices of different architectures, given the same compiler. Such problems have
been highlighted in literature [13]. This limits portability and conversely increase
the effort in development, due to the large set of platforms and devices that must
be checked.

Regarding runtime and portability we conclude:

– added code complexity
– potentially unused resources
– unexpected delays
– discrepancies in compilation accross platforms and devices

4.1 Performance Analysis

In this section we analyze the performance of the ported library using single
device targets. While the CUDA variant is able to distribute work amongst
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multiple devices, this was not yet implemented in the port, given the complexity
discussed in the previous section. When comparing with the CUDA variant, we
limit its execution to a single device.

Results have been obtained by running the verify 25519 variant (binary pro-
gram for solana perf library corectness and performance validation) for OpenCL
and have been compared to the previous existing CUDA variant. For the OpenCL
variant we have implemented a platform and device selection mechanism and
during execution we have monitored several GPU metrics and compared them
with the CUDA program execution. Performance results are consistent with cur-
rent expectations given architecture types. We found that performance of the
ported solution is scaling well with device capability and its current load, with
no significant differences over CUDA single device.

Figure 1 shows the performance (measured in thousands of signs/verifies per
second) of the current OpenCL port, relative to its initial CUDA variant, running
on the single device Nvidia Tesla K40M. We can see that the performance is
similar, moving from CUDA to OpenCL. The measured time reflects only the
full execution time (including memory transfers and allocations), but does not
include init time of both variants. The init time is not relevant, given the sign and
verify operations will be run continuosly throught the lifecycle of the program.
In particular the init process would take longer on OpenCL because of the added
platform setup, query as well as device compilation.

772

719

71

74

0 100 200 300 400 500 600 700 800 900

OpenCL

CUDA

1k verifies/sec 1k signs/sec

Fig. 1. Performance comparison of solana perf lib binary using OpenCL and CUDA,
running on target single device GPU Nvidia Tesla K40M (5 Tflops and 288GB/s
VRAM)

Figure 2 shows a performance comparison given the OpenCL port, on various
architecture types, measured in number of signs per second (in the order of
thousands 1 k signs/verifies per second). We can see that GPU architectures
perform better compared to multicore CPU architectures and that performance
is correlated with the parallel processing power of the device (number of cores
and memory bandwidth).
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Fig. 2. Performance comparison of various architectures (CPU and GPU), of different
parallel capabilities, running the solana perf library port binary using OpenCL

At the moment of writing this article the initial changes have been reviewed
and merged to the main branch of the project [2]. Further changes are required
to make use of the newly introduced OpenCL variant, by directing the execution
in the solana validator to use the OpenCL variant, instead of the CUDA variant.

5 Conclusions

The Solana project aimes to obtain a distributed system that can scale transac-
tions proportionally with the network bandwith. The current limitation to this,
is keeping up with the high throughput network bandwith, for signing and ver-
ifying transactions. Architectures such as GPUs are ideal candidates and using
an API such as OpenCL for portability is well suited, at least at a theoretical
level.

In this article we have presented the issues with porting the Solana blockchain
performance library to OpenCL. This library encompasses core cryptographic
operations necesary for the validation and sign of transactions. The changes
presented are related to both how the code is structured and optimized (e.g.
memory qualifiers), how the runtime has to be fully managed as well as what
runtime issues have been encountered.

Our solution aims to offer a very thin layer of logic and represents a fully
functional and portable OpenCL variant of the blockchain library in question,
with adequete performance. In the future we aim to further optimize and adjust
the implementation.
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Abstract. The paper presents some preliminary results in engineering a context-
aware assistive system for manual assembly tasks. It employs context-based pre-
dictors to suggest the next steps during the manufacturing process and is based
on data collected from experiments with trainees in assembling a tablet. We were
interested in finding correlations between the characteristics of the workers and
the way they prefer to assemble the tablet. A certain predictor is then trained with
correct assembly styles extracted from the collected data and assessed against
the whole dataset. Thus, we found the predictor that best matches the assembly
preferences.

Keywords: Context-based predictors · Assembly assistance systems · Adaptive
systems

1 Introduction

Many factories avoid the full automation due to either the flexibility of the human oper-
ators or lower production costs. Nowadays, machine-assisted human-centered manufac-
turing is the common approach. On the other hand, in the absence of full automation,
modern factories might adapt to the workers profile for a cost-effective and resource-
efficient production. The training stage of the workers can be more efficient if assembly
assistance systems are used instead of human trainers. A certain level of information
assistance can help to structure, guide and control manufacturing processes [1]. Smart
assembly assistance systems can improve the overall performance, and simultaneously
reduce the skill requirements of the workers [14]. The automation might be designed
and implemented in an adaptive manner, since the adaptability of the automation can
mitigate some of the costs of human-machine interaction, such as unbalanced mental
workload [11]. The dynamic configuration possibility of automation levels is another
requirement [21]. A comprehensive review of the research challenges in the product
assembly domain is presented in [23].

Assembly assistance systems designed for monotonous manufacturing tasks should
not over-challenge or under-challenge the worker, it might adapt to the needs of the
human operator in real-time [4] and to the constraints of the task [22]. Moreover, it must
consider the skills and a possible functional decrease of the human worker’s capabilities
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[17]. Thus, interactive and context-aware instructions during the assembly processes
become more and more important [5].

In this work, we propose an adaptive assembly assistance system able to dynam-
ically adapt the production process to the worker’s actual condition, his/her general
characteristics, preferences and behaviors in assembling products. This human-oriented
assembly assistance system is using a context-based predictor to recommend the next
assembly step based on the current state of both: the semi-product, and the worker.
From the experiments performed with 68 trainees, we extracted the relevant correlations
between certain human characteristics and assembling behaviors. The obtained dataset
was subsequently used to train and evaluate different predictors. A detailed description
of the experiment is out of the scope of this paper focusing on the techniques to engineer
the prediction-based assembly assistance. The goal is to identify the most efficient pre-
diction scheme in order to be physically integrated into a real assembly manufacturing
process. Thus, the final adaptive human-centered training station will be able to receive
real-time information about the worker and use it to suggest the manufacturing steps.
Our training station will finally allow the following functionalities: capability of recog-
nizing through sensors the product components and human features and actions, ability
of learning patterns and correlate human operator contexts with the assembly states of
a certain product, possibility of assisting the trainee in correct product assembly (either
by recommending the next step or by detecting wrong steps), capability of connecting
the relevant data systems for an easy training set-up.

The reminder of the paper is organized as follows. The next section presents some
state-of-the-art manufacturing concepts and a related work in context-based prediction
techniques. Section 3 describes the two-level context-based prediction schemes used
to provide suggestion for the next assembly step. Section 4 discusses the experimental
results. Finally, the last section concludes the paper and presents further work directions.

2 Related Work

In [20], the authors proposed a human-machine centered assembly station and presented
a case study in amini-factory laboratory, switching frommanual production of pneumatic
cylinders to a hybrid assembly system combined with a lightweight robot. In [10], the
authors proposed an automated virtual training system in the automotive manufacturing
domain. The goal was to increase the production process transparency for the human
operator and to allow fast adaptation to new manufacturing requirements. Their cost-
effective scalable hardware-setup relies on game-based user interaction. In [13], the
gamification is used to achieve a mental state in which a worker is fully immersed in
activity, with energized focus and the belief in the success of that activity. In [15], the
authors presented a semantic service discovery and ad-hoc orchestration system which
is adaptable to contextual information changes. The processes are generated taking into
account the current structure of the production plant and ability of the field devices in
applying semantic discovery and service selection. Thus, they applied context-based
service orchestration to control the manufacturing process. None of these works are
using context information to suggest the next assembly state. In contrast, our adaptive
training station is using context-based prediction to recommend the next manufacturing
step, based on the previous steps and the operator’s features.
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Simple and hardware-efficient predictors have been successfully used for branch
prediction in the microprocessors’ domain. A good description of these prediction struc-
tures was provided in [16] and [2]. The authors have shown that the two-level predictors
are simplifications of prediction by partial matching, being in fact Markov predictors.
Advanced branch prediction schemes were presented in [3]. Some of the branch pre-
dictors have been adapted and successfully used in ubiquitous systems, like person
movement prediction in smart office buildings [18]. In our opinion, these simple and
efficient prediction schemes are appropriate for our needs and, therefore, we adapt them
in this work to be usable for assembly assistance. Their detailed description is provided
in the next section.

Markov chains as stochastic models were successfully used in bioinformatics [12],
webmining [9], image denoising [8], smart energymanagement [6], etc. HiddenMarkov
Models are doubly embedded stochastic processes consisting in a hidden stochastic
process that relies on a set of observable stochastic processes. Hidden Markov Models
were applied with very good results in speech recognition [19], smart buildings [7],
computational biology [24], etc. These powerful stochastic models could be further used
as prediction methods to provide the next assembly step in manufacturing processes.

3 Prediction-Based Assembly Assistance

In order to be able to recommend the next step of a manual assembly process, our system
must recognize the current context consisting in the previously assembled components,
but it might also correlate with the current features of the human operator. Since in
this work we focus on a customizable modular tablet, we must codify all its possible
states. The tablet consists in eight components (see Fig. 1): a mainboard, a screen and
six modules which can be speakers, flashlights and power banks.

Fig. 1. Customizable modular tablet.

Thus, seven steps are necessary in a correct assembly process of such a table.We have
chosen a binary codification (usable as decimal, too), considering “1” for the components
already assembled on the mainboard and “0” for the ones not yet assembled. The first
bit of the binary code represents the screen, the next three bits are the modules from the
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first row and the last three bits are the modules from the second row of the mainboard.
Thus, based on the code of a certain state, we can anytime determine which components
were already assembled. By comparing the codes of two consecutive states, we can
determine which component changed between them. Figure 2 presents a model of the
tablet in a certain assembly state: threemodules are assembled on themainboard,whereas
other three modules and the screen are not yet assembled. Thus, the binary code of the
exemplified assembly state is 0101001, its corresponding decimal code being 41.

00

01 1
0 binary code: 0101001

decimal code: 411

Fig. 2. Example of codification.

The assembly process codified through the above described method can now be
modeled using a two-level context-based predictor. The first level consists in a left-shift
register containing the last R states, R being the order of the predictor. The second
level of the predictor is a pattern history table with two columns: the pattern and the
state. Each entry of the table contains a context of R consecutive assembly states in the
pattern column and the corresponding next state in the state column. The structure of
the two-level context-based predictor with simple states is presented in Fig. 3.

A B C       D  

A B C Pattern   StateContext:

A B C       D  

A B C Pattern   StateContext:

Fig. 3. The two-level context-based predictor of order 3 (R = 3).

In the example depicted in Fig. 3, C is the current state, A and B are the previous
two states, thus A, B and C forming the current context, whereas D is the predicted next
state. In the learning stage, the predictor is populated with the occurring contexts and
their corresponding next states. After the learning stage, the stored data can be used for
prediction during the assembly process. As an example, for the sequence ABCDABABC,
the predictionwith a third order two-level context-based predictorwould beD, since after
the contextABC we have last seenD in the past. In our application, the states are the 7 bits
long decimal codes reflecting the assembly stage of the tablet, as we described above.
Thus, a certain bit on 0 means that the corresponding component is not yet mounted, or
a wrong component is mounted there, and 1 means correctly mounted component.

The two-level context-based predictor presented in Fig. 3 can be enhanced with two-
state automata. The automata provide more stability with respect to the variations in the
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observation sequence. A two-state automaton has a weak state and a strong state. One
bit is necessary to store the additional information: a logical 0 if the state is weak or a
logical 1 if it is a strong one.When the same observation occurs again and the automaton
is in weak state, it will change to strong state. When the same observation occurs again
and the automaton is in strong state, it will remain in the strong state. When different
observation occurs and the automaton is in weak state, it will store the new observation
in a weak state.When different observation occurs and the automaton is in strong state, it
will keep the old observation in aweak state. The structure of the two-level context-based
predictor with two-state automata is presented in Fig. 4.

A B C      D1  

A B C Pattern   StateContext:

B C D      A0  

A B C      D1  

A B C Pattern   StateContext:

B C D      A0  

Fig. 4. The two-level context-based predictor of order 3 (R = 3) with two-state automata.

If we consider the observation sequence ABCDBABCDABC, the BCD pattern is
followed first by B (the stored weak state is B0) and is also followed last time by A
(B0 is replaced with the weak state A0). The ABC pattern is followed first by D (the
stored weak state is D0) and is followed last time by D again (the state is changed to
the strong D1). In Fig. 4, ABC is again the current context, and the prediction is D. In
our application, the states are 8 bits long decimal codes in which the first bit reflects the
weakness (0) or the strongness (1) and the rest of the bits are describing the assembly
state of the tablet (0meaning unmounted or wronglymounted component and 1meaning
correctly mounted component).

Another improvement of the two-level context-based predictor from Fig. 3 consists
in allowing to store multiple possible states instead of only one. Thus, the pattern history
table will contain for a certain pattern a list with all the states that followed that pattern
during the learning stage. If a new state occurs for a pattern, it is appended to the list.
When a prediction is necessary, the last seen state will be predicted for a given pattern.
Therefore, this enhancement cannot increase the prediction accuracy, but we expect a
significant improvement of the wrong step detection indicator, since we can easily check
if the current assembly step of theworker is or not in the list of his actual assembly pattern.
Figure 5 depicts the two-level context-based predictorwithmultiple states. Ifwe consider
the ABCDABCABC observation sequence, after the pattern ABC we have seen the states
D and A, so these two states are stored in a list within the corresponding entry from the
pattern history table. The prediction would be A. In the software implementation of the
predictor we have not limited the size of the lists, nor the size of the pattern history table
itself (implemented as a dictionary).
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A B C      D, A  

A B C Pattern   States Context:

A B C      D, A  

A B C Pattern   States Context:

Fig. 5. The two-level context-based predictor of order 3 (R = 3) with multiple states.

4 Experimental Results

For the evaluations of the previously presented predictors, we used the data obtained
from the experiments performed with 68 trainees (BSc students), in which they had to
freely assemble the tablet (without guidance). The data were collected by observing their
behavior in assembling the tablet. Later this process was decomposed in subsequent state
transitions of the tablet and codified as previously explained. The proposed predictors,
implemented in C#, are trained with the effective assembling steps extracted from the
collected data. Note that the effective steps are a subset from the real ones which includes
many intermediatewrong trials to assemble the tablet. The trained predictors are assessed
against the whole dataset. We measured the prediction accuracy, the coverage, as well
as the error detection indicator. The prediction accuracy is the percentage of correct
predictions from the total number of predictions. The coverage is the percentage of
correct predictions from the total number of assembly steps. The error detection indicator
is the percentage of correctly detected assembly errors from the total number of errors
(occurred when the real state and the prediction were different). Our final goal is to
physically integrate the best predictor into the smart assembly station.

First, we evaluated and compared the two-level context-based predictor with simple
states (depicted in Fig. 3) and the one with two-state automata (presented in Fig. 4).
Figure 6 presents the prediction accuracy obtained with these two predictors considering
different context sizes.We can observe that these two compared predictors have about the
same accuracy. Only on the context sizes 1 and 2 the predictor with two-state automata
is slightly better. On the higher context sizes both predictors provide the same accuracy.
We can also observe that the accuracy is increasing up to a context size of 6. The reason
of the accuracy decrease starting with the context size of 7 is that such long contexts
are rarely matched during the assembly process, which is shown by the extremely low
coverage (see Fig. 7).

We can see that both predictors have almost the same coverage. As we expected, as
higher is the context size, as lower is the predictor’s coverage. The chances are good to
find short patterns, but low or very low to find long patterns. A limitation is introduced
by the fact that only seven steps are necessary to correctly assemble the tablet. Analyzing
Fig. 6 and 7, we can conclude that the two-state automata introduced an insignificant
improvement. Thus, the simpler prediction scheme proved to be more efficient.
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Fig. 6. Prediction accuracy of the two-level predictors by considering different context sizes.
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Fig. 7. The coverage of the two-level predictors by considering different context sizes.

Next, we present the error detection capability of the analyzed predictors. This is
an important indicator, since we are going to use such predictors to detect also pos-
sible wrong assembly steps beside the useful indications they can provide during the
manufacturing process.

As Fig. 8 shows, the error detection capability is quite good for both analyzed pre-
dictors. For long context sizes (6 and 7) it reaches even 100%. However, we would like
to see such good error detection capabilities for shorter contexts, since they can assure
better coverage and higher prediction accuracy. The two-level predictor with multiple
states (depicted in Fig. 5) has the same accuracy and coverage as the previously analyzed
predictor with simple states, since it predicts the last seen state for a certain pattern. How-
ever, storing multiple states for each pattern improves significantly the error detection
capabilities, since the pattern history table is able to contain thus all the assembly styles.
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Fig. 8. Error detection capability of the two-level predictors with different context sizes.

If the learning stage of the predictor is applied on a sufficient number of assembly pro-
cesses, it can learn all the assembly possibilities. With this improvement, we obtained an
error detection capability of 95.65% considering a context size of 1 and 100% for longer
contexts. Since we are interested in a good coverage (total number of correct predictions)
and in accurate error detection, the two-level context-based predictor of order 1 (R =
1) with multiple states seems to be the optimal. Its lower prediction accuracy is not a
drawback, since on mispredictions the provided next step is still acceptable – as it is a
correct learned step – and can be a useful assembly recommendation for the worker.

5 Conclusions and Further Work

Context-aware assistive systems and collaborative robots can support people to man-
age the increased variability and complexity of products while reducing the number
of errors. These systems can potentially provide a diversity of dissimilar opportunities
for manufacturing, such as training employees with less experience or even eliminate
the need for training, quality assurance, reducing the cognitive complexity associated
with assembly tasks, and integrating elderly and disabled people into the workplace.
Although there are various opportunities to employ advanced technologies such as aug-
mented and virtual reality, artificial vision and biosensors, a user-centered approach is
critical to the success of these systems. Beside the specific context of the assembly
task and the manufacturing environment, assistive systems should adapt the instruc-
tions in real-time based on the workers’ psychomotor capabilities. This becomes even
more obvious in mixed-initiative human-robot collaboration where the proper allocation
of tasks between humans and robots requires great flexibility to achieve optimal joint
human-robot performance. It includes models and evaluation criteria for the optimal
task-allocation between human and robot in a dynamic environment (i.e. the stochastic
nature of the manufacturing process and models of human status and performances).

Pattern recognition in the manufacturing process is an essential enabler to provide
the assembly assistance functionalities. Although prediction methods have been used
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in many domains, to our knowledge there is no research to predict the behavior of
human operators in manufacturing assembly tasks. In this work, we have analyzed the
possibility of using two-level context-based predictors as assembly assistance of the
manufacturing operators. The evaluation results shown that the most efficient analyzed
prediction scheme was the two-level context-based predictor of order 1 with multiple
states, which can assure a very good error detection capability for short context sizes,
providing also an enough high coverage. The proposed predictor can be either used to
assist the trainees during their learning stage or to help the workers by detecting wrong
assembly steps. The training stations enhanced with such predictive capabilities allow to
replace a fixed and thus static assembly sequence with a dynamic one which is adapted
to each human operator, providing flexibility and efficiency. Our approach fits well the
widely applied machine-assisted human-centered manufacturing paradigm.

As a further work direction, we will develop and evaluate some more complex
prediction schemes, likeMarkov chains, HiddenMarkovModels or Bayesian Networks.
We will choose the most efficient prediction method to be integrated into our smart
assembly training station. Until now we did not find any significant correlation between
the assembly style and the worker’s profile. This issue requires further investigations
with an extended set of experiments over different user types (i.e. personas).
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Abstract. The paper deals with the multidimensional scaling (MDS)
that depends on the class of nonlinear projection methods for a visual
representation of multidimensional data. The performance of a new
MDS-type method for multidimensional data dimensionality reduction
and visualization (Geometric MDS) has been investigated visually using
GeoGebra. Dynamic geometry program GeoGebra is a non-commercial
and interactive software for the visual representation of algebra and
geometry. We made specific GeoGebra scripts for the visual represen-
tation of the convergence process of Geometric MDS. This allows us
to analyze the optimization of the stress function visually, describing
the visualization quality and find the basins of attraction to the local
minima. The results allow an easier comprehension of the MDS stress
optimization by the anti-gradient search. Moreover, the results deepen
the understanding of Geometric MDS, in general.

Keywords: Visual analysis · Multidimensional scaling · GeoGebra ·
Dimensionality reduction · Geometric MDS

1 Introduction: Multidimensional Scaling

People comprehend information presented visually easier than a large set of
numerical data. In this paper, we deal with multidimensional data: many data
points dependent on many features. There is a variety of methods for such data
visualization (see review in [1]). Projection methods, linear and nonlinear, are
among the most popular methods. The goal of the projection (visualization)
methods is to represent the multidimensional input data points in a lower-
dimensional space preserving specific properties of the structure of the data
set. Examples of such visualization are given, e.g., in [1].

Multidimensional scaling (MDS) depends on the class of nonlinear projection
methods for a visual representation of multidimensional data [1,2]. Suppose, we
have a set X = {Xi = (xi1, . . . , xin), i = 1, . . . ,m} of n-dimensional data points,
Xi ∈ R

n.
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Dimensionality reduction and visualization requires to find the coordinates
of new points Yi = (yi1, . . . , yid), i = 1, . . . , m, in a lower-dimensional space
(d < n) by holding proximities dij (e. g. distances) between multidimensional
points Xi and Xj , i, j = 1, . . . , m, as much as possible. MDS finds the coor-
dinates of new points Yi representing Xi in a lower-dimensional space R

d by
minimizing so-called stress function depending on coordinates of the projected
points Y1, . . . , Ym. Usually, this function is multimodal. In this research, we con-
sider the raw stress that is equal to sum of all squared differences between the
proximity dij of pair of points Xi and Xj in the original space and the Euclidean
distance d∗

ij between the corresponding pair of the points Yi and Yj in the pro-
jected space:

S(Y1, . . . , Ym) =
m∑

i=1

m∑

j=i+1

(dij − d∗
ij)

2. (1)

2 Geometric MDS

The new – geometric – interpretation of MDS method (denote it by Geometric
MDS) is proposed and discussed in [3]. In Geometric MDS, the step size and
direction forward the minimum of the stress function (1) are found analytically
for a separate point Yj in a projected space without reference to the analytical
expression of the stress function (1), numerical evaluation of its derivatives, and
the linear search. It is proved in [3] that the step direction coincides with the
steepest descent (anti-gradient) direction, and the analytically found step size
guarantees almost the optimal step in this direction.

The simple realization of Geometric MDS is based on fixing the initial posi-
tions of points Yi = (yi1, . . . , yid), i = 1, . . . ,m and further changing the positions
of separate points Yj (once or several times) in consecutive order from j = 1 to
j = m iteratively. Initial positions of points Yi = (yi1, . . . , yid), i = 1, . . . ,m
may be chosen at random, using principal component analysis, etc. The stop
criteria is the number of runs from j = 1 to j = m. Algorithm stops also, if the
difference between the stress function S(·) values between two consecutive runs
decreases less than some small constant ε. Consider the iterative process, where
the positions of all points Yi = (yi1, . . . , yid), i = 1, . . . ,m are changed consecu-
tively once. The complexity of such part of the simple realization of Geometric
MDS is O(m2d). From the optimization theory view-point, Geometric MDS is
some version of the coordinate-wise descent using d-coordinate blocks. The block
is formed by the point Yj = (yj1, . . . , yjd) that has d coordinates. It is shown
experimentally in [3] that the efficiency (obtained minimal values of the stress) of
such realization of Geometric MDS is the same as compared with the well-known
realization of MDS – the SMACOF algorithm.
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The core of Geometric MDS method lies in computing of new point Y ∗
j for

current point Yj as average of points Aij , i = 1, . . . ,m, i �= j, where Aij are
points lying on the line between point Yj and Yi on the distance dij from Yi.
Here, dij is the proximity between two multidimensional points Xi and Xj .

Let we have some initial configuration of points Y1, . . . , Ym, and tend to opti-
mize the position of the particular point Yj only when the position of remaining
points Y1, . . . , Yj−1, Yj+1, . . . , Ym is fixed. In this case S(·) in (1) will be mini-
mized if we minimize the so-called local stress function S∗(·) dependent on Yj ,
only:

S∗(Yj) =
m∑

i=1
i�=j

(dij − d∗
ij)

2. (2)

The following formulae are derived in [3]:

Y ∗
j = Yj − 1

2(m − 1)
∇S∗|Yj

, S∗(Yj) =
m∑

i=1
i�=j

⎛

⎝dij −
√√√√

d∑

k=1

(yik − yjk)
2

⎞

⎠
2

, (3)

Y ∗
j =

1
m − 1

m∑

i=1
i�=j

Aij =

= Yj +
(

1
m − 1

m∑

i=1
i�=j

(
dij (yjk − yik)√∑d

l=1 (yil − yjl)
2

+ yik − yjk

)
, k = 1, . . . , d

)
. (4)

Note, that S∗(Y ∗
j ) > S∗(Yj) and

S(Y1, . . . , Yj−1, Y
∗
j , Yj+1, . . . , Ym) > S(Y1, . . . , Yj−1, Yj , Yj+1, . . . , Ym), (5)

if Yj is not a point of local minimum of the local stress S∗(·).
See Fig. 1 for graphical illustration of one step of Geometric MDS. Here,

we consider case m = 4 and d = 2. For better understanding of the ideas and
relation with formulas (3) and (4), we use Yj and Y ∗

j instead of Y4 and Y ∗
4 in

Fig. 1.

3 Visual Analysis Using GeoGebra

Dynamic geometry program GeoGebra is a non-commercial and interactive soft-
ware for the visual representation of algebra and geometry. It relates algebra with
geometry. GeoGebra is a free dynamic geometry software program, with tens of
millions of users worldwide, and a great impact both in mathematics education
and in applications [4]. There can be made lots of constructions, including points,
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Fig. 1. An example of a single step of Geometric MDS method

lines, geometric shapes, implicit or explicit functions, algorithms, etc. The result
is rendered as a real-time drawing that directly depends on the parameters of
these constructions. There is a lot of recent applications of GeoGebra. The poten-
tial of GeoGebra Automated Reasoning Tools for studying mechanical linkages
is shown in [6]. GeoGebra is applied for expressions having non-negative quan-
tities (like distances) in Euclidean geometry theorems to be usable in a complex
algebraic geometry prover [7].

Geogebra offers the effective facilities for easy development of visual appli-
cations as compared with commercial software, e.g. MatLab, Maple, Wolfram
Mathematica. The nearest competitor to GeoGebra is Desmos [5]. It provides
free online possibilities for interactive visualization of mathematics. However, its
functions are poor and these functions are insufficient for complex tasks. There
are two open source libraries in Python: Matplotlib and python(x,y). However,
they need for an intense programming efforts.

We aim to use the interactive abilities of GeoGebra to discover new properties
of the multidimensional scaling and Geometric MDS visually and dynamically.

For the analysis, the set of six n-dimensional points has been chosen (m = 6).
Proximities (e.g. distances) between n-dimensional points are completely defined
by radius of circles in Fig. 2. Like an example in Fig. 1, let us fix positions of
first m−1 points Y1, . . . , Ym−1 on a plane. We will vary position of the last point
Ym. In Fig. 2, such a point is denoted by Yj for better understanding of the ideas
and relation with formulas (3) and (4). The additional information, necessary to
compute the local stress (2), is presented in Table 1.
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Fig. 2. Data for analysis of multi-modality of local stress of MDS

Table 1. Additional information for
computing the local stress

i Yi di6

1 (4.0000, 0.0000) 7

2 (1.2361, 3.8042) 6

3 (−3.2361, 2.9389) 7

4 (−3.2361,−2.3511) 7

5 (1.2361,−3.8042) 7

Table 2. Minima of the local stress

i Y ∗i
j S∗(Y ∗i

j )

1 (4.2235, 4.0189) 27.9526

2 (−0.2591, 5.9286) 30.7175

3 (−5.4505, 0.4519) 34.2956

4 (−0.1331, 1.0036) 36.9138

5 (4.9622,−2.6907) 39.2012

6 (−1.9484,−5.1015) 42.3623

At first, we illustrate the multi-modality of the local stress function S∗(Yj)
given in (2). In this case, we do not minimize S∗(Yj) by Geometric MDS. The
local stress for different values of Yj is evaluated, only. The local stress function
depends on 2-dimensional variable Yj . The position of Yj (in the case of example
in Fig. 2, j = 6) was varied using GeoGebra means and 3D visualization of the
local stress is created (see Fig. 3). 2D contour of the local stress function is given
in Fig. 4. This contour is obtained by Maple – it is the only case where Maple
overcome GeoGebra. We see six minima. Their places are numbered in 2D and
3D plots, where the numbers correspond to the data on minima in Table 2. Y ∗i

j

is the point of i-th local minimum of the local stress (2), and S∗(Y ∗i
j ) is the

corresponding value of the local stress.
Our application of GeoGebra allows us to fix a particular point Yj by a

computer mouse, to move this point to any place of the investigated plot and to
see immediately a position of Y ∗

j after one or several steps of Geometric MDS.
It was applied in further experiments with the local stress seeking to disclose its
peculiarities.
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Fig. 3. 2D contour of the local stress

At the next stage, we started one-step optimization from various positions of
Yj . As a result, a set of corresponding positions of Y ∗

j was obtained. The results
are presented in Fig. 5. Dots indicate starting positions of search (points Yj).
Arrows show the resulting point of one-step optimization: points Y ∗

j obtained
from Yj . Starting positions of Yj were chosen randomly. The positions of local
minima and maxima are well seen on the 2D plot in Fig. 3.

The third stage of investigation differs from the second one that 12 iterations
of one-step optimization, starting from the same initial points Yj as in the exper-
iments above, were performed. Such a number of iterations is chosen because it
results in the finding of sufficiently close point to the local minimum of the stress.
The lines in Fig. 6 show the optimization trajectory from the starting point to
the local minima. Arrow indicates the direction and the resulting point after the
first step of optimization. Note that Fig. 6 is an extension of Fig. 5.

Figures 5 and 6 allow us to discover regularities and consistent patterns in the
process of minimization of the local stress function S∗(·) of MDS. As mentioned
above, the decreasing value of S∗(·) decreases the raw stress S(·), too.
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Fig. 4. 3D visualization of the local stress

Fig. 5. One-step minimization of the local stress using GeoGebra
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Fig. 6. Multi-step minimization of the local stress using GeoGebra

4 Conclusions

The performance of Geometric MDS has been investigated visually using
dynamic geometry program GeoGebra. We made specific GeoGebra scripts for
the visual representation of the optimization convergence process from the cho-
sen point. This visualization allows us to find the basins of attraction to the
local minima. The results allow an easier comprehension of the MDS stress opti-
mization by the anti-gradient search that is a particular case of steepest descent.
Moreover, the results deepen the understanding of Geometric MDS, in general.

Video illustration of multi-step minimization of the local stress using GeoGe-
bra is given in [8]. Like in Fig. 6, the lines show the optimization trajectory from
the arbitrarily chosen starting points to the local minima during 12 steps.

Further research should lead to getting the gain from the consistent patterns
obtained using GeoGebra potential in the process of minimization of the local
stress function and seeking to find a global minimum of the stress or some area
close to this minimum. Analysis of the consistent patterns would help in choosing
better positions of starting points for optimization as well as in improving the
descent trajectory and Geometric MDS method in general.
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Abstract. Nowadays the electricity consumption optimization represents a big
improvement point for the electricity supplier, but also for the consumers. Both
sides can benefit from the progress of sensors and ICT technologies and gain ben-
efits if an automatically process is put in place. Hence, in this paper, we propose an
algorithm which will monitor the electricity consumption and provide optimiza-
tions for each consumer, all in real time. For accuratemonitoring outputs and better
computation, the algorithm will run into a smart grid environment, where smart
meters, actuator and appliances can be found and easily integrated. The proposed
solution will be deployed in an edge computing environment. This architectural
decision will make the final implementation more performant and less costly.

Keywords: Edge computing · Real-time electricity consumption optimization ·
Smart grids · Internet of Things · Controlling architecture · Smart devices

1 Introduction

The emerging smart grid technologies and modern appliances that allow connectivity
encourage the consumers to become more active, monitor and control their electricity
consumption. Prosumers are encouraged by governmental incentives and smart metering
system to generate electricity and inject the surplus to the grid. The smart meters will
bidirectionally counter the electricity flows improving the settlement process. The new
ICT software platforms for blockchain allow peer-to-peer exchanges fostering com-
petition. On the other hand, prosumers and pure consumers benefit from smart plugs
that monitor and control de operation of appliances. The control consists in on/off and
schedule modes. Moreover, prosumers benefit from better prediction tools that estimate
the generation potential and schedule the consumption to take advantage of the local
generation and consume less from the grid. Thus, the electricity is no more transmitted
over long distances from large power plants to the consumption places, stressing the
grid infrastructure; it is locally generated and consumed by the owners of the generating
facilities (PV panels) or their neighbors.

Demand side management is a broad concept that comprises measures and strategies
that stimulate the prosumers and consumers to use the controllable appliances, distributed
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energy resources such as renewable small-scale generators, storage devices, etc. and
increase the flexibility tomeet an objective, such as electricity usage or peak consumption
reduction.

By controlling the flexible appliances directly or via remote control at the grid oper-
ator or supplier level, the consumers benefit from significant bill reduction. They also
contribute to a better renewable energy sources (RES) integration consuming local green
electricity or adapting their consumption intervals to RES intermittent availability. Con-
sidering that most of the modern appliances are low energy intensive or have batteries,
they are more flexible, adapt to the RES availability and store the electricity for a period
of time.

Such devices generate large volume of data that could be locally processed and stored
requiring less centralized computing resources.

The paper is divided into four sections. The first section of the paper is the intro-
ductive section, where theoretical foundation is created. Various topics are approached
in this section, such as demand side management for electricity consumption, smart
grid overview and Internet of Things (IoT). The second section reviews the most recent
similar researches pointing out the IoT and edge computing solutions.

The third part presents the data processing, edge computing, design of the solution,
the flow interaction, control mechanism, the proposed architecture and implementation.

Last section presents the conclusions. The proposed architecture is set up together
with the electricity consumption algorithm and data processing flows. Base of the imple-
mentation, the results of the algorithm are presented and analyzed. At the end, the final
conclusions of the paper are presented and correlated with future works.

2 Literature Survey

The computational resources and current challenges in a smart grid environment requires
new ICT solutions for data processing as close as possible to its generation sources such
as an edge computing solution [1, 2]. A survey of edge computing is provided in [3]
considering the large volume of sensors and appliances that continuously generate data
and communicate to each other to a sustainable smart environment. Yu W. et al. show
that the edge computing improves the efficiency of IoT, classifying the edge computing
based on its architecture, analyzing the performance in terms of latency, bandwidth
occupation, consumption, etc. Lin J. et al. provide a couple of applications of edge
computing based-IoT implementation at the smart grid and smart city level [4].

Zahaf H.E. et al. approach the real-time data processing with edge computing aim-
ing to reduce the energy consumption. They address the dynamic voltage and frequency
scaling [5], parallelization, real-time scheduling and resource allocation techniques. The
data, collected from the appliances, requires to be locally pre-processed before being
sent to the main servers for further processing and storage [6]. Three edge comput-
ing technologies are analyzed in [7], such as: mobile edge computing, fog computing
and cloudlets concentrating on comparing the standardization requirements, principles,
applications and architectures. The solution of edge-computing and energy efficiency
of buildings and smart cities are studied in several scientific researches such as [8–11].
A IoT infrastructure is proposed in [12] to handle electricity consumption in relation
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with demand response and optimization opportunities facilitated by the advancement of
sensors and actuators.

3 Proposed Solution

To extend the above relatedworks, in this paperwe propose an end to end edge computing
solution which aims to optimize the electricity consumption in real time. The proposed
architecture and control mechanisms for the smart appliances are presented below.

3.1 Edge Computing Architecture

Edge computing is a powerful paradigm, which can drastically decrease the computa-
tional resources and overall costs of an ICT system by bringing the computing processes
closer to the end consumer, providing a much rapid processing time in comparison with
a classical client-server or cloud solution. From the point of view of designing the archi-
tecture, the edge computing come with some important challenges. These challenges
are due to the fact that an important part of the infrastructure components is not located
near the core system, thus increasing the complexity of the entire system.

Our proposed architecture is trying to bring a simple and decoupled solution for
an edge computing system. We design the architecture considering the scope of each
component together with the physical placement. As outcome, the architecture is divided
into three main areas:

• Household area contains all components which are physically placed inside the house-
hold and are interacting indirectly or directly with the outside components of the
architecture;

• Community area contains all components which are physically placed near the house-
holders’ area and have the purpose of collecting data from several householders. The
number of integrated householders depends on their proximity and density. This area
represents the edge computing core environment, aiming to be as close as possible to
the end consumer and in the same time to centralize and aggregate the consumption
data of multiple consumers;

• Enterprise Cloud area represents all components which are located into a public cloud
and have the main propose of collecting data from the community areas. These com-
ponents are providing a global overview over all householders and communities’ data.
This overview will serve the electricity supplier by offering a better overview of real
time consumption and historical information.

Each component of the architecture togetherwith the areas can be visualized in Fig. 1.
The components have unique purposes and present different kind of entities or imple-
mentations. Some of the components represent physical deviceswhich are procured from
an external source, some are external tools that are installed and operated by the system
administrator and others are internal applications which are developed specifically to
meet a business or technical purpose. The components are detailed below:
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Fig. 1. The proposed architecture for the edge computing in a smart grid context

• End device – All physical smart devices placed inside household, which are able to
measure the electricity consumption of appliances using different methods and expose
these measurements through various interfaces (Wi-Fi, Bluetooth, ZigBee or LoRA).
Each end device is linked to a home appliance and is able to interact with it;

• House controller – The device which is placed inside the household and it is the
central point of data collection for each house. It is able to connect to all end devices
in the proximity and measure the electricity consumption that is sent in streams to the
components outside the household. Besides this, the controller can receive commands
from the components outside the household and forward them to the end devices
(commands such as power on/power off, dim or pause);

• Edge queue – It is the first component of the edge computing infrastructure. The edge
queue is placed in the community area, very close to the households. Themain purpose
of it is to form an exchange channel between the households and other components
outside the house. This kind of communication concept represent a real benefit for
both sides (data sender and receiver), removing the bottlenecks in the communication
and providing a simple solution for horizontal scaling;

• Edge controller –Main component of the community area, it is the core of the commu-
nication flow. The controller consumes all the data regarding electricity consumption
coming from the edge queue and take decisions based on this data regarding switching
off or on the appliances using the end devices or rescheduling them to another point in
time. The commands are sent back to the end devices through edge queue and house
controller. The edge controller is also able to aggregate the data and expose it to other
components that are interested in it, in our case the components from the enterprise
cloud area;

• Edge database – It is placed in the community area, can be implemented as single
instance database or multiple instance database, depending on the data quantity of
the community. This component comes as a tool for the edge controller, providing a
persistence solution for all the information;

• Cloud database –The interaction between the community area and the enterprise cloud
area is done via the database connectors of the cloud database. All the aggregated
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data created by the edge controller is stored here in order to be used by the cloud
applications;

• Enterprise application – The component is workingwith all the data stored in the cloud
database, trying to provide useful information regarding consumption to the electricity
supplier. The application displays alerts, statistics and metrics from historical periods
of time to real time insights.

• User interface – The User interface or UI component is integrating with the Enterprise
application to provide visualizations over the data. These visualizations can be pie
charts, histograms, graphs, etc. The electricity supplier is using the component to have
a better knowledge over the consumption of the the householders and communities.

3.2 Interaction Flows

One of the main goals of the architecture is to transfer the information between compo-
nents in real time or near real time. The interaction flows need to be designed by focusing
on performance, because this factor can drastically decrease or increase the transfer rate.
An irrelevant call done in a synchronous communication during any interaction can
represent a major issue that will increase the latency of data delivery.

One of the interaction flows is the registration process of the end devices presented
in Fig. 2. The process is trigger once for each end device, when the device is booted for
the first time. This procedure is mandatory because the components of the system need
to be aware of the end device existence before any other interaction occurs. The process
has the following steps:

1. The end device emits a signal to house controller, announcing that it is ready for
registration;

2. House controller sends the registration as a message to the community controller via
the community queue;

3. Community controller validates the registration, checking the combination between
end device and house controller identifiers, the request date and the end device
location;

4. Community controller finishes the validation and persists the registration request
together with the end device details;

5. Community controller acknowledges the end device registration, taking it in
consideration for future optimizations;

6. Community controller sends the registration feedback together with the end device
identification details to the house controller via the community queue;

7. House controller receives the response and caches all the end device details internally.
After this step, the end device is consider fully registered in the system.

Beside the registration process, another important interaction flow is the data flow
from the end devices to the cloud database. This kind of information is critical for the
performance of the system and determines the future action of the community controller.
The propagation starts with the house controller, which is scheduled to scan all the end
devices from the house and ask for consumption data at a precise time interval set by
the system administrator. After the consumption is read by the house controller, the flow
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Fig. 2. Registration process diagram

splits into twoasynchronous actions. First action stores the data locally inside of the house
controller. Thus, the data persistency is assured in case the other external components are
not available. In this scenario, the house controllermay cache the electricity consumption
data for several days, until the external components are functional. The other action
forwards the data to the community controller using the community queue. Based on
this data, the controller will analyze the overall statistics and take optimization decisions.

3.3 Control Mechanism

An important feature of the proposed architecture is the control mechanism over the end
devices. This will support the optimization algorithms for the electricity consumption
and allows the consumers to switch on/off their electric appliances when needed.

The starting point of the control mechanism is the community controller, which in
our case runs periodically the optimization algorithms to decide if any interaction is
needed. In Fig. 3 a graphical representation of a simple use case is presented.

The control mechanism steps are the following:

1. Community controller periodically calculates the total instant electricity consump-
tion based on real time collected data;

2. If the real time consumption is approaching a threshold set by the optimization
algorithms, then a list is created containing the end devices that will be switched off.
These end devices are considered as flexible loads from the registration process and
their main characteristic is that they can be interrupted at any timewithout disturbing
the consumer’s comfort;

3. For each end device in the list, a switch off command is sent via community queue
to the house controllers;
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Fig. 3. The diagram of a sample case using the control mechanism

4. The house controllers receive the command and forward it to the end devices;
5. End devices switches off the corresponding home appliance and responds with a

feedback message to the house controller;
6. The house controller takes the feedback message and forward it to the community

controller via the community queue;
7. The community queue acknowledges the feedback message and saves the state of

the end device.

3.4 Implementation

For the implementation of the proposed solution which combines the architecture
together with the interaction flows and control mechanism we use an isolated environ-
ment, each component of the architecture being replace with a real-life implementation.
The architecture implementation and its components are listed below:

• End devices – TP-Link HS110 smart plugs, which are able to read the electricity
consumption data in real time and expose the information via a HTTP web service;

• House controller – Raspberry Pi model 3 smart controller, running a Java application;
• Community queue – Apache Kafka, which is an open source tool for distributing
queuing;

• Community controller – Apache Spark cluster running an Apache Spark stream-
ing application which is consuming all the messages from the queue in time frames
(seconds interval);

• Edge database – Elasticsearch, distributed document type database, with the power
of fast indexing for a rapid search functionality;

• Cloud database – Elasticsearch, selected for the same characteristics as the edge
database;



Edge Computing in Real-Time Electricity Consumption Optimization 195

• Enterprise application – Small group of micro services implemented in Java, which
are serving all the required features;

• User interface (Enterprise) – ReactJs application which in background is connected
with the Enterprise application via a REST interface.

The proposed optimization algorithm is running as Spark stream job, interrogating
consumption metrics in real time. The total electricity consumption is calculated on the
community level by aggregating the consumption of all end devices. Base on a threshold
predefined by the electricity supplier, the algorithm decides when to switch off some
home appliances that represent the flexible loads. The switching off process is done
based on a flexibility order determined by a priority mark set at the registration time.

Meanwhile, if the energy consumption total on community level is going back under
the defined threshold, the algorithm starts to switch on the home appliances, one by one,
taking again in consideration the priority mark.

Figure 4 presents an overview of the developed user interface for controlling the end
devices.

Fig. 4. User interface control panel

The proof of concept implementation was demonstrated in an isolated environment
for 3 weeks. The outcome was good, all the interaction flows, control mechanism and
optimization algorithm had robust results.

We identified after comparing the historical datasets of electric energy consump-
tion, first one not having the optimization algorithm in place and seconds one using it
activity, that the consumption was reduce with almost 10% in the case where the opti-
mization algorithm was used. We are very pleased with the outcome or the algorithm in
our demonstration, but we should take in consideration always that the results may be
different base on community setup, consumer consumption strategy and openness and
multiple other variables.

4 Conclusion

The proposed architecture for edge computing in the smart grid context contains three
main areas for data and flows processing: household, community and enterprise cloud.
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These areas group together several components used for communication and control
of the end devices in the interaction with the edge core and cloud components. The
interaction flows transfer the data between these components in real time, increasing the
computing performance, the data persistency and enabling the controlmechanism.Based
on a threshold set by the optimization algorithm, the end devices are switch off according
to their flexibility and prioritymark. The proposed components of the architecture enable
fast control and real-timemonitoring of the electricity consumption, reducing the latency
and the computational resources for data processing and algorithms. The implementation
of these components uses open source software such as Apache Kafka, Spark, Java and
Elasticsearch and affordable hardware components such asRaspberry Pi andwell-known
smart plugs. Therefore, the proposed architecture is open, flexible and can be extended
easily with new modules or components such as distributed generation sources and
storage devices.
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Abstract. This work is devoted to the methodology for identifying structurally
close objects of the type “country_year” based on a system of indicators char-
acterizing the state capacity 1996–2015. A comparison of clustering methods
(including hierarchical clustering) with methods of analyzing patterns based on
a pairwise comparison of indicators, ordinal-fixed and ordinal-invariant pattern
clustering, is proposed. The possibility of sharing the methods of clustering and
pattern analysis to obtain interpretable results from the point of view of political
science is demonstrated. Groups of countries with similar development paths by
reference years on the basis of a dynamic analysis of patterns are identified. The
dynamic change in state capacity (from the point of view of the selected indicator
system) of 166 countries of the world is determined.

Keywords: State capacity · Clustering · Pattern analysis · Ordinal-invariant
pattern clustering

1 Introduction

Currently, there is an increasing interest in the study of state capacity. For example,
the request “State Capacity” in Google Scholar gives 3,930,000 results (143,000 since
the beginning of 2019). Despite the large number of works devoted to this topic, many
problems arise with the operationalization of the concept. The following definition is
proposed in [7]: “the ability of the state to choose and effectively implement its own
decisions, including those related to domestic and foreign policy”. In many works, for
example [2] this (or a very close) definition is used.

Due to the complexity of defining the concept of “state capacity” (although there are
many approaches [2, 4]), difficulties arise in defining a system of indicators that allows a
quantitative assessment of the countries studied. For this purpose, a basic system of indi-
cators was compiled, a correlation analysis was performed, and indicators having highly
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correlated values were excluded. The result is the identification of 5 basic indicators:
the quality of public institutions; the share of tax revenue in GDP; the share of military
spending in GDP; the inverse of the total number of victims of conflict and homicide; the
share of military personnel in the total population. This system is designed to identify
groups of countries which are similar (using certain proximity measures) and study the
dynamic development the paths of each of them. To compare state capacity in different
countries, it is possible to use several basic approaches. The most popular include:

– the use of data classificationmethods. The application, for example, of neural networks
to the initial set of countries allows us to build a model for correlating the studied
objects into different classes. Despite the many advantages of such methods, their
implementation requires the formation of a training sample of objects (which is very
difficult for the task under consideration). In general, in order to use data classification
methods, we need to know in advance the number of classes sought and their typical
representatives;

– the compilation of a single aggregated rating using linear convolution (and analogues).
In the general case, the correlation of a single numerical rating,whichmakes it possible
to compile a generalized rating of countries depending on the value of this indicator,
is a very popular method. Despite the simplicity of using this approach, its significant
drawback (after the difficulty in determining the initial system of indicators) is the
selection of weights for each criterion. Even assuming that weights can be determined
(or made equivalent), when using this approach to search for objects with similar
structures, the problem of low values of some parameters being compensated by the
high values of others arises;

– the use of the theory of individual and collective choice. Since multidimensional
numerical data are studied in the problem, it is possible to rank countries for each indi-
vidual indicator, and then use various aggregation models (for example, the Borda’s
Rule, Hara’s, Coomb’s, Copeland’s, Nanson’s). If it is not necessary to compensate
for the low values of some parameters with high values of others, it is possible to
use threshold aggregation. However, in the presence of the same numerical values for
different indicators, the studied objects will be assigned to a single group;

– the use of cluster analysis methods. The application of various clustering methods to
the initial data set allows groups of objects with similar (to some extent proximity)
parameter values to be revealed. From [9]: “A cluster usually means part of the data
(in a typical case, a subset of objects or a subset of variables, or a subset of objects
characterized by a subset of variables), which is distinguished from the rest by the
presence of some uniformity of elements”;

– the use of pattern analysis methods. Suchmethods can serve as a possible complement
to data clustering methods for comparing and identifying objects related to a single
group based on various metrics. A feature of this approach is the unification in a
single group of objects which differ significantly in the absolute values of indicators
but having similar data structures. From [10]: pattern is “a combination of certain
qualitatively similar features”.

This paper proposes a comparison of the results of ordinal-invariant pattern clustering
andhierarchical clusteringmethods (using various proximitymeasures) for the formation
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of the dynamic development paths of countries. The main results of the decomposition
are presented in [3].

2 Methodology

2.1 General Statement of the Problem

One of the main goals of this study is to determine the trajectory of the development
of state capacity in 150 countries on the basis of the selected system of indicators and
comparing the results obtained by 2 different methods: clustering and pattern analysis.
Let us describe the problem in general form.

For the initial data, we study a set of objects of “country_year” type W:|W | = 482.
The reference points are the data for 1996, 2005 and 2015. In total, 150 countries are
studied in 1996, and 166 in 2005 and 2015. For convenience, the objects are set in vector
form wi = (wi1, wi2, wi3, wi4, wi wi5), where:

– wi1 is the quality of state institutions of the i-th object;
– wi2 is the share of tax revenues in the GDP of the i-th object;
– wi3 is the share of military spending in the GDP of the i-th object;
– wi4 is the inverse of the total level of victims of conflicts and killings of the i-th object;
– wi5 is the share of military personnel in the total population of the i-th object.

The objective of the analysis is to identify countries that are similar in terms of
state capacity (in this case, different predetermined metrics are used to determine the
similarity measure), and to identify the paths of development of state capacity in the
studied countries (i.e. the change of development strategy in relation to the chosen
system of indicators).

To so this, an analysis of the data is carried out and emissions are eliminated. Next,
a correlation analysis is performed (for pattern analysis it is recommended to use data
with relatively low correlation coefficients) and the subsequent normalization. In this
work, we used linear scaling according to the formula:

w∗
ij = wij − wmin_j

wmax_j − wmin_j
(1)

where w*
ij is the normalized value of the j-th parameter of the i-th object obtained using

linear scaling.
Further, using certain proximity measures described below (which are different for

the methods of pattern analysis and clustering used in this work), groups of countries
with a similar structure of state capacity are determined. Since there is no universally
recognized system of indicators characterizing state capacity (or a general quantitative
method for comparing levels in different countries of the world), the work compares the
results obtained based on methods of pattern analysis and cluster analysis to identify
relatively stable groups.

The last step is to study the path of the development of the level of state capacity.
This work does not build a general rating of countries according to the level of state
capacity or compare the obtained groups as “better or worse”, but identifies groups with
a similar structure of state capacity and identifies changes in the structure 1996-2015.
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2.2 Pattern Analysis

Many works are devoted to the methods of pattern analysis. Some works demonstrate
the possibility of using this method in analyzing electoral behavior (see [1]), however,
this method is not used very often in political science.

In general, a pattern is understood as “a combination of certain qualitatively similar
features” (see [10]). Thus, these methods are based on combining precisely qualitatively
(and not quantitatively) close objects. Some of the requirements for the methods con-
sidered in this paper are also presented: the stability of the results to the choice of a
sequence of input data; no need to set the number of final patterns to the implementing
algorithm; the relatively high speed of the algorithm; no need to specify the composition
(or typical representatives) of the final patterns.

As described above, 462 objects of the type “country_year” are examined, with 5
parameters characterizing state capacity. The methods of pattern analysis involve the use
of a parallel coordinate system [8] to visualize the studied objects. This system contains
(in the present study) 5 axes (according to the number of parameters), each of which
describes a single parameter. Since each country-year object is assigned a 5-dimensional
vector wi = (wi1, wi2, wi3, wi4, wi5), we can construct a curve through the points wi1,
wi2, wi3, wi4, wi5. In other words, a function gw: R → R such that gw(i) = wi1 for all i
= 1,2,…5.

After visualization, the question arises of choosing a partition metric for obtaining
the results. There is an important feature in the analysis of patterns: the result should not
depend on the absolute values of the selected parameters. For example, if hypothetical
objectsw1 = (1, 2, 3, 4, 5) andw2 = (10, 20, 30, 40, 50) are investigated, then (depending
on the statement of the problem) most of the clustering methods will relate these objects
in different groups (clusters). However, if you look at the values of the parameters, it is
obvious that the objects w1 and w2 have a similar structure (the values of the parameters
of the second object are the values of the parameters of the first object multiplied by 10).
Methods of pattern analysis should combine such objects into a single group.

In this paper, we use an ordinal-fixed and an ordinal-invariant pattern clustering,
described in detail in [10]. These methods are based on a pairwise comparison of all the
studied parameters and the formation of object encodings for combining into groups.
As a measure of proximity, the Hamming distance between the encodings of objects is
used. However, there is an important addition: adjusting the results using centroids (the
methodology is described in [11]).

After the objects are divided into groups, a dynamic analysis is performed. To this
end, the development trajectories of the studied object are formed according to the
selected indicators and objects with stable/unstable trajectories are identified.

2.3 Clustering

To compare the results obtained on the basis of ordinal-invariant pattern clustering, we
use the methods of cluster analysis that have been successfully applied in a number of
areas (including political science). Cluster analysis methods are the subject of many
works [5, 12], in connection with which we will not describe in detail in this paper.
However, we briefly describe the methodology used here.
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To begin with, a specific metric, and, accordingly, clustering methods are chosen to
solve the tasks posed in the work. The question of choosing the most suitable method
has been asked for a long time. One of the classic examples is a hypothetical example
of splitting a set of points shown in Fig. 1 [6]. This example shows that using different
clustering methods on the same data set can lead to very different results. In this case,
the question of the appropriateness of using certain methods and what method to use in
each particular case is reasonable. Moreover, when comparing the results, it is important
to understand which one can be used to solve the problem.

Fig. 1. An example of using different clustering methods on one data set. Figure modified from
[6].

Answering this question is very difficult. As a general recommendation, you can use
a result that has a well-grounded interpretation.

In the present work, the use of hierarchical clustering was chosen. For this purpose,
based on the available data, a dendrogram was built (see Fig. 2).

Fig. 2. An example of a part of constructing a dendrogram for studied objects.

As a measure of proximity using hierarchical clustering in this paper, the Euclidean
distance is used (however, the research was conducted using other metrics). As a result,
the initial set of objects was divided into 9 main clusters, which were subsequently com-
paredwith groups obtained using ordinal-invariant pattern clustering (with an adjustment
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of the results based on centroids of the obtained ordinal-invariant pattern clusters). This
comparison is made to obtain sustainable results.

3 Results

3.1 A Comparison of the Results of Ordinal-Invariant Pattern Clustering
and Hierarchical Cluster Analysis

Here are some groups of objects obtained, based on the methods of pattern analysis and
clustering. Despite the difference in the approaches used, when correcting the results
of ordinal-invariant pattern clustering on the centroids of each group, very different
methods gave very similar results (Fig. 3).
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Fig. 3. Group 1. An example is the union of countries in terms of state capacity.

The methods used assigned these objects to a single group. Visually, one can note the
distinguishing features: the relatively low values of theMil_exp andMil_pers indicators,
the relatively average Taxes andWGI values, as well as the relatively high Safety values.
This group characterizes 34 countries (63 objects).

Let us demonstrate one more example. Figure 4 shows the union of objects based on
2 different methods. The extremely high values of “WGI” and “Safety” indicators, the
high and relatively high values of “Taxes”, and the low and relatively average values of
“Mil_exp” and “Mil_pers” are characteristic. This group includes 17 countries (total 50
objects), all of which (with the exception of Ireland) do not change their membership
in this group for the study period: Denmark, Austria, Luxembourg, France, Norway,
Belgium, Sweden, Australia, New Zealand, Canada, Germany, Ireland, Switzerland, the
Netherlands, Iceland, Finland and the United Kingdom.
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Fig. 4. Another example is combining objects into groups based on 2 methods.

A detailed description of the obtained division into the studied countries into groups
is presented in [3].

3.2 Dynamic Analysis

There are 4 groups: “a–a–a” (not changing their development path), “a–b–b” (changing
once), “a–b–a” (changing, but returning to the 1996 strategy), “a–b–c” (changing the
strategy for each time period). An example of the results obtained is shown in Fig. 5.
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Fig. 5. Dynamic trajectories of development of state capacity in some countries.

From Fig. 5 it can be seen that countries such as Belgium and Armenia did not
change their group for the entire period; Belarus changed once. A similar analysis was
carried out for 150 countries.

4 Conclusion

This study investigates the trajectories of the development of state capacity in the coun-
tries of the world in the period 1996–2015. A basic system of indicators is defined, a
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comparison of 2 different methods (hierarchical clustering and ordinal-invariant pattern-
clustering) is proposed to obtain stable results. The main emphasis is placed on the
research methodology: comparing the results obtained using very different (accord-
ing to the metrics and partitioning principles) data analysis methods: ordinal-invariant
pattern clustering (adjusted for centroids) and hierarchical clustering.
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Abstract. Public transport represents an important traffic flow in many countries
and urban traffic management has to face this situation. Chile is not an exception,
particularly in the case of the most populated cities. To deal with this scenario,
a simulation model has been built for a study case in a Chilean city to demon-
strate how the problem can be approached. This case shows a serious conflict of
public and private transport vehicles. These conflicts generate longer travel times
between homes, work or study, higher vehicles operating costs and environmental
impacts. The objective of the study is to propose a simulation model to produce
and evaluate action plans to reduce traffic jam and the generated conflicts. The
VISSIMTM computational micro-simulation programme is used. The model sim-
ulates intersections where conflicts occur and it applies urban traffic management
for an efficient use of roads. This computational micro-simulator uses a vehicle
tracking model and lane change model plus other models that have been incorpo-
rated into this work. For the collection of information, field data were obtained
such as vehicular flows, traffic light programming, speeds and measurement of
queue lengths. Two models were simulated, where the best of them manages to
mitigate the congestion problem and suggests changing the traffic, programming
the traffic light from 120 s to 90 s and propose the use of a type short bus tracks
for public transport. This result positively influence in speeds and queues, at 14%
18% respectively. Eventhough, the developed model solves a particular case, it
can be tailored to other situations.

Keywords: Simulation · Traffic management · Public transport · Emissions

1 Introduction

1.1 A Subsection Sample

In many developing countries, traffic management becomes more relevant when a large
number of public and private transport interact [1, 2]. Chile is not the exception, where in
themain cities of the Country exists a large number of conflicts. The interaction of public
buses and other vehicles, mainly cars, cause it, which is due to their differences in road
behavior. In this complex reality, the use of modeling tools is an alternative for decision-
making to manage the movement of the different modes of transport. They would allow
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the estimation of benefits and costs of the measures that could be implemented at each
site.

Simulation is one of the tools that has been used successfully in many areas, includ-
ing the support for traffic management [3–5]. Regarding software systems, there is a
wide range of microsimulators available in the market (AIMSUNTM, PARAMICSTM,
TSISTM, VISSIMTM, etc.).

This research is based on a case study. It is the case of a road, where there is a complex
intersection receiving a great flow of vehicles. In peak hours, there is a high degree of
congestion (jam) in all of its arteries, which generates an increase in vehicular conflicts,
longer travel times between households, work or study and higher operating costs of
vehicles and environmental impacts. Therefore, the objective of the study is to propose
a methodology to reduce congestion (jam) and the conflicts generated, simulating the
intersection and applying urban traffic management for efficient use of roads.

The City Council Government would like to study the convenience of building an
underpass to reduce the congestion. For doing this, we propose the utilization of the
VISSIMTMmicrosimulation program. On the other hand, this work has to consider the
government policy of giving a high priority to public transport, suggesting action plans
such as a short bus track, redesigning bus stops based on bus flow and passenger demand
and programming traffic lights using short cycle. Complementary to this, it is suggested
to make efficient use of vehicles through the shared vehicle system in order to find a
mobility plan for those who wish to use the private vehicle and make the use of public
transport more attractive for different purposes that leads to reduce travel times, giving
better use of the proposed road structure.

In the following sections, the importance of microsimulation, the characteristics of
the study area, the methodology will be described, and the case study will be analyzed
to subsequently present the results and conclusion.

2 Microsimulation

Microscopic traffic models are potentially useful for analyzing control strategies and
making predictions of the operational behavior of the road network in different situations.
Therefore, they constitute a fundamental tool for the analysis of management strategies,
traffic control and vehicular traffic. They allow reproduce in detail the individual behavior
of each vehicle and simulate the trajectories in time and space of each vehicle using
models representing the interaction between them.

In this work, the VISSIMTM microsimulator is used, which uses a vehicle-tracking
model and a lane change model, among others, that have been incorporated [6]. It
describes the movement of a vehicle whose driver wants to drive faster than the speed
presented by the preceding vehicles. If more than one lane is available, vehicles will
tend to overtake, which is modeled by a rule based on lane change algorithms.

3 The Case Study Area Description

According to Government recommendations [7, 8], the road under study, named “Street
I”, has characteristics of being a road that has a high capacity for vehicle flows in both
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directions, with the total number of vehicles of approximately 6500 [veh/h], at peak
hours (07:00–09:00 AM) and with a design speed between 50 and 80 [km/h].

On the other hand, there is another perpendicular road named “Street II”. The inter-
section Street II-Street I adds a high flow of cars and public transport vehicles. In Street
II the flow composition is different, where the circulation of taxis is relevant. There are
also bus stops that facilitate the loading/unloading of passengers when they arrive to
Street II, as well as the location of a Train Station nearby, which generates an important
pedestrian flow. The intersection attract people traveling, like academic, students and
workers, increasing the complexity.

In relation to the design features, the Street I axis connects North and South and
intersects Street II. Both Streets I and II are bidirectional and irregular in terms of the
number of tracks in certain sections. The Street I has 3 tracks, but when approaching
the traffic light intersection reaches 5 tracks, with 2 tracks of exclusive turn towards
Street II. This last street has 2 tracks in the East direction and 3 tracks in the direction
of Street I with a median when approaching the intersection, used as a pedestrian rest,
almost 2 m wide. Figure 1 shows a diagramme of the traffic flows, where the numbers
correspond to the various directions of the vehicles movements. As an example, number
30 corresponds to the vehicles that turn from Street II to Street I. These numbers identify
the movements in the simulation model.

Fig. 1. Movements of the sector Street I and Street II

4 Methodology

For modeling the sector, it is necessary to carry out data collection in the field such as
vehicle flows, traffic light programming, bus detention zones and the bus stops, bus and
vehicle occupancy rates, speeds and queue lengths, in the current state. These data are
used to specify the process of simulation of the current situation and the calibration of
the model. The data collection during the calibration process for vehicle dimensions
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(specifically buses) and average speeds to model the traffic network was undertaken
using the recommendations by the Government [7, 8].

Once the model is calibrated, a base situation (project proposed by the Government)
is modeled, followed by an improved situation corresponding to the optimization of
the base situation, the latter includes the proposals for shared vehicle analysis and the
priority to public transport with only short bus stops tracks.

Finally, the result comparisons are obtained through the VISSIMTMmicrosimulator
reports and conclusions are delivered.

5 Modeling and Calibration

This section explains the modeling and calibration procedure of the current situation in
VISSIM 8.0 [9] of the Street I and Street II sector.

5.1 Input Data and Model

The simulation is carried out in the area depicted in Fig. 2(a). The flow of pedestrian
from universities and the metro-train station is also included. The input data correspond
to the information described in the methodology and the movements described in Fig. 1.
The calibration was performed comparing the tail lengths and average speeds, when
adjusting the parameters giving differences of less than 10%.

Fig. 2. a) Simulation area of the sector Street I-Street II. b) Proposed situation.
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5.2 Results Analysis and Diagnosis

Figure 2(b) shows the VISSIMTM simulation. A brief analysis with the VISSIMTM

microsimulator indicates that the intersection shows saturationdue to thehighdemand for
public transport interacting on bus stop and the strong presence of private light vehicles,
driver behavior and lack of demarcations in the sector increasing inefficiencies for roads
used. The above is verified with the results of performance indicators of detentions and
queues, where in the first case the total detention rates exceed 1 det/vehicle and the
queues reach a distance greater than 300 m in a congestion situation.

The traffic light that regulates the intersection is programmed in three times, which
allows the passage of all the movements as shown in Fig. 3. It operates with a cycle of
142 s, 37 s of green for the access Street II and the remaining time is given priority to the
flow coming from Street I. Therefore, in Street II there is the greatest saturation, where
you can reach queues of more than 15 vehicles per track. This situation produces the
total blockage of the axis, impeding the intersection upstream of Street II.

6 Modeling the Base and Improved Situation

This section presents the proposal of the government project as a base situation and as
an improved situation, priority plans for public transport with short bus only tracks on
Street I, traffic light optimization and use of the shared vehicle.

The project seeks to reduce directional conflicts and the impact of intimidation caused
by the nature of the vehicular flow through the intervention of a underpass of 3 tracks per
direction. This would cause that the greater volumes of vehicular flow have a continuous
circulation, without being affected by the regularization, while other traffic volumes
from Street II distribute their movements by the accesses regulated by the traffic light as
observed in Fig. 3, simulated in VISSIMTM.

Another situation that generates conflicts in the sector is the non-established stops to
take and leave passengers, and the geometry, which prevent vehicles from maneuvering
smoothly, thus decreasing traffic speeds [10].

Fig. 3. Government project of the sector Street I and Street II
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With this proposal, a significant recovery of space for pedestrians is achieved, reduc-
ing not only congestion, gas emissions, idling effects and an increase in visual perception
of safety.

However, the project does not contemplate an efficient operation of the use of bus
stops, since their efficient use is given by the number of sites recommended according to
the length of time of the buses in stop areas [11]. The buses currently have an average of
permanence between 10–30 s and having a flow, greater than 180 [bus/h] per direction,
theoretically justifies designing between 3 and 5 sites at bus stops with greater demand
for passengers (Street I Axis); however, when the number of sites is 5, divided bus stops
should be considered, since the efficiency is optimal at a maximum value of sites, if
these are linearly arranged.

The improved situation has the same characteristics as the base situation, with the
incorporation of traffic light optimization, implementation of short bus tracks only and
shared vehicle (Fig. 2(b)).

6.1 Optimization of Traffic Light Programming

Regarding the traffic light, several traffic light cycles were modeled with VISSIMTM,
choosing a time that a short time cycle of 90 s with the same group of phases of the
base situation, since it improves the performance of the intersection, especially in the
access Street II. The assignment of a cycle like the one obtained showed that traffic
light programming influences commercial speed if priority measures are implemented
for public transport at traffic lights. Thus, as one might expect increases of up to 5%
in the commercial speed if the traffic lights are programmed as established by [12] and
an effective green ratio (green/cycle) equal to or greater than 0.6 that deliver better
performance rates due to the decrease in public transport delays. Figure 4 shows the
traffic light schedules for the base situation (120 s) and improve situation (90 s).

Fig. 4. Traffic light programming base and improved situation VISSIMTM



212 A. Valencia et al.

6.2 Implementation of Short Tracks with Only Buses

These types of tracks are those in which traffic is allowed for only public transport,
leaving private vehicles to the rest of the roads through fences or studs. These tracks
include bus stops that vary their spacing according to the demand in each place [13]. The
idea of these routes is that they work during peak hours, Monday through Friday from
7:30 a.m. to 10:00 a.m. and between 5:00 p.m. to 9:00 p.m., except holidays. The main
advantage of this system is that it allows a large number of people to be transferred in a
short time and at a much lower infrastructure cost than a meter.

Short only trackswith only busmustmeet aminimumbusflow recommended accord-
ing to some criteria such as [14] 60 [bus/h] per direction. On Street I, 359 [bus/h] circulate
in each direction. Given the above, a redesign of the bus system must also be done, arbi-
trarily modeling 14 lines of higher frequency from 45 currently operating in bus stops
as bus stop at Street I. The rest use underpass, without stopping indicated in the model.

6.3 Use of the Share Vehicle

Concerning to the case of the shared vehicle, only the input data (vehicle flow volume
factors) are modified.

Taking into account that the use of the shared vehicle transforms possible drivers into
possible passengers, it follows naturally that there is less participation of light vehicles
within the network, for this reason, the volumes of the calibrated situation are reduced.

7 Results

The main focus of this section is that, through the simulation reports of the VISSIMTM

microsimulator, the general comparisons of some performance indicator are revealed.
Themain results of the performance indicators of the case study are presented below,

where (10) corresponds to private transport results and (30) to public transport results.

7.1 Travel Times

Figure 5 and Table 1 show the results of the travel time, where the travel times of the
vehicles entering the intersection and the comparison of the base and improved situation
show that the total travel times of the improved situation show an improvement of 24%
for private transport and 42% for transport public regarding the base situation.
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Table 1. Result of travel time VISSIMTM

Origen-Destino Base situation (min) Improve situation (min)

Travtm(all) Travtm(10) Travtm(30) Travtm(all) Travtm(10) Travtm(30)

Street 2 to
Street 1 South
(S)

8,9 8,2 12,6 6,99 7,5 7,2

Street 1 (S) to
Street 1 North
(N)

2,66 2,2 2,7 1,3 1,5 1,3

Street 2 to
Street 1 (N)

0,59 0,57 0,6 0,6

West to Street
1 (S)

8,1 8,2 6,7 6,2

Street 1 (N) to
Street 2

3,6 2,4 2,6 2,5 3,01 2,6

Street 1 (N) to
Street 1(S)

4,2 1,3 4,6 3,1 0,97 3,2

Street 1 (N) to
West

0,94 1,02 0,7 1,3,

Fig. 5. Result of travel time base and improved situation

7.2 Queue

The total average queue lengths of the base situation are 47.58 m and the improved one
has a total average tail of 38.99 m, showing a variation of 18%. This is shown in Table 2
and Fig. 6.
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Table 2. Result of queue length VISSIMTM

Queue length, base situation Queue length, improve situation

Length (m) Length (m)

South Access without and with
underpass

37,31 South Access without and with
underpass

2,8

Street 1 (S) with underpass 75,78 Street 1 (S) with underpass 79,02

Street 2 49,97 Street 2 45,92

North Access without and with
underpass

86,6 North Access without and with
underpass

66,82

Street 1 (N) with underpass 63,95 Street 1 (N) with underpass 37,51

West 2,79 West 0,04

Fig. 6. Result of queue length base and improved situation

7.3 Intersection Stops

The number of stops is important, because from it derives the direct consumption of fuel
and emissions of gases into the atmosphere. The results show that the detentions have
an important improvement, mainly those of public transport with a decrease of 82.6%
and 62% for private transport with respect to the base situation. This is shown in Table 3
and Fig. 7.
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Table 3. Result of intersection stops VISSIMTM

Base situation (stops/veh) Improve situation (stops/veh)

Stops(all) Stops(10) Stop(30) Stops(all) Stops(10) Stop(30)

1 1 0,73 3,25 0,63 0,43 1,85

AVG 2,25 2 4,54 1,45 1,29 2,47

STDDEV 2,45 2,52 2,23 1,85 1,93 1,96

MIN 0,95 0,71 3,22 0,43 0,27 0,56

MAX 5,91 5,78 7,86 7,51 7,49 8,26

Fig. 7. Result of stops per vehicle in base and improved situation

7.4 CO2 Emissions

One of the most important aspects today when evaluating projects, is the level of sus-
tainability that offers at the optimization of processes, therefore, the proposals for this
case are not alien to the requirements established regarding the environmental impact.

The results show that the emissions generated both in the base situation and in the
improved situation fell from 1263 [gCO2/km] to 686 [gCO2/km].While it is evident that
the government proposal is an alternative solution that decreases several impacts of con-
gestion, it does not manage to avoid congestion at the intersection accesses, since buses
currently make free use of all stops and for that reason there are greater gas emissions
to the atmosphere. Therefore, the emission reduction is 54.3% when incorporating the
project.

7.5 Fuel Consumption

The level of emissions also implies lower fuel consumption from18 [km/L] to 9.8 [km/L]
which translates into a 50.2% decrease in the improved situation with respect to the base
situation.
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7.6 Average Speeds

The speeds have an increase with respect to the base situation, not only for private
transport of 4 km/h, but also for public transport of 7 km/h. The variation between the
base and improved situation translates into a 14% increase in travel speeds. This is shown
in Table 4 and Fig. 8.

Table 4. Result of average speeds VISSIMTM

Base situation (km/h) Improve situation (km/h)

Average
speed(all)

Average
speed(10)

Average
speed 30)

Average
speed(all)

Average
speed(10)

Average
speed(30)

1 34,52 39,91 15,90 39,22 45,38 20,66

AVG 30,64 35,28 13,56 35,30 39,88 21,98

STDDEV 6,93 8,27 3,37 5,63 7,10 6,90

MIN 20,30 22,90 8,69 20,30 21,87 10,84

MAX 34,66 39,91 15,90 42,32 49,25 37,86

Fig. 8. Result of average speeds in base and improved situation

7.7 Delays

The speeds have an increase with respect to the base situation, not only for private
transport of 4 km/h, but also for public transport of 7 km/h. The variation between the
base and improved situation translates into a 14% increase in travel speeds.

The speeds have an increase with respect to the base situation, not only for private
transport of 4 km/h, but also for public transport of 7 km/h. The variation between the
base and improved situation led to an increase of 14% in travel speeds.

On the other hand, the hypothesis raised about the participation of the shared vehicle
helps to reduce the presence of private vehicles, favoring a whole 38.3% increase in bus
travel speed. This is shown in Table 5 and Fig. 9.
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Table 5. Result of average delays VISSIMTM

Base situation (seconds) Improve situation (seconds)

Delays(all) Delays(10) Delays(30) Delays(all) Delays(10) Delays(30)

1 43,04 33,14 130,99 30,08 22,70 77,32

AVG 57,95 46,73 171,56 40,30 33,25 91,25

STDDEV 27,71 25,26 64,69 20,11 19,25 50,82

MIN 42,75 33,14 130,99 16,11 11,81 20,52

MAX 99,43 84,60 267,19 98,23 88,16 216,61

Fig. 9. Result of average delays in base and improved situation

8 Conclusions

Regarding the experience of using PTV VISSIM 8.0TM, a friendly interface with great
versatility and fluidity of work in modeling is rescued, but there are difficulties in certain
aspects related to the reports and their subsequent interpretation. For example, there is
no a distinction between the delay in bus stops and passengers, and in terms of speeds,
those of public transport route are reported, but mention the commercial speed of these
are not mentioned.

Another observation regarding the reports, are the indicators of urban traffic per-
formance, specifically referring to the degrees of saturation and the capabilities of the
road devices (sections of track, bus stops and intersections), these are also not explicitly
specified.

Regarding the modeling, this work indicates in the first instance that the intersection
under study obviously requires an intervention in the design of its road infrastructure.
The Government proposal is advisable to be carried it out, since it reduces not only the
congestion of the sector, but also positively influences others such as pollution. However,
not considering the redesign of the system of public transport lines would cause a serious
problem in terms of the proposed design, since the number of sites required for bus stop
(supply) and the high presence of passengers (demand) would not have the adequate
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response capacity, with congestion occurring at the departures to on city (at morning
peak hour) and as a course towards the other city (at evening peak hour).

In the area of the proposals presented about, considering the use of only short bus
lanes in bus stop, the use of the shared vehicle in a minimum 30% and a traffic cycle of
90 s with respect to the base situation produce a mitigation the problem of congestion.

On the other hand and in a complementaryway, it is of interest to use variablemessage
signaling regarding the hours of use of these proposed tracks, in order to adequately
inform the user of their presence.

The results obtained would have better performance if observations are consid-
ered in regard the design proposed by the Government by redesigning stops based on
bus flow and demand according to some of the recommended criteria (such as TCRP
recommendations [15].

Further Research
It is important to mention that the methodology used in this study case can be extended
to other situations of traffic management. To do this, it is necessary to taylor the model
to other cases. The results of this study would be the base line for building of a piece of
software for future applications.

References

1. Hajinasaba, H., Persson, D.: On the use of on-line services in transport simulation. Transp.
Res. Procedia 21(2017), 208–215 (2016)

2. dos Santos Lopes, H., da Silva Lima, R., Leal, F., de Carvalho Nelson, A.: Scenario analysis
of Brazilian soybean exports via discrete event simulation applied to soybean transportation:
the case of Mato Grosso State. Res. Transp. Bus. Manage. 25, 66–75 (2017)

3. Hajinasab, B., Davidsson, P., Holmgrena, J., Perssona, J.: On the use of on-line services
in transport simulation. In: International Symposium of Transport Simulation (ISTS 2016
Conference), 23–25 June (2016)

4. Brügmann, J., Schreckenberg, M., Luther, W.: A verifiable simulation model for real-world
microscopic traffic simulations. Simul. Model. Pract. Theory 48, 58–92 (2014)

5. Simoni, M., Claudel, C.: A fast simulation algorithm for multiple moving bottlenecks and
applications in urban freight traffic management. Transp. Res. Part B 104, 238–255 (2017)

6. Wiedemann, R., Reiter, U.: Microscopic Traffic Simulation: The Simulation System MIS-
SION, Background and Actual State. Proj. ICARUS Final Report, Brussels, CEC 2
(1992)

7. Ministry of National Planning (MIDEPLAN). Recommendation for the Design of Urban
Road Space, Santiago of Chile (2009). (in Spanish)

8. SECTU. Methodology for Urban Road Projects, Ministry of National Planning (MIDE-
PLAN), Santiago of Chile (1988). (in Spanish)

9. VISSIM PTV: User Manual Vissim 7.0. Germany (2015)
10. Service of Housing and Urbanism (SERVIU), Engineering Design, Improvement of the Inter-

section España Aveniu/Pelle Street, City of Valparaíso, 3rd edn. Valparaíso, Chile (2013). (in
Spanish)

11. TCRP: Guidelines for the Location and Design of Bus Stops. Report 19. Texas Transportation
Institute. National Academy Press. Washington, D.C. (1996)

12. Gibson, J., Fernández, R.: Effect of an intersection downstream on the capacity of a bus stop
with multiple sites. Apuntes de Ingeniería 19(4), 31–40 (1996)



A Micro Simulation Approach for a Sustainable Reduction Traffic Jam 219

13. Camus, C.: Analysis of the Theory and Practice about Measures to Assign Priorities to Public
Transport, Final Project for the Degree of Civil Engineering, Universidad de Los Andes, Chile
(2014). (in Spanish)

14. Thompson, I.: Buses over Segregates Lines,Nueva Sociedad,No 212 (2007). ISSN0251-3552
15. TCRP Transit Capacity and Quality of Service Manual, 2nd edn. Report 100. Transportation

Research Board, Washington, D.C. (2003)



Empirical Versus Analytical Solutions
to Full Fuzzy Linear Programming
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Abstract. We approach the full fuzzy linear programming by grounding
the definition of the optimal solution in the extension principle frame-
work. Employing a Monte Carlo simulation, we compare an empirically
derived solution to the solutions yielded by approaches proposed in the
literature. We also propose a model able to numerically describe the
membership function of the fuzzy set of feasible objective values. At the
same time, the decreasing (increasing) side of this membership function
represents the right (left) side of the membership function of the fuzzy
set containing the maximal (minimal) objective values. Our aim is to
provide decision-makers with relevant information on the extreme values
that the objective function can reach under uncertain given constraints.

Keywords: Full fuzzy linear programming · Extension principle ·
Fuzzy numbers · Monte Carlo simulation

1 Introduction

Mathematical optimization is an important topic of operations researches and
is widely used in making good decisions. Including fuzzy concepts in mathemat-
ical models the researchers extended even more its applicability. In this study
we analyze possible solutions to linear programming problems with both fuzzy
coefficients and decision variables. Such problems arise when a real life system
is modeled as an optimization problem under a certain kind of uncertainty. Li
et al. [12] described a method able to transform heterogeneous information into
trapezoidal fuzzy numbers, and Morente-Molinera et al. [15] used the sentiment
analysis and fuzzy linguistic modeling procedures to organize the unstructured
information to properly work with it.

Highlighting the limits and achievements of fuzzy approaches from the liter-
ature and comparing the use of quantitative and qualitative scales in measuring
the decisions, Dubois [7] provided critical overview of the role of fuzzy sets in
the field of decision analysis. One of the open questions formulated in [7] is
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related to developing a methodology able to validate the fuzzy decision analysis
approaches.

Ghanbari et al. [10] surveyed the models and solutions provided in the litera-
ture to fuzzy linear programming problems. One section was devoted to solving
full fuzzy linear programming problems, including full fuzzy transportation prob-
lems. Their survey presented the practical applications of this class of problems
and discussed some limitations of the existing solving methods.

Baykasoglu and Subulan [1] carried out a research on fuzzy efficient solutions
to full fuzzy reverse logistics network design problem with fuzzy decision vari-
ables. Their study took into consideration different levels of uncertainty and the
risk-averse attitude of the decision maker. Later on, Baykasoglu and Subulan [2]
proposed a constrained fuzzy arithmetic approach for solving a wide variety of
fuzzy transportation problems. They compared their solution approach with the
state of the art approaches from the literature.

Pérez-Cañedo and Concepción-Morales [16] proposed a solution approach to
derive a unique optimal fuzzy value to a full fuzzy linear programming problem
with inequality constraints containing unrestricted LR fuzzy parameters and
decision variables. Later on, in [17] they used the lexicographic optimization to
rank LR-type intuitionistic fuzzy numbers and introduced a method to derive
solutions to full intuitionistic fuzzy linear programming problems with unique
optimal values.

Stanojević et al. [19] applied the interval expectation to trapezoidal fuzzy
numbers and used it to transform the fuzzy linear programming problem into
an interval optimization problem. An order relation was employed to rank the
obtained intervals; and a parametric model was used to handle the acceptance
degree of the violated fuzzy constraints. Finally, the Pareto optimal solutions to
the parametric bi-objective linear programming problem were analyzed.

There are many studies in the recent literature announcing the usefulness of
fuzzy linear programming models in their fields, and the possibility to use them
to replace the classic linear models. For instance, Zhang et al. [22] proposed soft
consensus cost models for group decision making, and discussed their economic
interpretations. Emphasizing that fuzzy information is widely used to describe
the uncertain preferences of the decision-makers when crisp values fail to rep-
resent the real viewpoints, the authors planed to include interval preferences in
their linear models.

Liu and Kao [14] proposed a solution approach to a fuzzy transportation
problem with crisp decision variables based on the extension principle. In order
to simplify their approach they imposed a restrictive constraint of total supply
less or equal to the total demand, thus loosing its generality. However, their
approach is significant and can be extended to a more general one, namely
to solve a full fuzzy linear programming problem. Liu [13] solved a fractional
transportation problem with fuzzy parameters using the same solution concept
based on the extension principle.

Ezzati et al. [9] applied fuzzy arithmetic and derived the triangular fuzzy
value of the objective function with respect to the triangular fuzzy values of
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the decision variables and parameters. Then, he constructed a 3-objective crisp
problem and solved it by a lexicographic method. We include one of the examples
solved in [9] in our experiments; compare their solution to the empirical solution
obtained by our Monte Carlo simulation; and draw some conclusions.

Bhardwaj and Kumar [4] pointed out a shortcoming that arose in [9] when
fuzzy inequality constraints were transformed into equalities.

Kumar et al. [11] employed a ranking function (for the fuzzy number values
of the objective function) and a component-wise comparison of the left and
right hand sides of the constraints to transform the full fuzzy problem into a
deterministic one. They finally solved one single objective linear programming
problem deriving optimal values for all components of all decision variables.

Das et al. [6] introduced a new method to solve fully fuzzy linear programming
problem with trapezoidal fuzzy numbers. Their method was based on solving a
mathematical model derived from the multiple objective linear programming
problem and lexicographic ordering method. They illustrated the applicability
of their approach by solving real life problems as production planning and diet
problems.

The main contribution of this paper is three-fold: (i) we define the member-
ship functions of the fuzzy set solution components to a full fuzzy linear program;
(ii) using a Monte Carlo simulation we compare the empirical solutions based on
the new introduced definition to the analytical solutions provided in the litera-
ture; and (iii) we propose a model able to numerically describe the membership
function of the fuzzy set of the feasible objective values.

Our presentation further includes: Sect. 2 that presents notation and termi-
nology; Sec. 3 that introduces our advances in fuzzy linear optimization through
the extension principle, and the new optimization model to depict the feasible
objective values; Sect. 4 that reports our numerical results, and Sect. 5 that
contains our concluding remarks.

2 Preliminaries

Zadeh [20] introduced the fuzzy sets as collection of elements with certain mem-
bership degrees. With respect to a universe X, a fuzzy subset Ã in X is generally
defined by ˜A =

{(

x, μ
˜A(x)

) |x ∈ X
}

, where μ
˜A is the membership function of

˜A, μ
˜A(x) represents the membership degree of x in ˜A, μ

˜A(x) ∈ [0, 1].
The set of elements of the universe X whose membership degree in ˜A is

greater than α, α ∈ [0, 1], is called the α-level set (or α-cut) of the fuzzy subset
˜A. It is formalized by

[

˜A
]

α
=

{

x ∈ R|μ
˜A (x) ≥ α

}

.

The set
{

x ∈ R|μ
˜A (x) > 0

}

is called the support of the fuzzy subset ˜A.
The special fuzzy subsets of the real numbers universe R that are convex and

normalized, and whose membership function is upper semi-continuous and has
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the functional value 1 at least at one element are called fuzzy numbers. They
were introduced in [21] together with their elementary arithmetic operations.
Any classic arithmetic operator between real numbers can be extend to a fuzzy
operator between fuzzy numbers with the help of the extension principle.

A triangular fuzzy number ˜A =
(

a1, a2, a3
)

, with a1 ≤ a2 ≤ a3 is an especial
fuzzy set with the membership function defined as follows:

μ
˜A (x) =

⎧

⎨

⎩

(

x − a1
)

/
(

a2 − a1
)

, a1 ≤ x < a2,
(

a3 − x
)

/
(

a3 − a2
)

, a2 ≤ x ≤ a3,
0, otherwise.

For each α ∈ (0, 1] the α-cut of a triangular fuzzy number ˜A =
(

a1, a2, a3
)

is
the interval

[

˜A
]

α
=

[

αa2 + (1 − α) a1, αa2 + (1 − α) a3
]

. (1)

An LR flat fuzzy number [8] is a quadruple (m,n, α, β)LR, α, β > 0 whose
components define its corresponding membership function as follows:

μÃ (x) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

L ((m − x)/α) , x ≤ m,
1, m < x < n,

R ((x − n)/β) , n ≤ x,
0, otherwise,

where L and R are reference non-increasing functions defined on the interval
[0,∞), taking values from the interval [0, 1], and fulfilling the double equality
L (0) = R (0) = 1.

Bellman and Zadeh [3] formulated the extension principle widely used to
aggregate the fuzzy subsets. Applying the extension principle, the fuzzy subset
˜B of the universe Y that is intended to be the aggregation of the fuzzy subsets
˜A1, ˜A2, . . . , ˜Ar over their universes X1,X2, . . . , Xr through the function f that
is a mapping of the Cartesian product X1 × X2 × · · · × Xr to the universe Y is
defined through its membership function as

μ
˜B(y) =

⎧

⎨

⎩

sup
(x1,...,xr)∈f−1(y)

(

min
{

μ
˜A1

(x1) , . . . , μ
˜Ar

(xr)
})

, f−1 (y) �= ∅,

0, otherwise.

In Sect. 3 we apply the extension principle to define a solution to full fuzzy
linear programming (FF-LP) problems. Zimmermann [23] and [24] has already
formulated solutions to fuzzy mathematical programming problems based on the
extension principle. However, he solved another class of problems, namely vector
optimization problems involving fuzzy goals and fuzzy constraints.

The extension principle was also used to define the elementary arithmetic
operations over the set of fuzzy numbers. We recall the definitions for addition,
subtraction and multiplication of triangular fuzzy numbers since we use them in
the sequel.

Given two triangular fuzzy numbers ˜A = (a1, a2, a3) and ˜B = (b1, b2, b3), the
basic arithmetic operations are defined as follows:
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– addition: ˜A + ˜B = (a1 + b1, a2 + b2, a3 + b3);
– subtraction: ˜A − ˜B = (a1 − b3, a2 − b2, a3 − b1);
– multiplication: the exact result of ˜A · ˜B is commonly approximated by the

triangular fuzzy number (c1, c2, c3), where c2 = a2b2 and

c1 = min {a1b1, a1b3, a3b1, a3b3} , c3 = max {a1b1, a1b3, a3b1, a3b3} .

3 The Optimization via the Extension Principle

Without loss of generality an optimization problem consists in finding maximum
of a real valued objective function f over a feasible set X. A formalized model
is given by

max f (x) ,
subject to

x ∈ X,
(2)

where, x is the vector decision variable and f : X → R.
In a full fuzzy linear programming problem the objective function is linear;

the feasible set is defined with the help of linear constraints; and uses fuzzy
numbers for the both coefficients and decision variables. For a maximization
problem, a formalized model is given below.

max ˜f (x̃) =
n

∑

j=1

c̃j x̃j ,

subject to
∑

j=1,n

ãij x̃j � ˜bi, i = 1,m,

x̃j 	 0, j = 1, n.

(3)

In order to define an optimal solution to Problem (3), we employ the crisp linear
programming problem

max
n

∑

j=1

cjxj ,

subject to
∑

j=1,n

aijxj ≤ bi, i = 1,m,

xj ≥ 0, j = 1, n,

(4)

where the real numbers aij , bi, cj and xj , i = 1, . . . ,m, j = 1, . . . , n belong to
the supports of the fuzzy numbers ãij , ˜bi, c̃j and x̃j respectively.
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3.1 The Membership Functions of the Fuzzy Set Solution

Let us denote by Xa,b the feasible set of Problem (4). Let P(ã,˜b,c̃) (a, b, c) denote
the aggregated membership level of all parameters,

P(ã,˜b,c̃) (a, b, c) = min
{

μã (a) , μ
˜b (b) , μc̃ (c)

}

, (5)

where
μã (a) = min

{

μãij
(aij) |i = 1,m, j = 1, n

}

,

μ
˜b (b) = min

{

μ
˜bi

(bi) |i = 1,m,
}

,

μc̃ (c) = min
{

μc̃j (cj) |j = 1, n
}

.

We follow Liu [13], and apply the extension principle to define the member-
ship function of the fuzzy optimal value

μ
˜f (z) =

⎧

⎪

⎨

⎪

⎩

max
(a,b,c)|z= max

x∈Xa,b

cT x

(

P(ã,˜b,c̃) (a, b, c)
)

, ∃a, b, c|z = max
x∈Xa,b

cT x,

0, otherwise.

Liu [13] used such membership function to describe the fuzzy solution value to
a transportation problem with fuzzy numbers and crisp decision variables. In
addition, we use the extension principle to define each fuzzy optimal solution
component as seen in Formula (6).

μx̃ (x) =

⎧

⎪

⎨

⎪

⎩

max
(a,b,c)|cT x= max

y∈Xa,b

cT y

(

P(ã,˜b,c̃) (a, b, c)
)

, ∃a, b, c|cT x = max
y∈Xa,b

cT y,

0, otherwise.
(6)

3.2 The Mathematical Model

Keeping in mind above definitions we now introduce the mathematical model
(7) that computes the membership degree of each feasible objective value z.
It is clear that the decreasing piece of the so determined membership function
describes the fuzzy set solution to a maximization problem (3). Model (7)

max α
subject to

μãij
(aij) ≥ α, i = 1,m, j = 1, n

μ
˜bi

(bi) ≥ α, i = 1,m,

μc̃j (cj) ≥ α, j = 1, n,
cT x = z,
x ∈ Xa.b,

(7)

is non-linear and maximizes α with respect to variables x, a, b, c and α.



226 B. Stanojević and M. Stanojević

Model (7) consists in maximizing P(ã,˜b,c̃) (a, b, c) over the feasible combi-
nations of the parameters (a, b, c) able to derive a vector x ∈ Xa.b such that
cT x = z, separately for fixed values z of the objective function. Indeed, for a
value α = P(ã,˜b,c̃) (a, b, c) we have

μã (a) ≥ α, μ
˜b (b) ≥ α, μc̃ (c) ≥ α,

with at least one equality among the inequalities. Therefore, the maximization
of α determines the highest level of membership for the given crisp value z.

Considering that all parameters are expressed by triangular fuzzy numbers
we use the definition of α-cut intervals (1) to rewrite the constraint system of
(7). Since

μãij
(aij) ≥ α ⇔ aij ∈ [ãij ]α , i = 1,m, j = 1, n

μ
˜bi

(bi) ≥ α ⇔ bi ∈
[

˜bi

]

α
, i = 1,m,

μc̃j (cj) ≥ α ⇔ cj ∈ [c̃j ]α , j = 1, n,

we derive the specific Model (8) whose first three sets of constraints are linear.

max α
subject to

αa2
ij + (1 − α) a1

ij ≤ aij ≤ αa2
ij + (1 − α) a3

ij , i = 1,m, j = 1, n
αb2i + (1 − α) b1i ≤ bi ≤ αb2i + (1 − α) b3i , i = 1,m,
αc2j + (1 − α) c1j ≤ cj ≤ αc2j + (1 − α) c3j , j = 1, n,
cT x = z,
x ∈ Xa.b.

(8)

Figure 1 shows a fuzzy set of the feasible objective values obtained by solv-
ing Model (8). The envelope of optimal objective values obtained by a dual
optimization as suggested in Liu [13] can be also seen in Fig. 1.

3.3 The Monte Carlo Simulation

Monte Carlo algorithms are widely used to provide numerical results by a random
sampling of certain parameters. Buckley and Jowers’s book [5] on Monte Carlo
methods in fuzzy optimization focused exclusively on generating random fuzzy
numbers to be used in evaluating the objective functions. Our approach generates
random crisp values for the parameters, finds crisp optimal values, and uses
them in constructing the fuzzy set solution value to the original full fuzzy linear
problem.

The definitions of the membership functions given in Sect. 3.1 are difficult
to be directly used in practice. An analytical definition would be the most con-
venient, but such a definition is also hard (if not impossible) to be obtained.
Model (7) introduced in Sect. 3.2 provides the upper bounds on the maximal
values of the objective function with respect to their membership degrees, but
lower bounds on those maximal values are still unknown.
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Fig. 1. Fuzzy set of feasible objective values obtained by solving Model (8); and the
results of a Monte Carlo simulation that describe the fuzzy set of optimal solution
values

Algorithm 1 . The Monte Carlo simulation-based algorithm to disclose the
shapes of the membership functions of the fuzzy set solutions to Problem (3)
Input: a natural number p; a sequence α1, α2, . . . , αp of equidistant values from [0, 1];

and the membership functions of the fuzzy sets of the coefficients ã, ˜b and c̃.
1: Set L = ∅.
2: for k = 1, p do

3: Randomly generate aij ∈ [ãij ]αk
, bi ∈

[

˜bi

]

αk

, cj ∈ [c̃j ]αk
, i = 1, m, j = 1, n.

4: Solve Problem (4) with the generated coefficients.

5: Set L = L ∪
{(

xk, zk, P(ã,˜b,c̃) (a, b, c)
)}

, where zk is the optimal value and xk

is the optimal solution to Problem (4); and P(ã,˜b,c̃) (a, b, c) is defined as in (5).

6: end for
Output: the list L.

Under additional assumptions, Liu and Kao [14] described the lower bound
on the maximal values of the objective function of a full fuzzy transportation
problem. They made use of the dual of the crisp transportation problem to
transform a two level min-max model to a two level max-max problem that was
finally solved as an one-level max problem.

We aim to disclose the shapes of the membership functions of the fuzzy sets
solution to Problem (3) by a Monte Carlo simulation which generates random
values for the coefficients needed in obtaining optimal solutions to Problem (4).
In order to obtain more accurate shapes, for fixed values of α ∈ [0, 1], the values
of the coefficients are randomly chosen from the α-cut interval of their corre-
sponding fuzzy numbers.

Algorithm 1 describes the steps needed for the simulation.
The third component of the triple

lk =
(

xk, zk, P(ã,˜b,c̃) (a, b, c)
)

,



228 B. Stanojević and M. Stanojević

which is an element of the output list L of Algorithm 1, namely P(ã,˜b,c̃) (a, b, c),

represents a minorant of the membership degree of both xk and zk.
After running the algorithm we group the elements lk ∈ L with respect

to their second component as follows: we split the interval
[

min
lk∈L

zk,max
lk∈L

zk

]

in q sub-intervals I1, I2,. . . , Iq of the same length 1
q

(

max
lk∈L

zk − min
lk∈L

zk

)

, and

compute the values

fj = M
({

zk|lk ∈ L, zk ∈ Ij

})

, j = 1, . . . , q,

where M (S) represents the mean value of the elements belonging to the set S.
The membership degree of the value fj is obtained as maximum of the values of
the third component of those elements lk ∈ L that have the second component
in Ij . In a similar way, grouping the elements of L in q sub-intervals of the same
length, with respect to the values of the components of the vector xk, we compute
the membership values that correspond to the mean values of the components
belonging to the same sub-interval.

This simulation provides an empirical computation for the membership func-
tions of the solution and solution value to Problem (3) when solving Model (7)
fails to obtain a correct solution due to its non-linearity. Model (7) is replaced
by the quadratic Model (8) when triangular fuzzy numbers are used to describe
the components of the parameters (a, b, c). In this case, and also in the case of
the trapezoidal fuzzy numbers used to describe the parameters, the non-linearity
appears in last two constraints cT x = z and x ∈ X(a, b), and it is very likely
one to be able to solve the model correctly. On the other side, if LR flat fuzzy
numbers [8] are used to describe the parameters of Problem (3), the non-linearity
appears in all constraints, and may create difficulties in finding a global optimal
solution.

4 Numerical Example

We recall the following example from the literature ([9,11]).

max c̃T x̃,
subject to

ãx̃ = ˜b,
x̃ 	 0,

(9)

where the fuzzy number values of the coefficients are

ã =
[

(8; 10; 13) (10; 11; 13) (9; 12; 13) (11; 15; 17)
(12; 14; 16) (14; 18; 19) (14; 17; 20) (13; 14; 18)

]

, (10)

˜b =
[

(271.75; 411.75; 573.75)
(385.5; 539.5; 759.5)

]

, c̃ =

⎡

⎢

⎢

⎣

(10; 15; 17)
(10; 16; 20)
(10; 14; 17)
(10; 12; 14)

⎤

⎥

⎥

⎦

. (11)
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Fig. 2. The results of several Monte Carlo simulations with different number of itera-
tions; and the envelope’s approximation obtained via the optimization model

Fig. 3. Fuzzy set of optimal objective values to Problem (9) defined with the values of
the parameters given in (10) and (11)

In short, the solution approach proposed in Kumar et al. [11] used a ranking
function to transform the fuzzy number values of the objective function into
crisp values; and a component-wise comparison of the left and right hand sides
of the fuzzy constraints to transform them into deterministic ones. The obtained
crisp linear problem was solved, and the optimal values for all components of all
decision variables were derived. The fuzzy number value of the objective function
was finally computed using the fuzzy number values of the decision variables and
parameters.

The solution approach proposed in Ezzati et al. [9] first formally computed
the components of the triangular fuzzy value of the objective function with
respect to the triangular fuzzy values of the decision variables and parameters.
Second, it constructed a three-objective crisp problem and solved it by a lexico-
graphic method.
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The component-wise method (described in Stanojević et al. [18] for solving
full fuzzy linear fractional programming problems, but applied here to the linear
case) was based on solving two crisp linear programming problems for several
fixed α levels. The parameters for these crisp problems were the left and right
endpoints respectively of the α-cut intervals. Their optimal solutions were used
to construct the membership functions of the fuzzy numbers representing the
final solution.

Fig. 4. Fuzzy sets of optimal values of the decision variables to Problem (9) defined
with the values of the parameters given in (10) and (11)

Figures 3 and 4 show our empirical results obtained by a Monte Carlo simu-
lation compared to the results found in the literature. Increasing the number of
iterations, the simulation provides more accurate results (Fig. 2).

Aiming to find the maximal values that the objective function can reach we
must pay attention to the right sides of the fuzzy numbers. It is clearly shown
in Fig. 3 that both solutions from the literature are far from the desired values
no matter how the membership degree is chosen.

Table 1. Components of the fuzzy sets representing the optimal values of the objective
function

Method Fuzzy number z̃∗

Component-wise [18] (321.25, 578.04, 803.63)

Ezzati et al. [9] (304.58; 509.79; 704.37)

Kumar et al. [11] (301.83; 503.23; 724.15)

MC simulation (279.37; 579.32; 985.13)
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Table 2. Components of the fuzzy sets representing the optimal values of the decision
variables

Method Comp.-wise [18] Ezzati et al. [9] Kumar et al. [11] MC simulation

x̃∗
1 (32.12, 38.54, 42.39) (17.27; 17.27; 17.27) (15.28; 15.28; 15.28) (0; 38.28; 61.24)

x̃∗
2 (0, 0, 17.78) (2.16; 2.16; 2.16) (2.40; 2.40; 9.10) (0; 1.32; 53.08)

x̃∗
3 (0, 0, 0, 0) (4.64; 9.97; 16.36) (6.00; 11.25; 11.25) (0; 1.28; 51.54)

x̃∗
4 (0, 0, 0, 0) (6.36; 6.36; 6.36) (6.49; 6.49; 9.49) (0; 1.14; 45.60)

Tables 1 and 2 report the same solutions by their components as triangu-
lar fuzzy numbers. For the Monte Carlo simulation we approximate the results
providing the extreme values, i.e. the minimum, the value with maximal ampli-
tude and the maximum. For our analysis and graphic representations we run
the component-wise method and reported the obtained solution, but used the
numerical values reported in Ezzati et al. [9] for other two methods [9] and [11].

5 Conclusion

In this study we addressed the full fuzzy linear programming, and formalized the
definition of the optimal solution via Zadeh’s extension principle. We conducted
a Monte Carlo simulation, and compared the solution derived in this way to
the solutions yielded by approaches proposed in the literature. Concluding that
there is a wide gap between our empirical results and the results provided by
the solution approaches from the literature, we proposed a model that is able
to describe numerically the membership function of the fuzzy set of feasible
objective values that follows the extension principle. Our goal was to provide
decision-makers with more relevant information on the extreme values that the
objective function can reach under uncertain given constraints.

In our future research we will conduct more experiments on a wider class of
mathematical programming problems (e.g. full fuzzy linear fractional program-
ming problems) aiming to prove that the simulation we proposed can be used
as a basic method to test the validity of any solution approach to full fuzzy
programming problems.
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Abstract. Nowadays, establishing an efficient regimeof functioning for hydraulic
installations represents a complex problem requiring a large amount of calculation.
This paper presents a multi-criteria method using the Fuzzy logic to improve the
functioning of a pumping station, by minimizing the electric energy consumption
and maximizing its efficiency in critical regimes. This method supposes the mini-
mization of themaximumflow rate pumped, by establishing an efficient time inter-
val between the starting and stopping of the installation. It has a significant effect
on the energetic efficiency during functioning. The numerical model includes the
flow rate consumption correlated with its optimum parameters, by planning a
proper time functioning. A newmodel non-deterministic is introduced, associated
with a Fuzzy controller system improved with a model of inference algorithm.
This model is used to reduce the consumed flow rate with the help of the linear
optimization and transition from a branched network analyzed as a neural network,
to an annular one. The neural network is structured on five input variables and 9
hidden layers (seven as sub-input and two as output). The schematic structure of
the implemented neural network is presented associated with its main objective
and improved functioning. The Fuzzy numerical model is tested with the Matlab
software, using a permanent function for the input and output variables. Some of
the numerical results, conclusions, and references are finally mentioned.

Keywords: Fuzzy control · Neural networks · Optimization methods

1 Introduction

Fuzzy systems represent one of the modern methods of command and control for the
management and automation for all kinds of systems, including the hydraulic machines.
This method is applied to the most diverse installations and equipment, mainly due to
its possibility of introducing, in a simple manner, of different types of non-linear condi-
tions. The problem of improving efficiency represents a multi-criteria complex model,
requiring a large amount of calculation. By using the Fuzzy method the optimization
and operation of one hydraulic pumping system, aims to reduce the operating costs,
minimizing the electric energy consumption, and maximizing its efficiency during the
functioning. There are situations when the energy and economic optimization solutions
do not coincide. A more general approach to these issues allows the formulation of a
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mixed problem when the minimized power consumption is associated with the reduc-
tion of the number of units in operation. For increasing the efficiency of the pumping
installations and its operating characteristics represented by the pressure drop and flow
rate (which are nonlinear), it is necessary to impose additional restrictions for assuring
the maximum transported flow.

By applying the Fuzzy logistic method for this problem the objectives are:

– Reducing the maximum pumped flow rate for the same structure, but in such manner
that, at the same time, will provide the same hourly consumption.

– Energetic optimization of the installation operation, by functioningwith themaximum
efficiency, simultaneously with a decrease in the energy costs.

2 Fuzzy Systems Applied at Command of the Pumping System

A Fuzzy system is applied at the command of a pumping system structured on several
pumps with constant rotation, powering a network system with variable flow demand.

The objectives of the command system are:

– Assurance of a random flow rate to consumers, with minimum energy consumed
– Increased the reliability of the aggregates, avoiding the cavitation phenomenon
– Ensuring a rational policy of reparations

For supplying the consumers in proper conditions can be considered two variants of
exit from the pumping station:

– Ensuring a constant pressure at the discharge of the pumping station
– Assuring an increased pressure correlated to the flow rate required by consumers

In the present paperwas adopted the second solution, closer to the estimated optimum
performance. The considered linguistic input variables are the aggregate flow rate, the
interval between the stopping and starting of the aggregate, the total number of operating
hours since the last overhaul, and the safe operating pressure.

The operationwith variable speed requires the introduction of a newvariable physical
and linguistic, the rotation speed [1]. In the Fuzzy analyzed processeswere chosen simple
functions, of type triangular or trapezoidal.

2.1 Fuzzy Method for the Fluid Flow Rate

The flow rate is an independent parameter and the Fuzzy system can be created only
by association with the efficiency of the pumping system. It starts from the curve η

= η(Qp), in which, for different values of the efficiency are determined for the flow
rate, different domains [2]. If the physical variable coincides with the linguistic variable,
can be defined, based on the correlation with the optimum value of the flow rate, the
following seven areas:
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– Very Small (VS), the flow rate is far away from the optimal value, much smaller
– Small (S) - rates comparable to the optimal value, but a little smaller
– Good (G) - around the optimum value
– Large (L) - comparable to the optimum flow rates, but a little higher
– High (H) - rates comparable to the optimal value, but a little higher
– Very large (VH) - far away from the optimum value, much higher.

In Fig. 1 can be seen how the domain of the flow rate has been divided into five areas,
according to the linguistic definitions, associated with each specific field [3].

In these conditions there are defined some base-rules:

1. Flow rate - Too small - TS; necessary some supplementary fluid; open the tap
2. Flow rate is about the correct value, then no changes are necessary, just right-R
3. Flow rate is too high and closes the valve, Too high-TH

Fig. 1. Fuzzy functions for the input and output flow rate associated with the efficiency.

The intersection points are at 0.54 and 0.48. In these conditions, the flow rate inter-
sects the mentioned areas consisting only of rules 2 and 3. The area of the right triangle
is 0.1458 and the area TH is 0.1296. The output is determined by calculating the point
at which a fulcrum can balance the two triangles. Solving the functional equations
simultaneously D1 = 0.2859 and D2 = 0.2541.

2.2 Fuzzy Method for the Interval Between Stop-Start of the Aggregates

Applying theFuzzymethod for the time interval between switch off and start is dependent
on the large currents necessary for the electric engine, which produces its delay. The
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non-permanent phenomena from the hydraulic circuits affect also this time interval.
Maneuvers of on-off correspond to some Boolean variables and a changeover control,
generating instability and shocks. In Fig. 2 is shown the application of the Fuzzy method
for the range of time maneuver, using functions as semi-trapezoidal and triangular areas.
The initial evolution of the temperature function of time T(t) is linear. Considering the
physical and linguistic variable, the time between stopping and powering can be defined
in three areas:

– Too Short (TS) - a too short time interval, inadmissible, between two maneuvers
– Little Short (LS) - a short interval between maneuvers, but acceptable
– Correct (C) - sufficient time between maneuvers

Fig. 2. Fuzzy functions for the time interval between two maneuvers.

Limits for this time interval depend on T-the winding temperature of the electric
motor, and its design characteristics. In Fig. 3 are presented two versions of Matlab
windows for sequences between stopping and starting: 1 - immediate start (minimum
time interval) and, 2 - a break between the two intervals of maneuver.
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Variant 1               Variant 2

Fig. 3. Matlab windows in both cases.

2.3 Fuzzy Method for the Wear of the Aggregates

In a pumping station with several units may appear several politics of exploitation, but
they can be divided into two extreme situations [4].

Politics of the service aggregate,which establishes an aggregate that starts working
the first and stops the last. Therefore he has the maximumwear, the second which started
has smaller wear, etc. In terms of efficiency, this policy requires that the first aggregate
has the highest yield, the second lower than the first, and the last the smallest, with the
lowest yield and most rarely used. After an operating period, the service unit must be
repaired or replaced, and its place is taken by the second aggregate in the starting order.
This policy of pumping assures permanent functioning without ceasing the operation
during the repairs; for example the supply stations for drinking water.

The equalization policy of the wear rate is based on the idea of starting or main-
taining in operation the aggregates so, their wear is about equal. A demand for a supple-
mentary flow rate starts with the pump with the lowest number of the operating hours.
Thus, all units achieve the maximum degree of wear at approximately the same time.
To repair the station this one must be completely stopped; as an example an applica-
tion is the irrigation seasonal [5]. The Fuzzy method in this case, is more difficult to
be expressed because the wear variation is nonlinear. By considering the physical and
linguistic variables for the wear degree, the areas may be defined as:

– Reduced (S) - aggregate with low wear
– Medium (M) - average degree of wear
– High (H) - advanced state of wear

The Fuzzy method, assuming a linear variation of the wear, is applied in Fig. 4. The
colored portions are places where operate only one qualifier.
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Fig. 4. Fuzzy function for the wear rate.

Applying the Fuzzy method at this objective may have different basic criteria struc-
tured on comparing the number of functioning hours, the energy used and the flow, or
the volume pumped [5]. At the request of an additional flowing rate the strategy of the
sacrificed aggregate requires to be stopped the unit with the smallest degree of wear,
while the policy of equalization of the wear rate imposes the unit with the highest wear
rate [7]. The relationship between the four input variables involves a four-dimensional
matrix, which will be represented by many normal matrices.

In Table 1 is mentioned a normal matrix for the variables Q - flowing rate, and T -
time between on-off. The output is U - the command of starting the aggregate.

From linguistically have been applied these rules of interference:

– If T - time since the last stop is TS, and Q is TS then for any request of the flowing
rate from TS to H the answer is N (no), considering that the aggregate can not support
a new start.mm

Table 1. Table with rules of interferences.

Output U Q

TS S C L H

T TS N N N N N

LS P P N N N

G P P P P P
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– If T is LS, and Q is TS or S, then U is P (positive), is considered that the load of the
unit will be small and of short duration.

– If T is LS and Q is from R to H, the answer is N, considering that the heat load of the
engine will be high and for a long time.

– If T is G and Q is from TS to H, answer is P and no reason to refuse the startup.

3 Improving the Functioning of the Hydraulic Installations

The improvement of the energy consumed by an installation may concern in [6]:

– Determination of the optimal flowing rate of the pumping aggregates, based on the
instantaneous yield of the machines.

– Determination of the optimum pumped volume in a certain period, based on consumer
demand.

For the analyzed installation, the Glina pumping station, from the south part of the
Bucharest, the obtained results are set in Table 2.

The main solutions to the problems previously mentioned are:

– For reducing the maximum flow pumped, by maintaining the consumer demand and
the hourly structure, some supplementary tanks are necessary for alimentation

– For optimizing the produced energy, without any new investment requires the utiliza-
tion of the aggregates, in conditions as close to their maximum efficiency. This means
some steps for the pressure and adaptation at the installation structure

– To increase the energy with new investments is the simplest way and can be achieved
by replacing the outdated equipment with new ones, more efficient

– Replacement of the branched network with an annular one
– Economical efficiency of the installation functioning

Table 2. Obtained results for the Glina pumping station

Nr. Qp [3m/s] ti [h] Hpi [m] ηι Vi [m3] HiVi [m4] HiVi/ηι [m4]

1 1 3 20 0.91 10800 216000 237362

2 1.3 1 20.5 0,92 4670 95940 104283

3 1.5 1 21.5 0.93 5400 116100 124839

4 0.8 2 19.2 0.9 5760 110592 122880

Total 4,6 7 – – 26640 538632 589364

In these conditions, the obtained average values may be expressed as:

Hp,av =
∑

i
HpiQpiti

∑

i
Qpiti

= 20, 22m (1)
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ηi =
∑

i
HpiQpiti

∑

i

HpiQpiti
ηi

= 0, 914 (2)

E = 1

367

∑

i

HpiQpiti
ηi

= 1606 kWh (3)

Where: Hp, av – the average pumping head, Qp – the flowing rate, t – the time of
functioning, η – installation efficiency, and E – the consumed energy.

4 Analyze the Pumping Stage by Neural Network

It was assumed one unidirectional multi-layers network, with total connections to the
consumers between two layers the output and input, accomplished by a second hidden
layer. The input layer of the neural networks receives different input variables.

The variable components are determined by Fourier series, keeping the significant
harmonics, for T - the time of functioning

S−Tw(t) = T̄w +
N∑

i=1

[

a1i cos

(
2πit

365

)

+ a2i sin

(
2πit

365

)]

(4)

Here: T̄w – averagemulti-annual recorded values, a1i, a2i – coefficients, i – the harmonic,
with i = 1,…, N, and t – is the range of the day from the year, from 1 to 365. Based on
some preliminary studies the structure of the series (4) was tested having as input, seven
variables, Fig. 5.

The crossover structure of the correlation coefficients between the residual series
of the water flow rate and time intervals is analyzed. Secondary correlations with
other parameters such as efficiency, ware rate, etc. were also considered but associ-
ated with the average parameters, considered as sliding values, respectively the influ-
ence of the recorded parameters in the preceding days, F−Tw(j, j − 1), F−Tw(j, j − 2),
F−Tw(j, j − 3), F−Ta(j, j − 1), F−Ta(j, j − 2), F−Ta(j, j − 3).

The residual values were considered up to the value j− 3 for Q and T. Contact points
Wij, Wjk are adjusted by the retro-propagation method, with a gradient algorithm, to
minimize the mean square error (ASE - Average Square Error) between the output of
the neural networks F−Tw and the relevant values observed as input F−Ta. To control
the overload of the neural network the data series was separated into two areas:

– Even days, considered the values for synchronization, used for the calculation of the
parameters Wij, Wjk, consisting of 9420 data.

– Odd days, values used for the validation and testing of the neural network on data that
are not involved in the estimation of the parameters.

Taking into account the utilization of the sigmoid function, the data were converted
into the domain (0, 1). Consequently, for example, a value t = 10 represents the average
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Fig. 5. The architecture of the neural networks multi level tested.

values recorded on 10 March, during the period 2010–2019. Each component can be
graphically determined as S−Qw(t), S−Tw(t), and all other components. For their multi-
annual calculation was chosen R2 = 0.98 for Q and R2 = 0.94 for T.

S−Qa(t) = 12.311 − 2.3637 · sin
(
2πt

365

)

− 6.9353 · cos
(
2πt

365

)

(5)

S−Tw(t) = 14.153 − 2.4939 · sin
(
2πt

365

)

− 8.427 · cos
(
2πt

365

)

(6)

Residual series of both characteristics are presented in Table 3, where j = 1 − 9420,
taking into account the self-correcting coefficients, for different timing offsets.

Table 3. Characteristics of the residual series

Min
(m3/s)

Max
(m3/s)

Av
(m3/s)

R
Ld1

R
Ld2

R
Ld3

R
Ld4

R
Ld5

F_Ta(t) 14.8 8.7 0.2 0.76 0.54 0.4 0.31 0.26

F_Tw(t) 7.2 6.8 0.1 0.95 0.85 0.74 0.64 0.55

F_Tw(t)/F_Ta(t) 0.7 0.78 0.76 0.69 0.61

Here Ld1, Ld2, etc. represent de delay for one day, for two days, etc. In terms of the
cross-correlation can be noted that the flow rate noted j-day, is better correlated with the
T registered 2–3 h ago, meaning j− 2, j− 3.We could say that the flow rate has inertia in
its variation. That was the reason why it was created another series, based on the sliding
averages, reported to a few days ago. Under these conditions, the correlation coefficients
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between F−Tw(j) and F−Ta(j, j − 1), F−Ta(j, . . . , j − 2), F−Ta(j, . . . , j − 3) are better
improved: 0.79, 0.84, 0.86.

The transition from a branched network to an annular network assures minimization
of the pressure losses and maximizes the produced electric power because the flow is
distributed more rational on different routes. In these conditions, an annular network is
more economical.

5 Economic Efficient Functioning

The network previously described proves that the largest share of expenditure is due to
the expenses related to the electricity consumption and transport of the pumped volume,
including here the staff costs, investments, etc. Under these circumstances, the revenues
from the supplied water must be higher than the current expenses as to be economic.
The formula of validation the economy becomes:

∑

i
Vp(i) · Ec · Pe
Vc · Pw + 1

Pw · ηv

(
Cp

VTp
+ Cc

VC

)

≤ 1 (7)

Where: Vp - the pumped volume, Ec - energy consumption for 1 m3 of pumped water,
Pe - price for electric energy, Vc - volume received by consumers, Pw - the price of water
delivered to the consumers, ηv - volumetric efficiency, Cp - costs related to the total
pumped volume - VTp, and Cc - costs with staff, investments.

It can be seen from the Eq. (7) that for ensuring the economy, from the first term can
act only over the price of the delivered water, and from the second term to assure the
efficiency may be increased the pumped volume, for the minimum price of the electric
energy.

By considering also the Vloss – the volume lost through the pipes, and VR – the
volume possible to be stored into supplementary tanks, the condition of estimating the
economy may be written

∑

i

(
Vp(i) + VR(i)

Vc

)
Ec · Pe
Pw

+ 1

Pw

(
Cp

VTp
+ Cc

VC

)

≤ 1 (8)

The problem of the economic improvement can be also treated by Fuzzy method, as
a matter of risk analysis of the project’s investment, considering R - the rate of a possible
return having as input the variables D - the time of recovering the investment, DF - the
effective time of functioning, and Eta - the efficiency concerning the flow rate, during
the operation, from the pumping system. The interference is considered as having three
inputs, one output, and more rules. The recovery period is considered of D = 4 years,
and the universe of the discourse is covered by two linguistic terms R (right) and W
(wrong), after being mentioned the membership functions.

In this case, the interference steps consist in the determination of the strong interfer-
ence, considered D = 4 years, analysis of the activated rules, determining the degrees of
themembership, the establishment of the functions of themembership for the conclusion
of each rule, and setting the membership function for the output.



244 V. Radulescu

6 Conclusions

It was analyzed by the Fuzzy method a command system of pumping, considering three
of the main factors which affect the most: the fluid flowing rate, the interval between
stopping and starting, and the wear of the aggregates. Briefly was pointed the main
conditions for improving the functioning of the hydraulic aggregates, correlated with
their main parameters. Based on these observations the pumping system was analyzed
with the neural methods, as a branching network and mentioned some possibilities to
transform it into an annular network. It was assumed one unidirectional multi-layers
network, with total connections to the consumers, between two layers, the output and
input, accomplished by a second hidden layer. The input layer of the neural networks was
assumed that receives different input variables. Some rules of the economic parameters,
some remarks considering the economic optimization of such complex systems are also
mentioned, in both approaches, by an analytic method, and by the Fuzzy method.
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Abstract. This paper presents a fuzzy-logic algorithm for predictivemaintenance
(Industry 4.0) and at the same time for future design improving, applicable for high
voltage equipment (switches, surge-arresters, etc.). Starting from this algorithm
a software tool can be developed tool for high voltage equipment maintenance.
It is an example of implementing advanced mathematical and software solutions
for the maintenance of operational high voltage switching equipment (and other
high voltage devices, too). For testing and validating the algorithm experimental
data (and also experimental setups) were operated from the industrial environment
(manufacturers and users of that equipment) and used for conceiving a monitoring
and diagnosing digital based procedure, both for a more efficient design of that
equipment as well as for efficiently assess the technical state of their main HV
contacts. The results obtained are encouraging and recommend the use of the
algorithm on a larger scale.

Keywords: Fuzzy logic · Predictive maintenance · High voltage devices

1 Introduction

The fuzzy logic is a dedicated class of artificial intelligence having a recent history
and application. In 1965, Lotfy Zadeh a computer scientist, proposed the fuzzy logic
theory [2, 3]. He argued that human thinking is often fuzzy, vague, or imprecise in
nature, and, therefore cannot be represented by yes (1) or no (0). The fuzzy control is
also nonlinear and adaptive in nature, which gives it a very robust performance under
parameter variations. In modern control techniques, uncertainty and vagueness have an
important position, also supports the non-linear design techniques [4, 5].

A fuzzy logic-based algorithm (which could be integrated on a dedicated controller)
adjusts the system input to get a desired output by just looking at the output without
any requirement of mathematical model for the controlled system that are now being
exploited power systems applications. For this reason, a fuzzy logic-based algorithm is
different from a classical control one and it is possible to get desired control actions for
complex, uncertain, and non-linear systems by using the fuzzy logic controller (FLC)
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without the requirement of their mathematical models and parameter estimation [6].
Although FL deals with imprecise “IF… THEN…” rules, the information is processed
in sound mathematical theory, which has progressed (seen advances) in recent years.
Each fuzzy set is defined by a linguistic variable (low, large) which is again defined by
a multi valued membership function (MF).

AnMF varies between 0 and 1 and can have a range of shapes. The logical operations
on fuzzy sets and crisp sets are and (intersection), or (reunion), not, sum, prod. The IF
part of the rule is defined as antecedent and THEN part is defined as consequent. The
corresponding fuzzy set of each rule is defined by a linguistic variable.

The basic steps in fuzzy inference systems are:

• fuzzification of input variables;
• application of fuzzy operator in the IF part of the rule;
• implication from the antecedent to the consequent part of the rule;
• aggregation of the consequents across the rule;
• defuzzification.

The linguistic variables used for the inputs and output are Negative Very Big (NVB),
Negative Big (NB), Negative Medium (NM), Negative Small (NS), ZERO, Positive
Small (PS), Positive Medium (PM), Positive Big (PB), Positive Very Big (PVB).

Fuzzyfication defines the correlation between a crisp value and one ormore linguistic
values.

The conversion of fuzzy outputs in a fuzzy system into crisp output is defined as
defuzzyfication. The fuzzy output in constructed by superimposing the outputs of indi-
vidual rule. The most usual method of defuzzification is the center of area method (also
called centroid) which involves integration covering the outer envelope.

2 Fuzzy Logic Analysis

The inference rules are made with linguistic variables to help describe the behavior of
the process.

In case of a complex description of that process, it is necessary to start with a brief
description which will be completed during the implementation of the control. First step
is the determination of the variation area for the parameters of the process during the
transition process, taking into account the reach of the function points.

To describe the dynamic behavior of the process are necessarily as many indications
as we can find, like the number of the time values and their approximately dimension.
These specifications are indispensable for the determination of the sample time and for
the definition of membership function.

Starting with the description of the controlled process it can be chose the structure of
the regulator, if required. First, we must specify the number and the nature of the input
values. For example, one of the most used input value is the adjustment error, meaning
the difference between the prescription value and the adjusted value. Often the input
values are in number of two.

For a large number of input values, the inference rules are voluminous and hard to
define. In that case, we can use a structure of control with many regulators placed in
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cascade, or a more complex structure, if the process claims it. In some situations, at this
level it can be mandatory to go at the initial level to finish the description of the process.

Next stage is the determination of the fuzzification rule, meaning the definition of
the membership functions for the input and the output values. At this level, we will
establish the number of the fuzzy terms for every value, the shape and the distribution
of the membership function.

Normally, three or four fuzzy terms are enough. A larger number of fuzzy terms will
be used only if it is needed to obtain some accentuated nonlinear effects. A big number
of fuzzy terms increase the number of inference rules and the run time.

To obtain a linear characteristic for the fuzzy regulator (RF), we use a triangu-
lar membership function with uniform distribution. A problem appears only when we
chose the scale factors (C1 and C2) between the normalized field –1 ≤ x ≤ 1 and the
corresponding physical value. As shown in Fig. 2, these scale factors are corresponding
to some reaction coefficient which are determined with the help of the dynamic behavior
of the control system [7].

Obviously, this scale factors aren’t known before, and it is indicated that the imple-
mentation to be made based on the structure shown in Fig. 1. So, during the tests on
the equipment it can be modified this scale factors until are find properly values for the
transition process. The change of the dimension and the distribution of the membership
function aren’t mandatory in this case.

Fig. 1. Fuzzy regulator with two scale factors.

For the output value aren’t problems with the definition of the scale factors. The
normalized field corresponds with the maximum tolerable variation of the command
signal.

Starting with the definition of the process using linguistic variables and membership
function it can be established the inference rules. This are in themost of cases incomplete.
The rules can’t be in contradiction. A representation with inference matrix makes the
verification more simple.

During the tests on the equipment it can be also mandatory to modify the inference
rules. Generally, it attempts to reduce their number or to add complementary rules.

The selection of the inference rules ismadeby taking into account the implementation
mode of the regulator, with the help of a program or the equipment, when the running
time is defining.
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If the control system is described with a model of the process, the tests on the instal-
lation are replaced with simulation on the PC. All the adjustments can be made on the
simulation. At the implementation on the equipment are made only minor adjustments.

3 Technical Analysis

In Fig. 2, we describe a simple assessment method for the status of the main contacts
(located inside the high voltage power switching devices), which ismostly recommended
for the offline scheduled maintenance, based on the measurement of the working contact
resistance.

Fig. 2. Main diagram of the measuring system.

When applying this method, a 100–1000 A current is injected through the contact.
The voltage dropU2 between the contacts and the current I passing on the closed contacts
of the equipment are recorded. A CDR unit, (Contact Disturbance Recorder) dedicated
interface records, computes, compares, send to dispatcher and stores all data received by
the measurements performed according to elements of Fig. 2. It will count the number of
commutations N performed by the equipment between two consecutive measurements.
All data recorded from the scheduled measurements of the contact resistance, RNC. after
these N connections, is used to estimate the relative error δj(N), related to the value of the
same parameter, saved at the end of the latest measurement, RCO. It could be connected
to certain PLCs, also.

δj(N ) = 1 − RCO

RCN
(1)

The evolution of this parameter after N commutation cycles (between two consecu-
tive measurements) εj(N), is obtained by:

εj(N ) = δj(N ) − δj(N − 1) (2)

When δj(N) < δj(N − 1), resulting from (1) we will notice that RcN−1 > RcN,
because the contact resistance decreases. The cause of this incident (contact resistance
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diminution) in service is the change of position, size and number of the real microscopic
contact areas, as consequence of the self-polishing action.

Locating δj(N) and εj(N) on the fuzzy multitudes from Fig. 3 and relating them to
fuzzy values SP, MP, LP, briefly described in Fig. 4, we can proceed to the calculation
of the final fuzzy multitude output functions:

Fig. 3. Fuzzy belonging and multitude functions.

Fig. 4. The diagram of the fuzzy rules.

μj(SP) = MAX
xi

[MIN (μ(xi))] (3)

μj(MP) = MAX
xi

[MIN (μ(xi))] (4)

μj(LP) = MAX
xi

[MIN (μ(xi))] (5)

The estimation of the μf(SP), μf(MP) and μf(LP) functions is obtained considering
Fig. 4 and the decision diagram of fuzzy multitudes and belonging functions obtained
from Fig. 3.

Next operation consists in computing the output of the belonging function μ, based
on the algorithm mostly described in Fig. 5 by applying this relation:
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Fig. 5. Dedicated fuzzy algorithm.

μoutput = MAX [μf (SP), μf (MP), μf (LP) (6)

When converting the linguistic value μ into a corresponding numerical value μ, in
%, (which is representing the natural aging process of the high voltage main contacts in
percentages) and comparing this one with the admissible value of main electric contacts
fatigue, μdam, we can determine the exact time moment of the next assessment test and
measurement on that piece of equipment [7].

It could be also used on the design stage of that piece of equipment.

4 Implementation of the Measurement System

One of the major causes for service perturbations and even economic issues during
the active state of the whole high voltage power system, is the fault of certain main
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contacts. Continuous monitoring consists in measuring and automatically comparing
certain parameters with referential values of a process or equipment. In our case it is
based on methods of diagnosis and analysis of internal faults [5]. The decisional process
in this situation corresponds to an extremely hazardous process, depending on a lot of
parameters. The specific of these command operations is shown in Fig. 6.

Fig. 6. Principles of decision in case of hazard on high voltage areas.

With no artificial intelligence or expert system involved, it is still based on the inter-
action between the human operator and the machine. Future progresses in this field will
lead to a total automation of this procedure.All control operations and the tests performed
by the manufacturer of a high voltage switching device could also be performed by the
user of that switching device (located inside a high voltage power system), therefore they
are very well defined and widely applied. The expert ideas about the methods used for
monitoring and assessment of the technical status of a high voltage power equipment are
different in each situation. All these methods could have a certain importance only when
they are avoiding operational incidents, or increasing the maintenance time schedule of
that device, and, also if they provide an economical advantage. The answer to such a
problem is a continuous monitoring and diagnosis operation of the technical status for
that electrical device, by involving some special systems for monitoring and diagnosis
[8, 9].

All hazardous factors described below are increasing the risks associated with one
decision taken based on incomplete and/or wrong information. After the decisional act,
there are also two major risk factors: the delay in the application of the decision and all
errors in the application issues of that decision. The intervention of errors in information
and, generally, all the errors and delays in processing the information, imposed the use
of fuzzy techniques for taking the right decision [10, 11]. A continuous and permanent
operation of contact status monitoring is possible to be executed online, when involving
a method based on using optic fiber, connected at the manufacturing moment on that
insulating switch and, also, connected to an interface for introducing, computing and
analysing data. It consists in verifying the thermal images provided and informing the
decision operating staff concerning the variation of the contact resistance Rc in order to
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prevent any faults. According to the stationary over temperature of the contact, τc (τc
= θc − θamb) and the total intensity of the permanent service current, I, as function of
the nature of the superficial material from the contact pieces (copper or silver), we can
calculate a voltage drop, Uc.

The block diagram for themonitoring and diagnosis equipment is described in Fig. 7.

Fig. 7. Block scheme of the monitoring and diagnosis system.

The total number and the final types of sensors, their location and the choice of the
measuring methods for the monitored parameters are influencing decisively the solution
for this problem.

All data about the SF6 equipment integrated inside a power system could be obtained
by means of direct measurements (as quantitative data). All these measurements are
involving the risk of error occurrence (accidentally or systematically). The informa-
tion resulting from these measurements could be already old in the moment of system
introduction and the final status of the switching device could be different at that precise
moment.We have also some errors caused by simple information processing. The human
operator who is deciding could be affected by normal subjectivity; the hardware and the
software involved could present some technical restrictions and/or different errors.

The consequences of all these incidents could be limited if the fault causing compo-
nent is disconnected far before the beginning of that fault’s occurrence, and, that’s why
it is important to determine all symptoms of a certain fault. The monitoring and diag-
nosis systems will allow the determination of the maintenance scheduling, by analyzing
the technical status of all the equipment and switching devices belonging to that power
system. The economical task of any switching device owner is to reduce at a minimum
the maintenance cost.
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5 Conclusions

All the methods presented in this article allow a high quality diagnosis for the technical
status of the commutationpieces belonging to a highvoltage capsulated switch, providing
accurate information concerning: the electric contact resistance, the fatigue status of its
main electric contacts and the best moment for performing any predictive maintenance
operations for this piece of equipment.

This offline monitoring procedure and system, dedicated mostly for the contact
resistance of capsulated switching devices, integrated inside high voltage power stations,
briefly described in this paper, allows the prevention of their faults, or their accidental
breaking, increasing the service efficiency, reducing the periods of unavailability, and,
of course, generally increasing the reliability of all these pieces of equipment.

In case of extending the application, as well as the diagnosing methods, it could be
applied for large number of high voltage devices and we can record large data bases
concerning all parameters involved, not only the contact resistance. It also provides a
final report concerning the tested equipment inside that database, thus developing the
knowledge about their work, in order to optimally predict the duration of safe service.

References

1. Bimal Bose, K.: Power Electronics and Motor Drives: Advances and Trends, Knoxville,
Tennessee (2006)

2. Zadeh, L.A.: Fuzzy sets. Inf. Control 8, 338–353 (1965)
3. Zadeh, L.A.: Outline of a new approach to the analysis of complex systems and decision

processes. IEEE Trans. Syst. Man Cybern. SMC-3(7), 28–44 (1973)
4. Fonseca, J., Afonso, J.L., Matins, J.S., Couto, C.: Evaluation of neural networks and fuzzy

logic techniques applied to the control of electrical machines. In: Proceedings of the 5th UK
Mechatronics Forum, International Conference, Portugal, vol. 2, pp 15–20 (1996)

5. Eminoglu, I., Altas, I.H.: The effects of the number of rules on the output of a fuzzy logic
controller employed to a PM D.C. motor. Comput. Electr. Eng. 24, 245–261 (1998)

6. Alexandridis, A.P., Siettos, C.I., Sarimveis, H.K., Boudouvis, A.G., Bafas, G.V.:Modelling of
nonlinear process dynamics using Kohonen’s neural networks, fuzzy systems and Chebyshev
series. Comput. Chem. Eng. 26, 479–486 (2002)

7. Uddin, M.N., Rahman, M.A.: High-speed control of IPMSM drives using improved fuzzy
logic algorithms. IEEE Trans. Ind. Electron. 54(1), 190–199 (2007)

8. Doru, V., Dan, S.F.: Monitoring of the power quality on the wholesale power market in
Romania. In: Proceedings of the 9th WSEAS International Conference on Electric Power
Systems, High Voltages, Electric Machines, Genova, Italy, 17–19 October 2009, pp. 59–64
(2009). ISBN 978-960-474-130-4, ISSN 1790-5117

9. Simona,D., Felea, I., Dzitac, I., Vesselenyi, T.:An application of neuro-fuzzymodellingto pre-
diction of some incidence in an electrical energy distribution center. Int. J. Comput. Commun.
Control IJCCC III, 287–292 (2008). ISSN 1841-9836. Supplementary Issue

10. Sorin, M., Nicola, O.V., Doru, V., Ciprian, S.: Theoretical and experimental determination of
equivalent parameters of three-phase induction motor windings in case of power electronic
converters supply. WSEAS Trans. Syst. 8(10), 1115–1134 (2009). ISSN 1109-2777

11. Sorin, N., Simona, D.: Neutrosophic TOPSIS: a general view. In: 6th International Conference
on Computers Communications and Control (ICCCC), Oradea, Romania, 10–14 May 2016,
pp. 250–253. Electronic ISBN 978-1-5090-1735-5. https://doi.org/10.1109/icccc.2016.749
6769

https://doi.org/10.1109/icccc.2016.7496769


Decision Making and Support Systems



Making a Multi-criteria Analysis Model
for Choosing an ERP for SMEs in a KMWorld

Ramona Lacurezeanu(B) and Vasile Paul Bresfelean

Babes-Bolyai University, Cluj-Napoca, Romania
{ramona.lacurezeanu,paul.bresfelean}@econ.ubbcluj.ro

Abstract. There has never been such a rich offer in terms of ERP solutions that
customers can choose from because the problem of knowledge has never been
emphasized in the past. An ERP system in line with the company’s business is
metamorphosed into a knowledge management tool that improves information
transfer and generates “knowledge”. On the other hand, major decisions are rarely
simple, and the best alternative can befall only after careful deliberation. In the
present research we endeavor to provide a model of multiple-criteria decision-
making (MCDM) in the selection of ERP applications. We illustrate and apply
a MCDM technique, namely analytical hierarchy process (AHP) to assist SMEs
to select the most appropriate ERP. We formulate an AHP decision model and
apply it to a hypothetical case study to demonstrate the feasibility of the choice
to select the most appropriate ERP software for a specific SME. We believe that
our work could become a didactic source of inspiration for teaching decision
making techniques to young people and students. The application of the proposed
model indicates that it can be applied to improve decision-making processes and
condense the time interval needed for ERP selection. Ourmodel can be considered
good practice and identified with the know-what and know-who component of a
KM model.

Keywords: ERP · AHP · MCDM · SME

1 Introduction

The rapid global dynamics of ideas linked to the knowledge-based organization is ben-
eficial from the point of view of possible applications, but, however, is of an almost
confusing abundance and diversity, while a writings’ systematization was still to be
expected, as noted by [20] quoted in [12]. “At the present time, there is a range of tech-
nological and managerial solutions sufficient to make possible the operationalization of
the concept of knowledge-based organization; their usage implies discernment of the
choice, consistency in the effort of learning and receptivity in perceiving and assimilat-
ing their advantages” [12]. In the world of Knowledge Management (KM) technology
has a double characteristic: it has progressed from a small number of processes to all
processes, andwhat functions todaymay not function as well in a year or two. The digital
transformation we comment on today affects everything by breaching the entire range
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of operations. Technology is now part of all business operations, because every process
is automated. In other words, when mentioning the technology invasion we start from
customers’ experience all the way to their involvement in the development of products
and problems related to UX, UI, and usability. The synergy effects between Enterprise
Resource Planning (ERP) and KM consequently include a more efficient implemen-
tation of methodologies, reduced implementation costs, increased user satisfaction, as
well as strategic business achieved through state-of-the-art ERP applications [33]. The
organizational implementation of an ERP system has been documented as a complex
process, in which changemanagement, communication and stakeholder involvement are
as important as technical implementation [30] quoted in [33]. In this paper we join those
who consider that KM and the ERP core will send adequate knowledge (goods, funds)
to the right individuals (position), at the right time. We accept the idea that in a KM
world the correct implementation of an ERP system will support companies to better
achieve their goals [29]. For a long time, around 20 years, ERP solutions have largely
been the focus of corporations and large companies. The new small and medium-sized
enterprises’ (SMEs) approach in recent years in accessing, implementing and using ERP
applications, has created an increasing demand in business areas for ERP software. In
spite of the growing aspiration to implement this type of information systems in orga-
nizations, the fear of failure leads puts the implementation of the project to a halt or
delays it. In other words, considering the high failure rate to an estimate of up to 61%
[15], it is essential for organizations to identify the success factors of the implementation
project [7, 45]. In today’s highly competitive environment, the globalization of the mar-
ket for each sector is gradually increasing. As a consequence, the number of potential
suppliers increases and also the number of criteria when choosing the right supplier.
The evaluation and selection of a certain supplier could provide an organization quality
products and/or services at a convenient price, convenient quantities and at a conve-
nient schedule. This process can be extremely complex, for the reason that it combines
a wide variety of varying factors, which can be diversified based on the nature of the
products and services to be purchased. Due to its importance in terms of organization,
there should be a systematic way of selecting an appropriate supplier. [9, 28, 37, 39, 50]
quoted by [1]. Selecting the best supplier amongst the diversified options has become
crucial to achieving customer satisfaction. Even though there is an increase in the num-
ber of ERP providers, the number of problems reported regarding the lack of quality
has also increased earnestly. Multiple-criteria decision-making (MCDM) methods are
an efficient way of evaluating and selecting a supplier. This process results in a broad
set of criteria and sub-criteria to consider and leads to numerous different relationships
between these criteria and sub-criteria, which should be carefully evaluated in order to
make a decision. These methods support decision makers while providing an unblem-
ished comprehension of the problem. These instruments take into account the views of
several decisionmakers and evaluate each one’s assessments. In the last decade, there has
been an increase in MCDMmethods’ implementation in order to support decision mak-
ers. One of the essential reasons for this growth is the acceptance of the results provided
by these methods. Furthermore, MCDM methods are more convenient to implement
for larger and more complex issues [31, 35] quoted by [1]. From a phenomenological
point of view, the Romanian organizational environment could not make an exception
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from the contemporary global tendency of orientation towards knowledge, however, in
the absence of a strategic option, it manifested itself non-systematically, being located
mainly in an informal level; interpersonal information intermediation, informal knowl-
edge transactionswithin and between organizations, ad hoc professional assistance, local
improvisations in knowledge management are facts that plainly confirm such a verdict
[12]. The ERP software market was inaugurated in Romania by large companies in early
2000s. These packages have been adopted either in close connection with the “parent
companies” or by copying them in large companies with domestic capital. After dis-
cerning upon the importance of SME in GDP configuration and after the adoption at
EU level of measures to encourage their development, ERP market and vendors took
them into consideration. Furthermore, the development of cloud solutions and on the
other hand, the emergence of open source solutions have enlarged the number of ERP
providers but also the technical problems due to implementation and maintenance. But
there was also the issue of training the workforce who can fully operate the functions of
“such an integrated” software. Nonetheless all these problems are materialized in costs,
time and performance. Taking into account the specificity of the Romanian ERPmarket,
in the present paper we intend to propose a framework for selecting an ERP system:

• to determine the best ERP software for a SME that meets its needs and expectations
using the Analytic Hierarchy Process (AHP),

• set out a set of criteria with a focus on supporting business objectives and business
strategies,

• describe a numerical example used for ERP selection for an enterprise, implemented
in a widespread software Microsoft Excel.

We demonstrate just how with zero additional costs, but with the involvement of
SME’s existing staff and their digital skills, a rational methodology can be used based
on MCDM theories to select the optimal ERP solution for Romanian SMEs. In the fol-
lowing sections we endeavor to justify this demarche, as we consider it a novelty in
national researches. Therefore, this paper exercises the AHP model developed by [46,
47] for ERP selection and evaluation in SME firms in which the goal being pursued has
multiple, often conflicting attributes. With this in mind, Sect. 2 presents an abbreviated
review of relevant literature on the approaches used in ERP. The 3rd section focuses on
the steps of AHP method with the calculations based on the given criteria. In Sect. 4
we present the particularities of the Romanian emerging market related to ERP imple-
mentation in SMEs and regarding the practical use of an AHP model through Microsoft
Excel, thus demonstrating that our approach is an original one, unique in the indige-
nous research literature and practice. As a final point, the findings are shown from a
managerial perspective in the conclusion part, Sect. 5.

2 Literature Review ERP for SMEs

2.1 The Role of SMEs in a Country’s Economy

Throughout the world the SMEs sector is considered the determining factor of a com-
petitive economy, the main source of economic growth and new jobs. SMEs are the
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most widespread organizational form of business. It is attributable to the fact that the
development of this sector augments prosperity and the standard of living. Small and
medium-sized enterprises play an essential role in EU economy, accounting for over
99% of European businesses and securing two thirds of jobs from the private sector.
SMEs embrace different definitions, one of the reasons derives from the most obvious
and indisputable characteristic of SMEs, namely diversity [10, 18, 53, 54, 56]. Accord-
ing to Article 2 of the Annex from Recommendation 2003/361/EC (integrated in the
Romanian legislation by OG no. 27/2006, M.Of. No. 88/31.01.2006, approved by Law
no. 175/2006, M. Of. no. 438/22.05.2006), “The category of Micro, Small andMedium-
sized Enterprises (SMEs) is made up of companies that employ less than 250 people
and have a net annual turnover of up to 50 million Euro and/or have total assets of up
to 43 million Euro”. Based on dynamism, flexibility, adaptability to the needs of the
economy and society, on the modern entrepreneurial spirit and on the capacity for inno-
vation, SMEs play a leading role in the development of the Romanian economy within
the European Union and the global economy [44]. Having the status of specific forms of
organizing the economic activity, SMEs are directly involved in transforming the socio-
economic environment compelled by the technological explosion of the last decades.
Internet and e-commerce continuous development have determined these enterprises to
aspire to implement various classes of software packages on a much larger scale, not
only as complementary elements, but as a foundation for their organizational structure.
As regards the conditions, ERP software implementation to assist the management is a
normal consequence, imposed by the growth of the economic environment, required to
transform the leadership style, but also the technological one [4].

The information included in this paper was equally gathered from primary and sec-
ondary sources. It was collected from various Internet sources, research papers, journals,
surveys, in addition to the other necessary information accumulated from the below
sources.

2.2 About ERP Systems for SMEs

Over the last two decades, software selection has become a dynamic area of research
attributable to its complex nature. Researchers concentrated more on the selecting spe-
cific software products and less on the general models and methods for solving this
selection problem. Software selection represents a multi-criteria decision problem that
refers to electing a software product from a lot of software products based on various
criteria evaluation. The most appropriate methods that can be applied to solve software’s
selection problem are the multi-attribute decision methods in which the set of variants
is a finite, non-empty set, while the set of criteria, and possibly sub-criteria, is clearly
established, finite and measurable [42]. Starting with this assumptions, in the following
paragraphs we leaned on studying the ways in which SMEs select the most appropri-
ate ERP. After examining several articles from the research literature, we noticed a
global concern on this topic: purchase and implementation of an ERP system by SMEs.
Researchers from all over the world are concerned about the same subject - identify
the success factors of ERP implementation in SMEs. We were able to assess and com-
pare studies from different areas (Europe, North America, Asia) both qualitative and
quantitative, but limited to a single country; we remarked more complex researches that
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took into account regional economic factors but also the cultural factor, which tried to
demonstrate that there were not such wide differences between an ERP system imple-
mentation for a SME from China versus USA, or the United Kingdom. One thing is
already validly expressed and accepted: Most ERPs are designed and developed having
in mind the wealthiest companies – since these were the first to be able to pay the high
prices. The principal targets for the ERP market are large and middle-size companies
from developed countries, because most SMEs are unable to invest large financial or
time resources while also facing restrictive planning functionalities in their daily oper-
ations [42]. There are voices that consider that owing to the reduction of the need to
implement an ERP in large companies (corporations, banks, multinationals, big 4) ERP
vendors have currently begun to focus more on SMEs. Obviously, a coherent argument
considers that globalization, partnerships, value networks, and the huge information flow
between SMEs today, is increasingly determining SMEs to adopt ERPs. The risks of
adopting an ERP are present, based on SMEs’ limited resources and specific features
that make their ERP needs (modules) very different from the needs of large companies
[19]. Other concerns regarding the implementation of an ERP in a SME were stated by
[28] in their study. “SMEs have less resources and competencies about complex ERP
systems compared to larger companies. Thus, ERP projects have proven to be risky and
costly for SMEs. SMEs can easily be an easy prey for experienced vendors and con-
sultants and end up with a system far from what they expect”. ERP market is currently
expanding, and these systems are more and more implemented, unfortunately they are
still unknown to many SMEs to a certain degree. Although many of these enterprises
are aware about the benefits of a modern ERP system, they still have doubts to purchase
one, this being attributable to financial and risk reasons [42]. The findings from this
study [37] demonstrate that even though SMEs managers are aware of their goals when
implementing an ERP system, there is a lack of documented ERP business cases. The
authors argue for the need to develop business cases and suggest a minimum list of steps
to assist SMEs. SMEs differ considerably from large organizations; hence, an increas-
ing number of such enterprises implement ERPs. SMEs encounter more challenges than
large enterprises in ERP implementation due to SMEs’ major disadvantage - lack of
human and financial resources. Staff unavailability in such enterprises may even cause
production to stop in order to facilitate training [9]. The process of ERP selection is
a multipart issue encompassing various parts and variables, due to the its unstructured
type decision-making characteristic (made by Turban and Simon) quoted by [39]. A
good ERP selection process is crucial for reducing the waste of funds (up to several
million dollars), because economic studies indicate [56] that an ERP implementation
in a SME could cost from fifty thousand dollars to a few million dollars. Most ERP
selection methodologies have as basic principles the information on development com-
panies, technical structure and software capabilities, costs related to software, provided
services and support. In the first stage, the needs of the organization are identified by
comprehending the processes with the purpose of improving them. [9] found 42 criteria
for ERP selection and evaluation, which are quantitatively higher than in the research
literature. The outcomes of this study sustain many previous researches; nevertheless,
there are differences between this study and similar studies because of the prevalent con-
ditions from different countries and organizations. A comprehensive review of literature
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on ERP in SMEs (77 articles) which exemplifies the status of research in this area was
made by [19]. A part includes an analysis of ERP acquisition, phase that consist of the
process of ERP package and vendor selection best fitting in organization’s requirements.
The authors enunciate several issues such as: factors affecting selection, selection cri-
teria, in-house developed systems, and different acquisition issues. After studying the
research literature on the topics revealed up to this point, we came to the idea that at
the present time there are numerous ERP software products and each of them has differ-
ent characteristics. Their cost can vary from tens of thousands to several million Euros,
therefore acquiring a new ERP solution can be amajor expense for an enterprise [19]. An
unsuccessful selection of an ERP system of this magnitude can set in motion erroneous
strategic decisions with subsequent economic losses for the organization. We took into
account the views of practitioners, who provide ERP solutions for SMEs but also those
who have begun the implementation of such software. The vast majority believes that a
sensitive but weighty issue is how to choose the right ERP software. There are simple but
very vague answers, such as companies simply answering five simple questions related
to: number of employees, industry, option of implementation, business complexity and
the expected growth of employees. We can infer the following: globalization has led to
the advent of disruptive technologies that SMEs must use to expand or even stay afloat.
The appropriate resources or lack of them can make the difference between survival
and dissolution for a small business. We strongly believe that SMEs need to invest in
ERP solutions in order to benefit from integrated analysis, rapid implementation and
best practices for different business processes, including financial, production, human
resources, procurement and supply chain management. Based on this outline we move
on to the next section related to the AHP multi-decision analysis model.

3 Literature Review AHP

The AHPmethod, a multi-criteria decision method belonging to the multi-attribute deci-
sion methods class, was first defined by the prominent Saaty, in 1980 in the work “The
Analytic Hierarchy Process”, with several re-editions and reinterpretations to this day
[46, 47]. For the last 30–35 years AHP has been thoroughly tested by thousands of
organizations around the globe and it seems to work. Therefore, there are large numbers
of case studies that describe how large organizations used AHP for their strategic deci-
sions to attain superior outcomes [50, 55]. AHP has been attracting the interest of many
researchers in point of fact by simplicity which is characterized by the pair-wise compar-
ison of the alternatives according to specific criteria [54] and because it allows decision
makers to benefit from a specific and mathematical decision support tool. Its application
not only supports and qualifies the decisions, but also enables decision makers to justify
their choices, in addition to simulate potential results [9, 54]. From [55] we can retain
“The structure of an AHP model is a model of an inverted tree. There is a single purpose
at the top of the tree that represents the purpose of the problem of decision making.
A hundred percent decision weight is at this point. Just below the goal is a leaf point
indicating the criteria, both qualitative and quantitative. Goal Weight should be divided
between rating points based on rating”. In the case study discussed in this study [32, 55],”
the analytic hierarchy process (AHP) was used because is an application to an evaluation
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process concerning a pre-feasibility study of strategic solutions in the logistics and trans-
port field offers some features that can facilitate the inclusion of the above-mentioned
aspects in the decision aiding process”. As some researchers mentioned in their work
[29] this method has proved one of the most applied and is mentioned in most manuals
and guides [9, 15, 16, 32, 50]. Researches on the AHP method applied in ERP systems’
evaluation and selection by SMEs can be found in Romanian research articles [21, 22,
25] stipulating that this method is: a) Interactive (through which a single or a group
of decision-makers transmit their preferences to the analyst, and opinions and results
can be debated or discussed), b) Emerged from theories on human behavior, including
those related to the process of thinking, logic, intuition, experience and learning theories.
We consider that a well-defined and easy to understand structure of the AHP method’s
algorithm for the problem of multi-criteria decision is found in [41]: “We consider the
n decision criteria C1, C2, …, Cn as leaf nodes of a simple hierarchy, which constitute
the decomposition of a requirement (objective). The AHP method (algorithm) has three
steps:

1) Compare the pairs of decision alternatives according to each decision criterion, in
order to rank them in relation to the corresponding factor,

2) Compare the pairs of decision criteria; a relative hierarchy of them is obtained,
3) Create the performancematrix and calculate the scores of alternatives for all decision

criteria using the hierarchy of alternatives obtained in step 1) and the criteria hierar-
chy from step 2)” [41]. A crucial element of this algorithm consists of constructing
the comparison matrices for ranking the alternatives with regard to each criterion.
Every pair of alternatives in the set {A1, A2, A3, …, Am} is compared according to
each criterion Ck from the decision criteria set {C1, C2, …, Cn}, obtaining the com-
parison matrices {D(k), 1 ≤ k ≤ n}. The process has two sub-steps: (1a) constructs
the raw comparison matrices D(k) and (1b) normalizes them [38, 40, 41, 47]. The
method of comparing a pair of alternatives (Pairwise comparison) seeks to establish
hierarchies among decision alternatives. It should be noted that if alternative A1 was
compared with alternative A7, we would no longer compare alternative A7 with A1,
for the reason that its importance is 1/the importance of alternative A1 versus A7.
In addition, the pairwise comparison matrix should satisfy the consistency property:
if alternative Ai was preferred to alternative Aj and alternative Aj was preferred to
alternative Ak, then alternative Ai would be preferred to alternative Ak. A compar-
ison example from the grid completed by Saaty. We consider the construction of
these matrices as being very important for the reason that the consistency of the
model depends on their accuracy. [47] recommended using consistency index (CI)
and consistency ration (CR) to check for the consistency associated with the compar-
ison matrix. The model is presented in numerous articles [38, 46]. The relationship
between CI and RCI is defined as the Consistency Ratio (CR): CR = CI/RCI. The
Binary comparisons are sufficiently coherent with one another if: - CR < 5% for n
= 3; - CR < 9% for n = 4; - CR < 10% for n > 4, where n represents the number of
criteria [2]. The description of all AHP steps is performed in the following studies [3,
11, 13, 36]. An example of an AHPmethod application is described in the following
sections.
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4 ERP in Romania: Selection Criteria and AHP Model

4.1 ERP for Romanian SMEs

Anatural question arose:Why talk about ERP solutions for SMEs in an emerging country
like Romania? The answer is neither simple nor problematic. In the last decade, there
has been a noticeable rise in the number of SMEs willing to take on this technology and
integrate it into their businesses. In addition, major ERP providers have created modules
expressly for SMEs, for example SAP Business One for SMEs (SAPB1). Although
SAPB1 lacks some of the rich features of other products, it compensates with lower
prices, rapid implementation and TCO. The idea of using an ERP in Romanian SMEs
has been argued since 2005 andwebring tomind that since then, attention has been drawn
to the fact that the development of small and medium-sized enterprises is a necessity
that need not be further disputed. Information technologies are definitely contributing
to the growth of SMEs performance. The salvation solution was called “information
integration” or ERP [17]. According to the practitioners, thosewho offer implementation
software, the largeERPdistribution companies, pointedout: there are 560,000 companies
in Romania, of which 90–95% are SMEs, according to data from the Trade Register
(2016). When SMEs take the first steps towards adopting an ERP system, they have
to take into consideration a number of factors. Among all these, the phase of selecting
the best ERP solution is an important process and should be completed with great
care. With all this in mind, we have chosen to propose the topic of this chapter. In this
chapter an AHP decision model is formulated and applied to a hypothetical case study to
demonstrate the feasibility of his choice for selecting the most appropriate ERP software
for a specific Romanian SME. Based on the literature review up to this point we have
summarized the following: nowadaysERP represents amandatory software for anySME.
The procurement and implementation processes are expensive, both financially and
humanly. Since there are plenty of ERP solutions on the market, the decision to choose
and purchase such a software package as being the best variant can be based on methods
and methodologies from the MCMD and MCAD (multiple-criteria decision analysis)
areas. While the AHP might not be the most recent approach, it is a qualified process for
collaborative decision making, is user-friendly and reasonably priced therefore it can be
employed for both small and large decisions. In the following paragraphs we formulate
the current criteria carried on the Romanian ERP market: on the one hand criteria listed
by software vendors and on the other hand criteria requested by Romanian SMEs. We
apply these criteria on an AHPmodel and implement it in Excel, one of the most popular
and user-friendly spreadsheet software. This implementation supports the assertion that
a suitable software is needed when working with AHP because despite the fact AHP is
simple in concept, the math is time consuming. We chose to carry out this case study
because we found the following:

– It represents a hot topic (resulting from the articles on this topic published in the last
decade and cited in the bibliography section),

– Most studies focus on the implementation of popular ERP systems,
– Studies capture the perspectives of both sellers and consumers, but there are a number
of fissures regarding the criterion of local and regional economic development.
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In 2015 Eurostat assigned Romania a penetration rate of business solutions (ERP
category) of only 20–21%, which indicated that a considerable number of companies did
not use an integrated management system and relied on simple accounting and spread-
sheets solutions. Three years later in 2018, the Ministry of Business Environment, Trade
and Entrepreneurship officially announced that 48.31% of SMEs had planned to adopt
new technologies, in order to become more competitive [23, 27]. In the light of all that
has been presented to this point, the evolution of Romanian SMEs sector is not out of the
ordinary, but is part of the general tendency chronicled in Europe. Although the Roma-
nian market has not yet reached maturity, it enjoys consistent offers from well-known
software companies (Microsoft, SAP, Oracle, Scala), as well as from Romanian com-
panies (Crisoft, Transart, Bit Software, TotalSoft, WizRom, etc.) who have a tendency
to offer products specifically tailored for SMEs. It is well known that success does not
only come from the best hardware or software. People and their commitment are the
elements who make the difference. In today’s business world, individualism is a declin-
ing concept, and the concept of group has become a part of everyday life. Nowadays,
nearly every project has to be completed in groups, and very few are done by individuals.
For that reason, we consider the collaborative approach in which group members can
create and participate in different types of decision sessions through an iDS platform
according to [6]. To this it is also necessary to incorporate the concept of Cloud. The
idea of iDS that caught our attention refers to a proposed set of tools that consists of: a)
discussion list (a forum-like tool for discussions), b) voting (a tool that allows grading or
expressing the agreements over a set of issues), c) electronic brainstorming based on the
Issue Based Information System (IBIS) approach, d) Mind Map and e) Categorization.
Furthermore, we also believe that the Cloud represents the future of ERP. Most of the
major ERPmanufacturers, such asMicrosoft, Oracle, SAP have been making significant
investments in CloudBusiness. The benefits are known to be cheaper to deploy and faster
to deploy, therefore most ERP providers use these facts to increase sales of cloud-based
ERPs particularly for SMEs.

4.2 A Hypothetical Example of the Romanian’s SME Firms

Taking into consideration the idea outlined in [14] that selection of IT&C tools must be
regarded as a multi-attribute decision making, we commenced by presenting an appro-
priate model for selecting the most suitable ERP for an SME in Romania. Thus, we
consider that together with the general selection criteria grouped into suitability criteria,
the quality of implementation and the quality of delivery, some authors have developed
sets of criteria for filtering (with or without experts) the software products from a long
initial list. Moreover, from the mentioned research article we apprehend that there are
methodologies for evaluating and selecting software through the use of MADM but also
systems of experimental experts proposed especially by dominant software selection
companies. Unquestionably, all these require the acceptance of a service for a fee, but
more precisely we want to talk about the limited resources of a SME, and through our
model we guarantee that an SME should not spend more and can use the people of the
company. We believe that through the national education system at high school and fac-
ulty level, Romanian employees have already attained the necessary Excel knowledge
and even the knowledge and skills to assimilate the AHP decision-making method. In
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this project of selecting the most suitable ERP for a SME wishing to implement it, we
adapted a model based on [52]: we make a general presentation of the AHP method and
the implementation steps in Excel. Based on the literature review, a model can be con-
sidered as a simplified exposition of reality. By simplifying the assumption, it is possible
to develop a model of the problem that is simple enough to understand and analyze and
yet provides a good overview of the real problem. We personalize a model adapted from
the research literature:

A) We present the AHP general method – A team of 3–5 people from SMEs will create
the selection criteria (those that will become the alternatives of the AHP method),
after answering a set of questions; they will be chosen from a different department,
depending on the SME organization chart, so as to be representative. It will be
possible to generate the list of qualified software programs by choosing from the
top companies that offer ERP solutions for SMEs for the Romanian market.

B) Implementation steps in a spreadsheet software (Excel) – The AHP model will be
individualized (customized) to the concrete situation

The present article does not incorporate this questionnaire, but on the other hand
we have one in research. Every person will be chosen from a different department,
depending on SME’s organizational chart, so that they will be representative. It will be
possible to generate the list of qualified software programs, either by choosing the top
companies that offer ERP solutions for SMEs on the Romanian market, or a specialized
company could be employed to make the selection, in which case an additional cost
will be generated. In this present study, we assume that we use the idea of unanimity of
the decisions of the group of experts (unanimous decisions), that occurs when all agree
without reservation. These are easier for trivial matters, but very difficult for impor-
tant and/or higher-pressure situations. Groups using the Consensus-Oriented Decision
Making (CODM) model experience increased cohesion and commitment and stronger
relationships as a result of their successful cooperation. By incorporating the princi-
ples of collaboration, inclusion, empathy and openness, the CODM process encourages
common ownership of group decisions. It combines the best practices in professional
facilitation, mediation and non-violent communication. The AHPmodel will be person-
alized to the specificity of each situation (as presented in Subsect. 4.1). We demonstrate
that with zero additional costs a rational methodology based on the MADM theories
for selecting the best ERP software can be applied even for Romanian SMEs, with the
involvement of existing staff and using the digital skills of the SMEs’ employees. In our
paper we chose to acknowledge the point of view expressed by Deloitte & Touche [24,
26, 49]. The detail that differentiated this study from others is that it contained consec-
utive interviews with companies involved in two ERP software implementations. They
first implemented an ERP and had certain criteria, with a certain hierarchy of importance.
Over the years they had another implementation in which they used all the criteria from
the first implementation, but with another hierarchy of importance (Table 1). An impor-
tant conclusion from those who acknowledged this study but also from our research is
that the buyers who are in the second round of ERP implementation have gained impor-
tant experience and knowledge, which lacks for those who purchase an ERP system for
the very first time. Based on this logic, second-time rankings are an enhanced guide
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to what really matters when examining the options of an ERP system. The list is pre-
sented in Table 1. Following a brainstorming by the authors of the article (on the one
hand based on their experience of lecturers teaching Decision Support Systems (DSS)
& ERP, on the other hand, after discussions with hundreds of students from business
specializations, on this topic, namely the selection criteria of an ERP) we went on with
the following criteria: Functionality (C1), Ease of use named by us usability (C2), Ease
of implementation (C3), Quality of documentation (C4), Price of software (C5), Growth
potential named by us scalability (C6), Ability to fit to business (C7), Developer’s track
record of performance (C8), Level of reseller support (C9).

Table 1. Comparing criteria for selecting an ERP system, (based on 49)

1st-time buyers 2nd-time buyers

1) Price of software 1) Level of reseller support

2) Ease of implementation 2) Developer’s track record of performance

3) Ease of use 3) Ability to fit to business

4) Ability to fit to business 4) Growth potential

5) Functionality 5) Price of software

6) Ability to work with existing hardware 6) Quality of documentation

7) Growth potential 7) Functionality

8) Level of reseller support 8) Ease of use

9) Quality of documentation 9) Ease of implementation

Which criteria really matter for selecting an ERP system?

Here, a hypothetical example based on opinion of [13, 36] is presented to illustrate
how the AHP process can be used. Each criterion will be evaluated compared to the
others. In this step we set the 9 criteria, set out above and noted from C1 to C9. For
example: functionality is more important than ability to fit to business with 5 points.
Based on the evaluations of previous step, we build the pairwise comparison matrix
according to the following rule:

aij > 0, aji = 1

aij
, aii = 1 (1)

The value of the (i, j) position of the pairwise comparison matrix is determined using
Saaty’s scale (1, 3, 5, 7, 9), the inverse value of the assigned number is assigned to the (j,
i) position. In order to obtain the weight of each criterion, the following instructions are
used: First, the sum of each column is calculated, then the normalization of the matrix
by dividing the content of each cell by the Sum of its column, and finally calculation of
the average of the rows [13, 36] (Figs. 1 and 2).
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Fig. 1. Criteria Fig. 2. Normalized pairwise comparison matrix

Deduction: C1 is the most important criterion with a 0.27 weight, then comes C2
criterion with 0.20 weight, the third criterion is the C3 with a 0,15 weight, and so all
until C9 criterion with 0.02 weight. Consistency check: Before proceeding to the next
step of the AHP method, it is essential to make sure that we did not make any absurd
comparisons and that criteria weights are indeed consistent, that’s why this step is mostly
important, to check the system consistency it is necessary to follow the steps below:

Calculate Weight sums vector:

{Ws} = {M}.{W} (2)

Find the Consistency vector:

{Cv} = {Ws}.
{
1

W

}
(3)

Average Consistency vector, this measure is termed λmax
Determinate Consistency Index:

CI = (λmax − n)

(n − 1)
(4)

Calculate Consistency ratio:

CR = CI

RI
(5)

The RI or Random Index is obtained from the following data, the first row represents
the number of criteria (n) (Source Saaty, 1977):

The final test is: If CR < 0,1: then the matrix is consistent and judgments can be
considered coherent. If CR > 0,1: then the matrix results are inconsistent and were
exempted for the further analysis. The next step is to check the results of the previous
example (Figs. 3 and 4).
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Fig. 3. Determine the weight sums vector Ws Fig. 4. Find the consistency vector

After finding λmax value 10.04, we determinate CI and CR: CI = (10.04 − 9)/8
= 0,13, then CR = 0.13/1.45 (Source Saaty 1977, above table) = 0.09. CR < 0.1
The consistency ratio is acceptable; the system is consistent. We can move forward.
Alternatives weights: This is the final step of AHP. The goal is to get the weight of each
ERP solution in order to choose the best ERP system, for each criterion, the matrix of
ERP solution will be created, there are 9 criteria, that is why 9 matrixes are obtained.
Following the same steps as before, the ERP weights are determined as shown below:
example forC1criteria (Fig. 5).Weused the samemodel, the same steps for the remaining
8 criteria from 2 to 9. The results (weights) were combined in the matrix (Fig. 6).

Fig. 5. Example for C1 criteria Fig. 6. Combined matrix

Fig. 7. Final results

In order to obtain the last result, the transpose of the previous matrix was multiplied
by the determined weight vector. We finally established the weight of each ERP: 0.4331
for ERP1, 0.4695 for ERP2 and 0.3086 for ERP3 (Fig. 7). Based on the 9 criteria and
the data we gathered, and by applying the AHP method, we can conclude that ERP2 is
a more suitable solution for the company in comparison with ERP1 and ERP3.
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5 Conclusions

SMEs need to invest in technology to be successful in the digital economy and seamlessly
integrate processes within the organization, which will help them pull the complexities
out of the business and focus on growth. The implementation of an integratedERP system
represents a strategic decision from the top management of an organization and it must
be well established and supplemented by a coherent plan of activities, outlined with
terms and responsibilities in order to allow an easy monitoring and evaluation. SMEs,
nor only from our country but from all over the world, have been considering ERP
systems for many years. There were implementations that were considered successful
while others have failed. In every implementation project, an important step was the one
that established the evaluation criteria. The main contributions of this paper consist in:

a. Elaboration and implementation of a decision model with several criteria for the
selection of ERP providers,

b. Group-based decision making for comparing ERP attributes and alternatives,
c. Efficient use of theAHP concept to facilitate themodel solution for Romanian SMEs,
d. The proposed method will help managers to weigh ERP alternatives before actually

implementing them, which in turn will save money and time (crucial for any SME).

The studies we analyzed found and combined various criteria, starting from some
very simple ones (such as cost, vendor reputation, assuringmaintenance and training), to
some very refined ones (such as scalability, adapting to national legislation, adapting to
the hardware and software components existing in the organization). Some researchers
have taken into consideration classes of criteria with sub-criteria, starting from 3, 5, 7, 9
criteria and going up to 42 criteria. The retrieved criteria were framed in various meth-
ods and methodologies including AHP, Electre, etc. In our study, the analytic hierarchy
process is used to solve the ERP selection problem for a SME. By using the model
proposed by AHP the time and effort spent in making the right decision can be signif-
icantly reduced. At the same time, we are aware of the limitations of this approach but
on the other hand we consider it as very important for the practice in our country, for
the specialized national research literature but also for other research areas. This work
is conceived as a primary step towards a smart decision support system that integrates
the capabilities of expert systems (ES), fuzzy logic and additional criteria such as evo-
lution to the cloud, the sector in which SME operates, but also specialized training for
those who will use the ERP system in their activity. In other words, we will attempt to
integrate in the criteria the way in which SMEs consider knowledge management. In our
future research we will consider a method of determining the number of members of the
expert group, possibly Wason selection group type. In addition, we believe improved
psychophysiological tools could be interesting to measure electrodermal activity, skin
temperature and body movement.

The boundaries of the paper that we will try to surpass in our future research derive
from the fact that the ERP technology in the cloud has not been discoursed noticeably,
although there are some providers for ERP systems in the cloud on the Romanianmarket.
We reason this limitation on the one hand because there are cloud ERP packages, with
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licensing possibilities even for a minimum of 2 users, at particularly low costs, on the
other hand because the Romanian market is still reluctant to the cloud.
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Abstract. Managers need to make informed choices about what to buy in order
to meet priority needs and to avoid wasting limited resources. The procurement
decision is a very difficult task since there exists a great variety of brands, vendors
and equipment performances. In the present paper, we have developed a decision
process for equipment procurement in which are used, in combination, a Multi-
Criteria subjective weighting method SWARA (Step-wise Weight Assessment
Ratio Analysis) for equipment evaluation weights, an adaptation of SAW (Sim-
ple Additive Weighting) for equipment performance and a new Multi-Objective
optimization model for equipment procurement. The Multi-Objective model con-
siders several types of equipment, their costs and their performances. The model
aims to be an aiding in the decision process of equipment procurement.

Managers of health care systems need to find in their choices a compro-
mise between the cost of procurement, brands’ reputation, vendors’ reputa-
tion and equipment performance. A numerical example for medical equipment
procurement, based on sensors, is studied.

Keywords: Equipment procurement · Equipment performance ·
Multi-Objective model · Weights · Medical equipment · Health care

1 Introduction

The procurement is a complex decision-making problem that is very important for the
firm’s profitability. It has received considerable attention in last years. Decision tech-
niques are an important part of the procurement problem and contribute to the develop-
ment of decision support applications. Decision-making is a specific form of information
processing that aims at setting-up an action plan under specific circumstances [1].

The equipment procurement, within an organization, takes into account several fac-
tors. It is a particular decision problem in which are involved the manager or the group of
decision makers who define the problem of purchasing equipment and select the expert
or the group of experts who evaluate the vendors and the equipment according to a
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set of criteria. Experts (decision makers) may have different evaluation abilities (which
are represented by coefficients of authority) and criteria may have different importance
(which are represented by coefficients of importance or weights). These weights con-
sidered in the evaluation can be obtained using a multi-criteria weighting method (cf.
[2, 3]).

In the decision problem can be considered the equipment to purchased, the equip-
ment brands, the cost, quality and performance of the equipment that is evaluated. The
criteria of credibility and reputation of the vendors that sell the equipment are taken
into account. The procurement decision problem can be a structured, semi structured
and unstructured problem. It may be deterministic or having uncertainty. From the point
of view of the number of people involved, the problem can be an individual decision
problem or a group decision problem. The methods and techniques used to solve this
decision problem include Multi-Criteria Decision Making, Artificial Intelligence and
Mathematical Programming [4].

In the paper [5] is presented a review of papers for vendor selection in healthcare
industry.Here is explainedhow touse theMARCOSmethod to select sustainable vendors
in the private medical sector. A case study of a sustainable vendor selection for the
healthcare industry (a polyclinic) is presented.

Diaconu et al. [6] conducted a systematic review of the literature that identifies the
products or prioritization methods that are recommended or used for medical equipment
procurement.

In the present paper, is developed a decision process and is formulated a new Multi-
Objective optimization model for equipment procurement. The Multi-Objective model
considers several types of equipment, their costs and their performances.

This paper is organized as follows. In Sect. 2 is described a decision process for
equipment procurement that is organized in four stages. In the first stage (Sect. 2.1) the
definition and the structure of the equipment procurement problem are presented. In
Sect. 2.2 is presented the second stage: calculation of the weights which show the equip-
ment importance based on a subjective multi-criteria weighting method called SWARA.
The equipment performances are calculated in Sect. 2.3 (third stage) based on a multi-
attributemethodSAW(aversion for vendors, brands, equipment and experts). In Sect. 2.4
(fourth stage) is formulated a Multi-Objective model for equipment procurement. The
range of variation for parameter M is obtained.

In Sect. 3 is presented a case study for medical equipment procurement. The medical
equipment is based on sensors. It is used for older adults monitoring. We conclude this
paper in Sect. 4.

2 A Group Decision Process for Equipment Procurement

A decision process for equipment procurement is a complex process. Complexity may
arise from the type of decision problem (structured, semi-structured or non-structured),
from uncertainty of information, from judgments of decision makers and experts,
information from different sources, method selection.

The procurement decision problem is the following: amanagerwants to buy a number
of equipment pieces from a set of vendors. The vendors’ offer has equipment belonging
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to several brands. The manager wants to select from the vendors’ offer a portfolio of
equipment that meets his preferences. In his choice the manager has two objectives: to
maximize the performance and to minimize the cost of equipment he buys.

Solving this decision problem involves several stages:

Stage 1. Structuring the decision problem,
Stage 2.Determination of the importance of each type of equipment (i.e. of the equipment
weights),
Stage 3. Calculation of the equipment performance,
Stage 4. Formulation of Multi-Objective model for equipment procurement.

2.1 Structuring the Decision Problem

The experts with expertise in the field are identified and a group of s experts is selected
to make equipment evaluations. Denote by X = {X1, X2, …, Xs} the group of selected
experts. The manager selects the coefficients of authority for experts: w2= (w2,α) where
w2,α = the coefficient of authority that shows the importance of expertα in the equipment
evaluation process, α = 1, 2,…, s.

The types of equipment to be purchased are established: E = {E1, E2, …, En}. Let
ai be the minimum number of pieces of equipment Ei that have to be bought and bi be
the maximum number of pieces of equipment Ei that have to be bought, i = 1,2,…, n.

Based on equipment brands and vendors data and information are selected the set of
vendors and the set of brands of the equipment that will be purchased. Denote by V =
{V1, V2, …, Vp} the set of vendors and by B = {B1, B2, …, Bm} the set of brands.

2.2 Determination of the Importance of Each Type of Equipment

In order to determine the weights that show the importance the equipment, a weighting
method will be used. In the literature there are several objective and subjective weighting
multi-criteria methods. Subjective weighting methods are based on the expert’s opinion
while the objectivemethods are based on the evaluation of data providedby the evaluation
matrix. Each of thesemethods has its own advantages and disadvantages. The uncertainty
in the decision maker judgments is the main disadvantage of the subjective methods,
while the objective methods do not benefit from the expertise and experience of the
experts [7, 8]. Examples of more often used subjective weighting methods are Simple
Multi-Attribute Rating Technique (SMART) [9], Analytical Hierarchy Process (AHP)
[10, 11], SMARTS [12], Delphi method [13], Analytical Network Process (ANP) [14],
Step-Wise Weight Assessment Ratio Analysis (SWARA) [15, 16], Decision-Making
Trial and Evaluation Laboratory (DEMATEL) [17], The best–worst method (BWM)
[18], Criteria Impact LOSs (CILOS) [19], Extended Stepwise Weight Assessment Ratio
Analysis (SWARA) [19, 20].

In order to determine the weights that show the importance of Ei equipment, the
experts select from the set of existingmethods the subjectiveweightingmethod SWARA.

The input data are the set of expertsX = {X1, X2, …, Xs}, the set of equipment types
E = {E1, E2, …, En}. The steps of the SWARA method for determining the equipment
weights [16], [21] are:
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Step 1. The equipment types are sorted in a descending order, based on their expected
significances.

Step 2. Starting from the second equipment type, the experts expresses the relative
importance of the equipment type Ei in relation to the previous (Ei–1) equipment type,
and does so for each equipment type. This ratio is called the Comparative Importance
of the Average Value, hi.

Step 3. Compute the coefficient ki: ki =
{
1 if i = 1
hi + 1 if i > 1

Step 4. Compute the recalculated weight gi: gi =
{
1 if i = 1
ki + 1/ki if i > 1

Step 5. The relative weights of the evaluation criteria are determined:
w1,i = gi/

∑n
t=1 gt wherew1,i denotes the weight of the Ei equipment, and n denotes

the number of the equipment types.

2.3 Calculation of the Equipment Performance

The input data are the set of experts X = {X1, X2, …, Xs} the set of equipment types
E = {E1, E2, …, En}, the set of vendors V = {V1, V2, …, Vp} and the set of brands B
= {B1, B2, …, Bm}. The experts assign scores to each equipment belonging to a brand
and to a vendor. The evaluation matrix is e = (eijrα) where eijrα = the score given by the
expert α to the equipment Ei of brand Bj sold by vendor Vr . The measure scale is [1, 2,
…, 10].

The quality of expertise of each expert is taken into account with the help of
expert weights (coefficient of authority) w2 = (w2,α), w2,α = the weight that shows
the importance of expert α in the equipment evaluation process.

The equipment performances are calculated with an adaptation of a multi-attribute
SAW (Simple Additive Weighting) method with the inclusion of four categories of
information: vendors, brands, equipment types and experts.

The performance qijr of equipment Ei of brand Bj sold by vendor Vr is calculated
as:

qijr =
∑s

α=1
w2,αeijrα (1)

where eijrα = the score given by the expert α to the equipment Ei of brand Bj sold by
vendor Vr .

2.4 Formulation of the Multi-Objective Model for Equipment Procurement

The problem of equipment procurement is formulated as aMulti-Objective optimization
model. Consider the set of equipment types E = {E1, E2, …, En}, the set of vendors V
= {V1, V2, …, Vp}, the set of brands B = {B1, B2, …, Bm}.

The input data in the model are presented in Table 1:
The decision variable xijr , i = 1, 2, …, n; j = 1, 2, …, n; r = 1, 2, …, p is the solution

of the Multi-Objective model for equipment procurement xijr is the number of pieces of
equipment Ei of brand Bj bought from vendor Vr .
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Table 1. Input data in the Multi-Objective optimization model for equipment procurement.

Symbol Description

n Number of equipment to be purchased

m Number of brands considered for equipment to be purchased

p Number of vendors

M The sum to be invested

a = (ai) ai = the minimum number of pieces of equipment Ei that have to be bought

b = (bi) bi = the maximum number of pieces of equipment Ei that have to be bought

d = (dijr ) dijr = the maximum number of pieces of equipment Ei of brand Bj available for
selling at vendor Vr

c = (cijr ) cijr = the cost of one-piece equipment Ei of brand Bj at vendor Vr

q = (qijr ) qijr = the performance of equipment Ei of brand Bj sold by vendor Vr (obtained
in stage 3)

w1 = (w1,i) w1i = the weight that shows the importance of Ei equipment (obtained in stage 2)

The following condition is necessary for the existence of feasible solutions:

∑m

j=1

∑p

r=1
dijr ≥ ai, i = 1, 2, . . . , n (2)

The formulation of the Multi-Objective model for equipment procurement is the
following:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
[∑n

i=1
∑m

j=1
∑p

r=1 cijrxijr
]

max
[∑m

j=1
∑p

r=1 qijrxijr
]
, i = 1, 2, . . . , n

ai ≤ ∑m
j=1

∑p
r=1 xijr ≤ bi, i = 1, 2, . . . , n

xijr ≤ dijr, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p
xijr ∈ N , i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p

(3)

Starting from the above Multi-Objective optimization model we can define a single
objective model. The tradeoff between cost and performance optimization model are:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

min
[∑n

i=1
∑m

j=1
∑p

r=1 [(1 − λ)cijrxijr − λw1,iqijr]xijr
]

∑n
i=1

∑m
j=1

∑p
r=1 cijrxijr ≤ M

ai ≤ ∑m
j=1

∑p
r=1 xijr ≤ bi, i = 1, 2, . . . , n

xijr ≤ dijr, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p
xijr ∈ N, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p

(4)

Here λ ∈ [0,1] is a parameter.
A very important problem in solving the optimization model for equipment

procurement is the determination of the range of parameter M.
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Consider the optimization problems:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

min
[∑n

i=1
∑m

j=1
∑p

r=1 cijrxijr
]

ai ≤ ∑m
j=1

∑p
r=1 xijr ≤ bi, i = 1, 2, . . . , n

xijr ≤ dijr, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p
xijr ∈ N , i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p

(5)

and
⎧⎪⎪⎪⎨
⎪⎪⎪⎩

max
[∑n

i=1
∑m

j=1
∑p

r=1 cijrxijr
]

ai ≤ ∑m
j=1

∑p
r=1 xijr ≤ bi, i = 1, 2, . . . , n

xijr ≤ dijr, i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p
xijr ∈ N , i = 1, 2, . . . , n, j = 1, 2, . . . ,m, r = 1, 2, . . . , p

(6)

Denote byM1 (respectively byM2) the optimal value of the problem (5) (respectively
of the problem (6)). Then the range of parameter M is the interval [M1, M2].

3 Application in Health Care Procurement

We will apply the decision process proposed for a medical equipment procurement. A
manager of a hospital for geriatrics and gerontology want to modernize the hospital
through procurement of new equipment based on sensors. He wants to buy a number
of seven types of medical equipment. Denote by E = {E1, E2, E3, …, E7} the set of
medical equipment. The types of medical equipment are: blood glucose sensors, blood
oxygen sensors, motion sensors, temperature sensors, electrocardiogram (ECG) sensors,
image sensors, and pressure sensors. The minimum and maximum number of pieces of
medical equipment that have to be bought are presented in Table 2.

Table 2. The minimum and maximum number of pieces of medical equipment.

Symbol E1 E2 E3 E4 E5 E6 E7

ai 3 10 8 10 7 5 7

bi 5 13 10 15 10 8 10

A group of four expertsX1, X2, X3 andX4, whowill evaluate themedical equipment,
were selected.

The vendors capable for delivering medical equipment were identified. Four vendors
who have the necessary equipment (from different brands) were identified and selected:
V1, V2, V3 and V4. The major players in the medical sensors market are GE Healthcare
Inc., STMicroelectronics, Honeywell Inc., Analog Devices, Inc., Omron Corporation,
etc. The vendors’ offer hasmedical equipment belonging to several brands. Three brands
were selected: B1, B2 and B3.
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The performance criteria for the evaluation of the vendors’ medical equipment were
defined. The weights of the equipment are computed with the subjective weighting
method SWARA. The performance of the vendor’s equipment of different brands were
evaluated by the experts. The performance of medical equipment is evaluated by every
expert, from expert’s group, that assign scores on a scale [0,1,2, …,10] to each medical
equipment belonging to a brand and to a vendor. The coefficient of authority of each
expert is taken into account. Based on (1) is obtained the total performance of medical
equipment: q = (qijr), where qijr = the performance of equipment Ei of brand Bj sold
by vendor Vr, for i = 1,2, …, 7; j = 1,2,3 and r = 1,2,3,4.

The matrix d = (dijr) where dijr = the maximum number of pieces of medical
equipment Ei of brand Bj available for selling at vendor Vr is defined, for i = 1,2, …,
7; j = 1,2,3 and r = 1,2,3,4.

The matrix c = (cijr) where cijr = the cost of medical equipment Ei of brand Bj

available for selling at vendor Vr is built, for i = 1,2, …, 7; j = 1,2,3 and r = 1,2,3,4
(Table 3).

Table 3. The costs of medical equipment.

Equipment V1 V2 V3 V4

B1 B2 B3 B1 B2 B3 B1 B2 B3 B1 B2 B3

E1 500 530 500 510 495 495 520 498 498 490 510 495

E2 95 97 100 100 100 100 98 98 98 97 97 96

E3 700 703 705 705 703 708 698 699 700 697 698 699

E4 550 550 550 550 550 550 540 540 540 540 540 540

E5 95 95 95 100 100 100 98 98 98 97 97 97

E6 77 77 77 79 79 79 79 79 79 75 76 79

E7 210 210 210 215 215 215 225 225 225 230 230 230

The models (5) and (6) are solved in order to obtain the parameters M1 and M2.
The M1= 15916 is the optimal objective function of the problem (5) and M2 =

23212 is the optimal value of the problem (6). Then the range of parameter M is the
interval [15916, 23212]. We solve the model (4) by varying parameter M in the range
[15916, 23212] with λ = 0.5. Seven solutions: Sol1, Sol2, …, Sol7 of the model (4) are
presented in Table 4 and Fig. 1.

In the optimal solution Sol1 (first column of the Table 4) 3 is the number of pieces
of medical equipment E1 belonging to brand B1 which is bought from vendor V4, 10
is the number of pieces medical equipment E2, belonging to brand B3 which is bought
from vendor V4, etc.

When the amount of the invested sum M increases then the number of pieces of
medical equipment increases. Thus, forM = 15916 the manager can buy a number of 50
pieces of equipment and for M = 22725.6 the manager can buy a number of 66 pieces
of equipment.
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Table 4. Solutions of the Multi-Objective model (4).

Brand-equipment-vendor Sol1 Sol2 Sol3 Sol4 Sol5 Sol6 Sol7

B1.E1.V4 3 0 0 0 0 0 0

B2.E1.V1 0 3 3 3 3 5 5

B2.E2.V2 0 11 11 10 11 10 13

B3.E2.V4 10 0 0 0 0 0 0

B1.E3.V4 8 0 0 0 0 0 0

B2.E3.V2 0 8 9 9 10 9 9

B3.E3.V2 0 0 1 1 0 1 1

B3.E4.V2 0 0 0 0 0 1 15

B3.E4.V3 10 11 10 13 15 14 0

B2.E5.V1 7 0 0 0 0 0 0

B2.E5.V4 0 7 7 7 7 7 8

B1.E6.V4 5 0 0 0 0 0 0

B2.E6.V4 0 5 6 5 6 5 5

B1.E7 .V1 7 0 0 0 0 0 0

B1.E7 .V3 0 7 0 0 6 0 0

B2.E7 .V4 0 0 8 7 1 8 10

Total number 50 52 55 55 59 60 66
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Fig. 1. Solutions of the Multi-Objective model (4).

The solver used to solve the Multi-Objective model is MIP from GAMS.
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4 Conclusion

The paper contains:

– a group decision process for equipment procurement,
– a combination, between a subjective multi-criteria weighting method SWARA, an
adaptation of the SAW multi-attribute method and a Multi-Objective optimization
model,

– two categories of weights used: the weights that show the expert ability to evalu-
ate equipment (coefficient of authority) and the weights that show the equipment
importance,

– a newMulti-Objective model for equipment procurement that takes in account brands
of equipment, two category of weights and a parameter M that can be chosen in an
interval [M1, M2], solutions of the two Multi-Objective models,

– an adaptation of the multi-attribute method SAW for equipment performance by
considering the vendors, brands, equipment and experts.

This approach can facilitate the equipment procurement decision, helps the manager
to work with a structured decision process and provides a well-founded framework for
the decision in the equipment procurement. Our approach can be used for designing a
module in a Decision Support System.
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Abstract. This study proposes a methodology to support the decision making
to improve the efficiency of the technological standard in the sanitary industry
facilities considering the climate change effects. Nowadays, the population neces-
sities in terms of environment, quality and continuity of service are constantly
increasing. In this regard, the sanitary industry is adopting new technologies for
its processes, with the purpose that be a factor for service improvement. At present
time, the Chilean sanitary industry is concern about the degree of automation and
the infrastructure requirements, since they are the main critical factors for future
investment planning. Therefore, it is necessary to determine the current level of
the telecontrol system facilities and generate actions to make improvements in
those processes that show a poor quality of service. The research methodology is
based on case study, integrating planning processes, data analysis, scoring method
interacting withmulticriteria approach. This paper emphasis on developing a deci-
sion model by the use of the Analytical Hierarchy Process (AHP), to identify the
priority facilities that should improve their technological standard. A case study
incorporating climate change factors is pursued in a metropolitan sanitary com-
pany in Chile, accomplishing the automation degree of a telecontrol system for
the real case. These results give place to elaborate an investment plan that can be
converted into action plans for a sanitary company.

Keywords: Automation degree · Technological standard · Sanitary industry ·
Climate change · AHP · Telecontrol system

1 Introduction

At present, the sanitary industry is adopting new technologies for its processes and there
is confidence that this is a way to improve its function to adapt to the effects associated
with climate change. In China, [1–4] the public/private sector as part of a project has
developed innovative technologies for its processes, improving the capacity of its facil-
ities, operating with greater flow and satisfying the needs of treated water. Regarding,
this context, in Chile there is also a concern, as indicated by Jiménez and Wainer [5]
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in its Water Reality Report in Chile: “Is there a shortage or lack of infrastructure?”
It is essential that the country count on a modern and environmentally friendly water
infrastructure to accumulate water, in order to recover water reserve capacity for the
months with less rainfall. Since, every river should have reservoir and conduction sys-
tems, remotemonitoring, telemetry and remote controlwith automatic gates and artificial
infiltration systems, technology that should be given more haste to built-in the whole
country. To achieve this, the National Water Resources Strategy 2012–2025 [6] has been
defined, whose objective is to develop a plan that accelerates the construction of this
infrastructure type, recovering the water and restoring normal water cycles. In addition
to these initiatives, in the coming years as indicated by the Office of Agricultural Studies
and Policies [ODEPA] [7], it will be necessary to continue intensifying the technified irri-
gation coverage that is still low and to make significant improvements at the distribution
water systems including remote control systems.

Therefore, the 2017–2022 Adaptation and Mitigation Plan for Climate Change
Infrastructure Services [8] contemplates taking care of the necessary requirements to
sustainably manage water, incorporating technological innovation in adaptation and
mitigation to climate change. Also, the Ministry of Public Works [MOP] [8] points out
that it is necessary to include technology that allows anticipating catastrophic events,
related to information on water resources and climate data to facilitate decision-making
(DM) in a timely manner and report the need for new adaptation measures.

Under this context, the drought of raw water sources is exacerbated every year,
affecting Chile’s Metropolitan Region since 2010 [9]. Moreover, the rainfall deficit, the
recharge lacks and increased exploitation of groundwater in recent years have led to falls
in groundwater level. This has promoted a challenge for the sanitary industry to ensure
the drinking water supply for the region in drought and climate change conditions. In
this sense, the most applicable investments are those that ensure operational resilience
to manage turbidity events, increase production capacity and decrease the number of
customers affected by outages on drinking water supply. Therefore, having facilities
with a significant level of automation facilitates failure response times, and allows to
manage resources in a preventive manner by establishing indicators that warn against
the risks of not guaranteeing drinking water supply. For the research, the water company
under study has considered essential that its plantsmust operatewith themost appropriate
technological system and comply with current and future standards.

Related to this, there are studies that propose a methodology to define the degree of
automation for choosing drinking water and wastewater treatment systems that can be
automated during night shifts to increase plant efficiency [10]. Other studies attempts to
define, through a DM methodology, the degree of self-configuration of drinking water
andwastewater treatment systems to providemore resilient infrastructures for preventive
resources management. This, to establish indicators to warn risks of not guaranteeing
the supply of drinking water [11]. Therefore, it is necessary to determine the current
level of the facilities technological system and subsequently generate actions to make
improvements in those plants that show a lower capacity to adapt to climate change.
The examination recognizes a multiplicity of factors and objectives, such as produc-
tion capacity and functionality. The implementation of technology also competes with
the available budget that can influence the evaluation. In this context, a multi-criteria
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assessment [12–15] is adequate to address conflicting objectives. The description of the
system is given in the next section. Then, Sect. 3 a methodology proposal is provided.
Where in Sect. 4 the proposal is developed and Sect. 5 the results are delivered ending
with conclusion at Sect. 6.

2 System Description

The problem situation addressed includes the facilities of a representative sanitary com-
pany that is interested in identifying the facilities that need to improve their technological
infrastructure and complying with the standards. In addition to these requirements, the
implementation involves investments, operation and maintenance costs. On these type
of companies it is essential to determine the facilities that has to be endowed with new
technology.

2.1 Automation Degree

The incorporation of new technologies allows companies to move from a manual opera-
tion - based on people - to an automatic operation, increasing the degree of automatism
of their processes (see Fig. 1).

Fig. 1. Relationship operation type and degree of automation.

The level or automation degree are defined by the model Computer Integrated Man-
ufacturing, (CIM) [16], that determine the operation mode and each technological com-
ponents level. Table 1 shows the technological components that make up each degree of
automation.

Increasing the automatism degree, together with centralizing information for
decision-making in a timely and reliable manner, will help the sanitary industry to
ensure continuity of service, increase the flexibility and reliability of the system, and
will have a better adaptation to climate change (see Fig. 2).
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Table 1. Automation degree components.

# Automation degree Description Technological components

1 Low Solution without local automation, based on
supervision and operation by an operator on site.
The information is not available in the Control
Center

It requires the following elements:
1) Instrumentation
2) Electrical boards
3) Plant operator

2 Medium Solution without local automation, based on
supervision and operation by an operator on site.
Information is available at the Control Center only
to remotely monitor the enclosure

It requires the following elements
1) Instrumentation
2) RTU’s/PLC’s
3) Electrical boards
4) Communication system
5) SCADA

3 High Solution with local automation, based on remote
monitoring and control from the Control Center

It requires the following elements:
1) Instrumentation
2) RTU’s/PLC’s
3) Electrical boards
4) Communication system
5) SCADA

4 Advanced Solution with local automation based on remotely
controlled and remotely controlled control from the
Control Center

It requires the following elements:
1) Instrumentation
2) RTU’s/PLC’s
3) Electrical boards
4) Communication system
5) SCADA

Fig. 2. Impact on the sanitary industry based on the degree of automation.

3 Research Strategy and Methodology

Multi-criteria Decision Analysis (MCDA) is a discipline designed to support the
decision-making process when numerous conflicting objectives are faced. The central
problem is how to evaluate a set of alternatives based on a set of criteria. TheMCDMaims
to show these conflicting objectives in order to reach a compromise through a participa-
tory process. In the literature, there are publications presenting methods for dealing with
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these cases. Some of them are, the AHP, [17] Multi-Attribute Utility Theory (MAUT),
Target Programming and Electre, among others.

This research is pursued through case study approach. AHP [17] methodology is
applied to define the degree of automation for the sanitary industry in Chile to adapt to
climate change through a real case study in a sanitary company.

This method has a solid scientific basis and begins by designing a hierarchy structure
that can work with a variety of information, integrating the opinions and judgments of
different experts. It also measures the consistency of the judgments made.

The study consists of three main phases: the first phase is dedicated to defining
the appropriate degree of automation for each facility of the sanitary company under
study. In order to calculate the technological gap, a diagnosis is made for each sanitary
company installation. The second phase deals with defining the significant criteria for
obtaining the appropriate degree of automation to ensure continuity, quantity and quality,
and that it is adaptable to climate change for the city’s inhabitants. This task requires
the involvement of a group of experts that was made up of 20 people (plant managers,
project engineers and senior management members). For the third phase, a hierarchy
structure is generated to represent the problem situation is incorporating the main factors
and criteria. Applying AHP [13, 14] method the team of experts evaluates the current
state of the facilities under the technological criteria and estimate the result based on
multicriteria approach [18, 19]. Figure 3 summarizes the proposed methodology.

Fig. 3. Proposed methodology for sanitary industry degree of automation.

4 The Case Study Application

The company in study aims to ensure a continuous service, with high standards of safety,
quality, and reliability, in order to achieve its mission “To go beyond the water, managing
the resources in a sustainable way”

Thegrowth in the demand, thewater shortage in the recent years, and the commitment
to ensure a responsible and sustainable management - in harmony with the environment
and its stakeholders - makes it necessary to incorporate in its management the use of
infrastructure and technological tools that contribute to maximize its efficiency, quality
and continuity of service.
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In this sense, one of the available resource is the Operational Control Center (OCC),
which allows to operate and monitor remotely with an integral vision - all its infrastruc-
tures, controlling the operational processes in real time, especially those related to the
management of the water cycle, which are (Fig. 4):

• Production: The process that eliminates the haze and dirt from the rawwater collected,
making it fit for human consumption.

• Transport: Water is transported from the production plants to ponds.
• Distribution and Supply: From ponds, adequate pressure and continuous supply for
human consumption are guaranteed.

• Sewage Collection: The collection is initiated through the public sewer system, which
consists of residential connections and drain lines that flow into the collectors, which
are installed deeper in the ground. The waste is collected and discharged into the large
diameter collectors; leading their waters to the treatment wastewater plants.

• Depuration: Treatment of collected wastewater is cleaned before being return to the
environment, to avoid damaging the flora and fauna.

Fig. 4. Operational processes the company in study

This OCC is designed for continuous operation, 365 days a year, allowing the super-
vision, operation and management of the different remote controlled facilities of the
company in study, together with the integration in real time of the information from
all operational areas, centralizing and coordinating the decision making process. The
facilities are located in different districts of Santiago de Chile and have different degrees
of automation.

The perception is that all the facilities have to be highly automated to increase
efficiency and adapt to climate change. This analysis does not consider other factors
such as the cost of investment and operation. Therefore, it is necessary to find the right
balance between the different factors that determine the level of automation needed. This
type of situation is adequately addressed by multi-criteria methods such as AHP.

The study involves the development of an AHP model, which is applied indepen-
dently in each facility. This paper shows the application in one of them, although the
model is replicable in all the others. In the same way, this model is applicable to other
companies that need to automate their processes.
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This section develops the proposedmethodology, startingwith the current assessment
of the degree of automation (Phase 1) where, at this stage, a team of experts evaluates
each of the technological components of the facilities, using a scoring method.

As an example the evaluation of the data capture components (RTU’s/PLC’s) is
presented. Let cj = j-th component of the facility Pressure Regulatory Station (EERR).

The data capture rating for component 1 is obtained according to the following
formula:

Ratingc1 = NData capture c1
∑14

j=1 NData capture cj
(1)

Where, N refers to the data capture system technology cluster score for the com-
ponent. In addition, in general we can find the rating considering for each component
as:

Rating = Nij
∑5

i=1
∑14

j=1 Nij
(2)

Then, the weighted score of all component is estimated by multiplying this score by
the relative weighting that in this case have the same weighting.

Score = Rating × Weighting Attributes (3)

Score = Nij × WAij
∑5

i=1
∑14

j=1 Nij × ∑5
i=1

∑14
j=1 WAij

(4)

The result of the current degree of automation for Pressure Regulator Stations
(EERR) is shown in Table 2.

Table 2. Current automation degree.

Facility Components
technological

Current
evaluation (%)

Relative
weight (%)

Weight (%) Current
automation
degree

Pressure
regulator
stations

Instrumentation 100% 20% 72% Media

RTU’s/PLC’s
(Data captures)

100% 20%

Plant operator Not applied

Electric boards 100% 20%

Communication
system

10% 20%

SCADA (Data
control)

50% 20%

Phase 2 of the proposed methodology is dedicated to determining the significant
criteria for identifying the appropriate degree of automation for each facility.
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4.1 Criteria

The agreed criteria to achieve the objective are: 1) Tariff Model: Capital required financ-
ing infrastructure growth to adapt to climate change and respond to situations as cuts
because of murky water. 2) Resilience: The Company’s ability to resist, absorb, adapt
and recover from environment disturbances, facing a variable and changing climate.
3) Infrastructure Maintenance: Refer to the costs for keeping infrastructure under the
right conditions to adapt to climate change ensuring service continuity. 4) Regulation:
Refers to establish adequate and sufficient policies and procedures to ensure that an
enterprise complies with the integral quality of water service. 5) Hydraulic Efficiency:
Ensure efficient hydraulic service, with the highest quality standards in terms of adequate
and monitored infrastructure, with the less possible loss to adapt to the water crisis. 6)
Energy Efficiency: Practice that aims to optimize the relationship between the amounts
of energy consumed and the final products and services obtained, allowing to reduce the
emission of greenhouse gases (GHGs), which contributes directly to mitigate climate
change.

4.2 Hierarchy Model Structuring

The objective is to represent the problem situation through a hierarchy model to deter-
mine the level of automatism best suited in terms of criteria, and to be assessed by a group
of experts. A two-level hierarchy is modeled including decision factors contributing the
objective achievement. These factors are based on the comparative evaluation between
the different degrees of automation and identify the best way to operate the facilities and
ensure continuity of service. Figure 5 shows the hierarchy.

Fig. 5. Hierarchy model for Automation degree of installation Pressure Regulatory Stations
(EERR).
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Where: a) Level 0 is the main objective: To select the desired automation level that
best suits the requirements of the operational facilities, in this case, for the EERR. b)
Level 1 indicates the components that help determine the automation degree to ensure
continuity, quantity and quality of service. c) Level 2: Includes all existing automation
levels in remote controlled facility operation.

5 Results

Using the AHP methodology [13, 14] and processing data through Expert ChoiceTM

(EC) software [15], a relative order was acquired. Priority results showed that resilience
is a determining factor in deciding the facility level of automation. Figure 6 depicts the
factors relative priority.

Energy Efficiency 7.6%

Hydraulic Efficiency 
14.3% 

Regulation 15.2%

Tariff Model 17.2%

Maintenance
Infraestructure 19.5%

Resilience 26.2%

0 0.1 0.2 0.3

Fig. 6. Relative priority criteria.

This result is consistent with the organization’s concern with adapting to climate
change by ensuring continuity of drinking water service in a timely manner and thus
avoiding affecting customers, loss of reputation and impact on the city. These results
are consistent with the policy of generating a plan to renew and extend remote control
in production facilities, remote meter reading for large consumers and green areas, and
an update of the Operational Control Centre (OCC), which is responsible for adver-
tising management of the entire water cycle. The first column of Table 3 shows the
overall results of the technology for the four degrees of automation, where the advanced
automation degree is recommended with 32.4%.

Based on the results, it should be noted that the relevance assigned to operational
resilience would depend on the country and/or region in which it is assessed, according
to the availability of water and future projections on its impact, due to the change
in customers. This value could be used by DMs to prioritize investment projects and
justify increased automation by ensuring the continuity of productive operations without
affecting the quality of service. Today’s investments in automation are generally highly
complexity, and the industry has historically called for constructions built in operation
without concern about the automation degree [20].

The AHP allows to perform sensitivity analysis, letting to identify possible changes
from the ordering processes, modifying the criteria importance. The relevance of the
analysis lies in the medium presented over time by the sanitary industry. Figure 6 shows
that the degree of automation “Low” (the orange line) has a higher priority referring to
Infrastructure Maintenance. As “Medium” (grey line) referring to Regulation, “High”
(yellow line) related to the Tariff Model, and finally, the “Advanced” (blue line) for
Resilience, Hydraulic Efficiency, Energy and a high trend to Regulation. If the expert
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Table 3. Process and criteria relative importance.

Local Priotization

Criteria / 
Automation degree

Criteria
Global

Low Media High Advanced

Resilience 0.262 0.055 0.233 0.255 0,457
Infrastructure Maintenance 0.195 0.595 0.212 0.135 0,058
Tariff Model 0.172 0.066 0.104 0.512 0,318
Regulation 0.152 0.171 0.328 0.224 0,277
Hydraulics Efficiency 0.143 0.078 0.141 0.304 0,477
Energy Efficiency 0.076 0.077 0.231 0.325 0,367

Importance Degree of global automation 0.185 0.208 0.283 0.324

group changes its assessment for the criteria indicated, the degree of automation, changes
depending on the resulting relative weight from those criteria, considering the above
analysis. The model results show alignment with current sanitary industry policies, such
as quality of service, excellence and efficiency in water resource management (Fig. 7).
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Fig. 7. Sensitivity analysis for factor “performance”

In the sameway, the model was applied to the rest of the facilities. The Table 4 shows
the results obtained:

Table 4. GAP proposed situation versus current situation case study.

# Facilities Current
Situation

Proposed
Situation Action Plan

1 Pressure Regulatory Stations (EERR) ADVANCED ADVANCED No Investment Required
2 Drinking Water Lift Plants (PEAP) MEDIUM ADVANCED High Investment Required
3 Wastewater Lift Plants (PEAS) MEDIUM HIGH Investment Required
4 Packaged Pumping Plants (PBP) MEDIUM HIGH Investment Required
5 I/O Control Valves Ponds (VES) MEDIUM HIGH Investment Required
6 Chlorine Dosing Systems (SDC) MEDIUM HIGH Investment Required
7 Fluorine Dosing Systems (SDF) MEDIUM HIGH Investment Required

8
Arsenic and Nitrate Treatment Plants 
(PTAN) HIGH HIGH No Investment Required
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It is observed that in all cases, either the level of automation must be maintained, or
it must be increased with its respective investment.

6 Conclusions

This document proposed a methodology to help improve the service quality and for
adaptation to climate change, identifying priority facilities that need to reach a techno-
logical standard. Using an AHP decision model to help the selection process within the
existence of complex variables. Through a real case study on the prioritization of facility
resources, examining the current technical state of automation in a sanitary company in
Chile, the methodology provided recommendations to DMs.

It helps to obtain a detailed understanding of each of the priority requirements, to
recognize the status and to identify the infrastructure to be improved.

The results of this study can serve as a guide for industrial process operation com-
panies that need to raise their technology level to assess which tasks can be automated
and adapted to climate change. The study gives a reference of the criteria that can be
considered to define a standard in the sanitary industry in terms of the required degree of
automation. It seeks to ensure responsible and sustainablemanagement, guarantee a con-
tinuous service, with high standards of security, quality and reliability, have timely and
quality information, minimize technological and operational vulnerabilities, facilitate
DM, minimize risks and operating costs, and thus have a greater adaptation to climate
change.

The results were presented to the senior management of the company, who found
the solution to be appropriate.

As future research, it is proposed to build a new multi-criteria model that allows the
temporary prioritization of the different projects considering the availability of resources
to make the investments.

Acknowledgment. Special thanks from the authors toDepartment ofResearch andTechnological
Development (DICYT Projects N° 061817OH & 061817QL) and the Department of Industrial
Engineering of the University of Santiago of Chile for the support to pursue the study.
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1 Introduction

Nowadays, it is well known that scientific journals are one of the most relevant sources
of knowledge and its constitutes a good channel of communication to expose the out-
comes of research, scientific projects and other business initiatives. In addition, the sci-
entific journals reach the visibility of the authors and their organizations. Consequently,
scientific journals are a priority object of study in bibliometric research [1].

In this way, in research whose object of study is the scientific journals, three dif-
ferent approaches can be identified: (i) Bibliometric performance analysis of author-
ship and production [2–4], (ii) Bibliometric thematic analysis [5, 6] and (iii) Research
methodology studies [7], mainly.

Given the growing interest for the analysis of scientific journals, a complete biblio-
metric analysis based on performance indicators, and thematic analysis of the IJCCC
have been carried out from 2015 to 2019. To do that, the main indicators related to
bibliometric performance and its relationship are presented using SciMAT.

In this respect, this manuscript is structured as follow: Sect. 2 introduces the method-
ology employed in the analysis. In Sect. 3, the dataset is described. In Sect. 4 and 5, the
main results and conclusions of the analysis developed are presented.

2 Methodology

The science mapping is one of the most accepted techniques to understand how docu-
ments, specialties, disciplines and fields are related to one another. Such methods are
increasingly valued as a tool for measuring scientific quality, productivity, evolution and
uncover the hidden key elements in different research fields [8–11].

Although there are various software tools for analyzing science mapping [12–14],
SciMAT was used in the present study. Therefore, the methodology used here identifies
three phases of analysis in this field of research within a specified period:

Detection of Research Themes. For the periods analyzed, the research themes are
defined by applying a clustering algorithm [15] over a normalized co-words network
[10]. The similarity between the themes is assessed using the equivalence index [16].

Visualizing Research Themes and the Thematic Network. The research themesdetected
are determined based on their centrality and density rank values using two specific tools:
the strategic diagram and thematic network [16, 17]. Centrality measures the degree
of interaction of a network with other networks, and Density measures the internal
strength of the network. By considering both types of measures, a field of research can
be visualized as a set of themes and plotted on a two-dimensional strategic diagram
(Fig. 1(a)). Therefore, four research themes can be classified [7]:

• Motor themes (Quadrant 1 (Q1) – upper-right quadrant): The themes located in this
quadrant are relevant for developing and structuring the journals, specialties, disci-
plines and research fields. These themes are known as the motor themes of the field,
given that they present strong centrality and high density.
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• Highly developed and isolated themes (Quadrant 2 (Q2) – upper-left quadrant): These
themes are strongly related, highly specialized, and peripheral, but these do not have
the appropriate background or importance for the field.

• Emerging or declining themes (Quadrant 3 (Q3) – lower-left quadrant): These themes
has a low density and centrality and these are relatively weak and. These themes
mainly represent either emerging or disappearing themes.

• Basic and transversal themes (Quadrant 4 (Q4) – lower-right quadrant): These themes
are not well developed but these are relevant for the field of research. This quadrant
contains transverse and general basic themes.

Performance Analysis. The relative contribution of research themes and thematic areas
to the entire field of research is measured quantitatively and qualitatively. It is used to
establish the most productive and relevant areas within the field. In this case, the biblio-
metric indicators used are published documents, number of citations, average citation and
h-index. In this way, the theme’s performance was computed taking into consideration
the documents linked with it and its h-index.

Fig. 1. (a) Strategic diagram. (b) Thematic network

3 Dataset

Taking into account the above, the performance and sciencemapping analysis are carried
out using the documents published by International Journal of Computers Communica-
tions & Control (IJCCC) from 2015 to 2019. The documents and their citations included
in this analysis have been collected in January 6th, 2020.

The documents were retrieved from Web of Science Core Collection –the most
important bibliographic database– using the following advance query: IS = (“1841–
9836”) Refined by: PUBLICATION YEARS:(2015 OR 2016 OR 2017 OR 2018 OR
2019). It is also important to highlight that the documents retrieved were compared with
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the publications hosted in the IJCCC website to guarantee that these are consistent in
both sources.

This process retrieved a total of 314 publications from 2015 to 2019 (Fig. 2).
According to methodology used for this research, the raw data was downloaded
as plain text and entered into SciMAT to build the knowledge base for the
performance and science mapping analysis. In addition, a de-duplicating process
was also applied to improve data quality by grouping those meanings and con-
cepts that represent the same notion (e.g., “ARTIFICIAL-INTELLIGENCE” “AI-
ARTIFICIAL-INTELLIGENCE” and “ARTIFICIAL-INTELLIGENCE-(AI)” were
merged as “ARTIFICIAL-INTELLIGENCE”) and some meaningless keywords in this
context, such as stop-words or words with a very broad and general meaning were
removed (e.g. “SOFTWARE”, “SYSTEMS” or “ALGORITHM”).

Fig. 2. Distribution of document retrieved by years

4 Conceptual Analysis

Following the methodology described above, the Fig. 3 and Table 1 provide an overview
of the science mapping, its performance and the relations between main themes in the
IJCCC from 2015 to 2019. In addition, it is important to recall that the volume of the
spheres is proportional to the number of published documents associated with each
research themes and its citations are included in brackets.

According to the strategic diagram, during this period the research pivoted on
seventeen themes: NEURAL-NETWORKS, WIRELESS-NETWORKS, WIRELESS-
SENSOR-NETWORK, MEMBRANE-COMPUTING, MULTI-CRITERIA-
DECISION-MAKING, FUZZY-LOGIC-APPROACH, SIMILARITY-MEASURES,
MACHINE-LEARNING, CRITERIA-DECISION-MAKING, FUZZY-CONTROL,
EVIDENTIAL-REASONING, PATTERN-RECOGNITION, MULTI-OBJECTIVE-
OPTIMIZATION, COLLABORATIVE-FILTERING and INTERNET-OF-THINGS.

The performance measures of the main themes presented in Fig. 3 shows the num-
ber of documents, citations, average citations and h-index per theme. In this way,
the most productive themes (more than 30 documents) are included in the Basic and
transversal themes (NEURAL-NETWORKS (36) and WIRELESS-NETWORKS (35))
and Highly developed and isolated themes (WIRELESS-SENSOR-NETWORK (34)
andMEMBRANE-COMPUTING (33)). Nevertheless, themost cited themes (more than
150 cites) are included in theMotor themes (MULTI-CRITERIA-DECISION-MAKING
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Fig. 3. Strategic diagram of the themes in the whole period (2015–2019)

(599), EVIDENTIAL-REASONING (456) and SIMILARITY-MEASURES (344)) and
Basic and transversal themes (FUZZY-LOGIC-APPROACH (262)). In both cases, the
themes are not the same, which means that we have two references: most productive and
most cited themes.

On the other hand, the thematic networks of each theme is shown in Fig. 4.

Table 1. Performance of the themes in the whole period (2015–2019)

Theme Documents Citations Average h-index

EVIDENTIAL-REASONING 16 456 28.50 10

MULTI-CRITERIA-DECISION-MAKING 29 599 20.66 12

MACHINE-LEARNING 22 112 5.09 5

SIMILARITY-MEASURES 23 344 14.96 7

WIRELESS-SENSOR-NETWORK 34 31 0.91 3

NEURAL-NETWORKS 36 92 2.56 6

MEMBRANE-COMPUTING 33 122 3.70 6

WIRELESS-NETWORKS 35 58 1.66 4

CRITERIA-DECISION-MAKING 21 41 1.95 4

FUZZY-LOGIC-APPROACH 24 262 10.92 6

FUZZY-CONTROL 17 44 2.59 4

PATTERN-RECOGNITION 14 45 3.21 3

MULTI-OBJECTIVE-OPTIMIZATION 10 24 2.40 3

COLLABORATIVE-FILTERING 8 36 4.50 4

INTERNET-OF-THINGS 8 13 1.62 2
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Fig. 4. Thematic network.

In terms of productivity, the most productive theme of the IJCCC is
NEURAL-NETWORKS (Fig. 4(f)), which is related mainly with DEEP-LEARNING,
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COMPUTATIONAL-INTELLIGENCE, ARTIFICIAL-INTELLIGENCE, MODEL-
PREDICTIVE-CONTROLandSENTIMENT-ANALYSIS. Taking into account that this
theme is allocated in the Quadrant 4, its role is transversal for the rest of themes.

The theme WIRELESS-NETWORKS (Fig. 4(h)) is the second ranked in terms
of productivity and the eight in citations achieved. It is mainly related to themes
such as SWARM-INTELLIGENCE, NETWORKED-CONTROL-SYSTEMS, ANT-
COLONY-OPTIMIZATION and STOCHASTIC-SYSTEMS. This theme presents the
same role that NEURAL-NETWORKS.

In a similar case, WIRELESS-SENSOR-NETWORK and MEMBRANE-
COMPUTING are allocated in the Quadrant 2, where their role are highly developed
themes.

The theme WIRELESS-SENSOR-NETWORK (Fig. 4(e)) is mainly related to
themes such as DELAY-TOLERANT-NETWORKS, ROUTING-PROTOCOLS and
ROUTING-ALGORITHM and the theme MEMBRANE-COMPUTING (Fig. 4(g)).
is mainly linked to TISSUE-AND-NEURAL-P-SYSTEMS, PARTICLE-SWARM-
OPTIMIZATION, GENETIC-ALGORITHM,
DIFFERENTIAL-EVOLUTION-ALGORITHM and MEMBRANE-SYSTEMS.

Finally, according to the results obtained and taking into account the main research
themes related to the most cited themes, it could be possible to state that the publications
and research themes covered by the International Journal of Computers Communications
& Control (IJCCC) are robust, linked and synergies between them.

5 Conclusions

This research presents the first performance and science analysis of the International
Journal of Computers Communications & Control from 2015 to 2019 using SciMAT.

This analysis covers 314 documents published by IJCCC and hosted in the Web of
Science Core Collection. These documents are a significant share of the computer-based
control and communications, computational intelligence methods and soft computing,
and advanced decision support systems fields.

In view of the results, two main research themes groups were identi-
fied. The first group is the most productive themes (NEURAL-NETWORKS,
WIRELESS-NETWORKS, WIRELESS-SENSOR-NETWORK and MEMBRANE-
COMPUTING) covered in the last five years and the second one is the most cited
themes (MULTI-CRITERIA-DECISION-MAKING, EVIDENTIAL-REASONING,
SIMILARITY-MEASURES and FUZZY-LOGIC-APPROACH).

Finally, as future works, a yearly analysis could be carried out taking into account
a wider time span and enriching the analysis with the main authors, organizations,
countries, among others. Furthermore, it will allows identify the evolution of the themes
and its position in the quadrants.

Acknowledgements. The authors want to thank the support of FEDER funds (TIN2016-75850-
R), Consejo Nacional de Ciencia y Tecnología (CONACYT) and Dirección General de Relacones
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Abstract. In this paper a method for optimal location of multi-hubs in a com-
plex network with a large number of nodes is presented. The method is applied
to the design of a logistics network composed of many tailings dams and min-
eral processing plants and combines two data mining techniques, K-Medoids and
k-Means, with the multi-criteria decision making model PROMETHEE for the
prioritization of nodes to be included into the clusters, based on certain technical
and economic decision variables (such as the content of recoverable metals and
the costs of transportation). The proposed method contributes to solve a large
scale mathematical problem difficult to handle due to the number of variables and
criteria. A case study for the recovery of abandoned deposits of mining waste is
presented. The case study demonstrates the feasibility and usefulness of the pro-
posed solution and lays the groundwork for further research and other applications
of machine learning techniques for big data in support of sustainable production
and a circular economy.

Keywords: Data mining · Multi-criteria analysis · Circular economy

1 Introduction

On a global scale, the demand for products from the copper mining industry increases, so
it does the production of this metal for use in a variety of industries such as electronics,
renewable energies, and automotive, among others. The metallic minerals are exploited
and processed in a concentration plant according to a recovery rate, but an amount near
95% of the input is waste material discarded during the process because it does not have
an economic value for the company [1], such waste is called the tailing and is far the
greatest waste produced by any mining process. Tailings dams are deposits structured
in a safe way to contain the tailings coming from a plant of humid concentration by a
flotation process. Tailings dams are the best known mitigation measure in relation to
the environmental impact of the fine solids of the mining industry, as it protects the
health and safety of people near to the tailings dams, as well as the environment, by
rigorously confining materials to isolate them and thus protecting the rational use of
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water and soil. However, the chemical and structural conditions of tailings dams vary
over time leading to the need of public policies to ensure environmental conditions,
provide technical assistance to companies, exert controls, guides and training, as well as
to establish periodic audit programs for closure plans [2]. Research on tailings dams does
not only addresses environmental issues in terms of visual impact, structural stability,
radiation emission, air and soil pollution, or ground and surface water pollution, but
also aims to the economic aspects of tailings reuse, recycling and reprocessing [3, 4], as
addressed in this work.

This paper is ordered with focus in a conference [5]. Section 2 shows the literature
review; Sect. 3 presents the problem statement, Sect. 4 presents method and tools; Sect. 5
presents a case study and results.We conclude and summarize the opportunities for future
works in Sect. 6.

2 Literature Review

Improving logistics management in the mining industry is one of the cost reduction
factors. Mining companies can gain competitive advantages in their sector by improving
their logistics management using new generation tools for resource management and
cost reduction [4].

Data mining allows the analysis of large amount of data with the integration of
techniques from various fields of knowledge that include artificial intelligence, statis-
tics, machine learning, pattern recognition and database systems [6, 7]. The creation
of new algorithms to solve NP-hard problems from study to determine the appropriate
combinations of local search and the exact methods have been discussed extensively
in the literature [8]. In this article, three influential algorithms are ordered for solving
the optimization problem of tailing dams [9]: a) The preference ranking organization
method for multiple criteria decision making PROMETHEE (Preference Ranking Orga-
nizationMethod for Enrichment Evaluation). PROMETHEE, this method is one of most
popular approaches for solving a multicriteria problem by considering simultaneously
extended criteria and outranking relations [10]; b) the K-medoid algorithm clustering
has an important quality, requires only once the distance between each pair of points.
After performing several simulations with artificial data, the result of K-medoid cluster-
ing has better performance than k-means clustering and requires less calculation time
[11]; and, c) the filtering algorithm is a more efficient version of the k-means algorithm.
The combination of algorithm is easy to apply, and it only needs one decision tree for
implementation, just the sequence order. The improvement of performance is obtained
because the data does not change during the calculation and thus it is not necessary to
reorder the data or perform recalculations [12].

3 Problem Statement

In this paper, we create a sequence algorithm based on data mining and multi-criteria
methods for optimizing logistics in the recovery of abandoned tailings dams; that is,
tailings dams with not known owner or with no closure resolution. Given a set of tailing
dams at several locations, with different characteristics in terms of usable metals for
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reprocessing (for instance, copper, zinc, vanadium, barium, lead), the problem is to find
an optimal location of hubs for concentrating transport infrastructure from the clusters
of tailings dams to the processing plants. This optimization problem is complex and
hard to solve because corresponds to a multi-hub location problem where the number
of nodes is large [13], for instance in the case study presented there are 101 tailings
dams. This calls for non-traditional optimization techniques such as machine learning
methods. The purpose is to provide decisions tools in support of an initiative [14] of the
government, launched in 2018, which seeks to attract investors in new mining projects
who must carry out measures to reduce the negative impacts of abandoned tailing dams
[15], either by reusing deposits or improving conditions as trade off mechanisms for
expansion licensing.

4 Methods and Tools

In this article, we combine three algorithms for solving the hierarchical optimization
problem of the tailing dams: a) the classic preference ranking organization method for
multiple criteria decision making PROMETHEE™ [6]; b) the algorithm for K-medoids
clustering; and, c) the filtering algorithm of k-means clustering algorithm.

4.1 Hubs Location Algorithm

Figure 1 shows schematically the algorithm in its three phases: Phase1, ranking algorithm
(PROMETHEE) that makes the ranking of tailings according to given criteria (e.g.
volume of metal); Phase 2, clustering algorithm (K-Medoids) to perform the tailings
grouping; Phase 3, clustering algorithm (k-means) to establish the location according to
the distance to the processing plant.

Fig. 1. Design for hub location optimization.

Phase 1, Ranking Algorithm
For the hierarchical ordering of the n tailings initially considered, a multi-criteria pri-
oritization model is implemented, specifically PROMETHEE™. This method has been
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chosen because the preference functions can be directly programmed without human
interaction in the pairwise comparisons as it may occur with other possible methods.
This classic method can be found in detail in [8]. The ranking of tailings will be included
weighting factor wi for de distances in the Phase 2 of the algorithm to determine the
optimal clustering.

Phase 2, Clustering Algorithm (K-Medoids)
After the prioritization, the clustering algorithm will allow the n tailings to be divided
into k groups; to that end, the K-Medoids algorithm will group the points of an X matrix
of observations, centered on the observation with greatest proximity to the theoretical
center. This is becauseK-Medoids seeks to partition the observations.Next, the algorithm
is described along with its cost function [15]. The cost function is defined by Eq. (1).

Min f =
I∑

i=1

J∑

j=1

d
(
xi,j, pi,j

)
(1)

The cost function (2) seeks to minimize the Haversine’s distance from each
observation x to the medoids.
Step 1: The k clusters are initialized, corresponding to the selection of k random
observations.
Step 2: The Haversine’s distance from each observation to the potential k medoids is
measured by d

(
xi,j, pi,j

)
. Then, the observations that minimize the cost function are

assigned to pi as defined by (3). Symbol r is the radius of the Earth. The distance is
weighted according to the factor w−1

i given by the algorithm of Phase 1.

d
(
xi,j, pi,j

) = 2rsin−1

(√

sin2
(
xi − pi

2

)
+ cos(xi)cos(pi)sin2

(
xj − pj

2

))
w−1
i (2)

pi = {
xi,j : d(

xi,j, pi,j
) ≤ d

(
xi,j, pi+1,j+1

)∀ i = 1, . . . , I; j = 1, . . . , J
}

(3)

Step 3: The verification of observation closest to the medoid and change the current
selection of medoids.
Step 4: If the cost function decreases with respect to the previous selection, iterate from
step 2, otherwise the algorithm ends.

Phase 3, Hub Location Algorithm (k-Means)
Once the K-medoids clustering algorithm has been implemented, it is essential to estab-
lish a transfer point in each cluster for centralizing a route to the reprocessing plants.
For this, the k-means algorithm is implemented. This is fundamental due to the bias
generated by centralizing with respect to an artificial location in the previous step, in
addition to giving greater weight to the segmentation variables than to their geographical
location.

The k-means algorithm is a generalization of the k-medoids algorithm and will allow
the establishment of ci centroids for each k cluster already obtained in the previous phase.
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The cost function is shown in Eq. (4).

Min g =
I∑

i=1

J∑

j=1

∥∥xi,j − pi,j
∥∥2 (4)

Step 1: The ci centroids, corresponding to the selection of k random observations, are
initialized.
Step 2: The existing error with respect to the mean for each observation towards the ci
centroids is determined. The observations in each cluster are then indexed according to
the criteria set out in (5).

ci,t+1 =
{
xi,j : ∥∥xi,j − pi,j

∥∥2 ≤ ∥∥xi,j − pi+1,j+1
∥∥2 ∀ i = 1, . . . , I; j = 1, . . . , J

}
(5)

Step 3: The ci,t centroids are determined by averaging the cluster observations, according
to expression (6).

ci,t+1 = 1

Si

J∑

j=1

xj (6)

Step 4: If the cost function decreases with respect to the previous selection, can be
iterated from step 2, otherwise the algorithm ends.

Once the iterations for the k-means algorithm are finished, the centroids are obtained
for each group found with K-Medoids.

5 Case Study

Basedon thegeneric hub location algorithmdescribed above,wepresent nowacase study
to optimize transportation costs for reprocessing ore in tailings dams of the Coquimbo
region in northern Chile. The country is the largest producer of copper worldwide, in
terms market share and production volume with 5.6 millions of metric tons [16].

5.1 Case Settings

The case study was developed by an iterative process of data collection during 2018
from the National Geology and Mining Service (SERNAGEOMIN by its acronym in
Spanish). The research focused on the data analysis of the geographical location of tail-
ings dams, their current volume, their authorized volume, and the characterization and
current chemical composition of each of such dams. The case was developed with 103
tailings dams considered as critical according to the public policy criteria, which will be
the base for the execution of the optimization algorithm. To simplify the optimization
model of transport costs, Haversine’s distances were used between each point of the
tailings network, as given by Eq. (2). Table 1 shows the design structure for the opti-
mization algorithm implemented with RStudio. Table 2 shows the selected parameters.
The databases used in the case study correspond to the data obtained from strategic tech-
nological programs managed by the Chilean government for the recovery of elements of
value in tailings deposits. The data files are as follows: “CDR_CHILE_23_04_2019.xlxs
and 24-01-2019 Characterization-Geochemistry-of-relaves-Chile.xlxs”. Table 1 shows
the design structure for the optimization algorithm implemented with RStudio.
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Table 1. Design of optimization algorithm.

Input data type Algorithm instance Output data

Minerals concentration
(percentage)
Current volume (number)

Phase 1. Prioritization
algorithm (PROMETHEE)

Ranking (number n)

Ranking (number n)
Longitude (datum)
Latitude (datum)

Phase 2. Clustering algorithm
(K-Medoids)

Cluster group (number)

Cluster group (number)
Longitude (datum)
Latitude (datum)

Phase 3. Hub location
algorithm (k-means)

Hubs location (number;
datum)

5.2 Solution Implementation

To run the algorithms, a personal computer with a Windows 10 Pro operating system,
4.6 GHz 64-bit i7 processor with 12 Gb RAM was used. The initial data were tabulated
in MS-Excel and, by a query, entered into the RStudio open-source application (version
1.2.1335 2009–2019) for the execution of the sequence of algorithms of choice and
segmentation.

The parameter settings used for each of the three phases of the model that optimizes
the location of the tailings hub are as follows: in Phase 1, the criteria of current volume
of tailings deposited in the dam included the concentration of: copper (Cu), zinc (Zn),
barium (Ba), vanadium (V), and lead (Pb) in the dam´s tank. The weights assigned to the
decision criteria were 1/6 for each one; in this case all weights are equal, but this may
vary according to the objectives of study. The preference function used in PROMETHEE
is the step function.

In Phase 2 (K-Medoid), in order to segment with this method, the output ranking of
Phase 1 is used together with the data of lengths and latitudes of each of the 103 tailings
dam. In addition, it is specified in the model parameters that three (k = 3) clusters groups
for the geographic location of tailings dams are calculated. In Phase 3 (k-Means), for
each of the clusters obtained in Phase 2 with the K-medoid, the k-Means algorithm is
executed. Parameters are specified for each cluster, because the method only seeks to

Table 2. Selected parameters.

Parameters Value

Number of tailing dams 103

Number of criteria 6

Decision variables (criteria) Cu; Zn; Ba; Pb;V; Volume

Weight of criteria 1/6

Quantity clusters 3
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find the centroid for each of the clusters obtained in Phase 2. Finally, each tailing of each
cluster and each centroid is plotted to define the hubs. Table 2 shows a summary of the
parameters and categories entered into the algorithm.

5.3 Results

Figure 2 shows the sequence of results of each phase. The third image to the right shows
the final hub’s location in cyan circles. The distances from each of the points to each hub
were determined with expression (2) where the positions (xi,j; pi,j) and the radius (r) of
the Earth are entered. The radius is relative to latitude since Earth is not perfectly round.
For this stage of the algorithm, the value of the equivolume radius 6371 (km) was used
[17].

Fig. 2. The solutions obtained by optimization algorithm.

To summarize, the average distance of the final hubs to all its corresponding points
are shown in Table 3. The proposed methodology of combined algorithms to optimize
the transport, they present the best behavior with three hubs for minerals transfer.

Table 3. The average distances (Km) solutions obtained by the optimization algorithm.

HUBS Location (datum) Cluster 1 Cluster 2 Cluster 3

Hub 1 Longitude; Latitude
−70.943; −29.937

36.9 ---- ----

Hub 2 Longitude; Latitude
−71.1029; −30.259

---- 12.6 ----

Hub 3 Longitude; Latitude
−70.943; −29.937

---- ---- 16.4

Table 4 shows the top distances from the tailing dams to the locations of the hubs.
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Table 4. Solutions obtained: the hubs vs top tailing dams distances (Km).

HUBS Top tailing dams (distance Km)

1-Dam025 2-Dam002 3-Dam003 4-Dam052 10-Dam082

Hub 1 61.9 ---- ---- 28.6 ----

Hub 2 ---- 10.7 19.9 ---- ----

Hub 3 ---- ---- ---- ---- 16.9

6 Conclusions and Further Research

The model presented in this paper provides a decision making tool for guiding policy
makers concerning the protection of the environment and the development of the mining
industry. As new mining projects arise, it is advisable to promote compensatory actions
as a trade-off mechanism in the process of environmental impacts assessment. Inter-
vention of abandoned tailings dams is one type of those types of mechanisms, but in
order to provide reliable information to the investors of the mining sector, the authority
must provide information regarding site locations and chemical compositions to eval-
uate the private projects. Since hubs location involve the analysis of a large amount of
data and decision variables and because of the multiple interrelationships between the
variables and the planning criteria [18], suitable tools as the model developed in this
work, must be developed to manage operations. Although, the model was developed for
a pre-established configuration of the case study, the decision criteria and parameters
considered may be adapted to any case where a mining company wants to achieve an
efficient interaction of the transport of tailings with the location of a reprocessing plant.
The case study demonstrates the feasibility of combining multicriteria analysis with data
mining techniques for the progressive analysis of the impact of tailings deposits. As the
country has the goal of exporting eight million tons of copper and other minerals by
2035, tailings will remain as an environmental issue concerning sustainability.

Regarding future research, the initial ranking obtained from the first phase in the
PROMETHEEmethod may have a smoothing in terms of the hierarchy obtained; to that
end, it is necessary, however, to use other preference functions, such as: linear, ladder, or
Gaussian type, among others. Additional criteria related to sustainability issues may also
be included, such as, the impact on communities nearby, water resources, or wildlife.
In addition, the exploratory research shows an opportunity to extend the modeling to
other areas of the mining industry, such as the development of mining suppliers and their
integration into a circular economy model [19].
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