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Abstract The aim of this chapter is made to test the validity of purchasing power
parity (PPP) between the Slovak Republic vis-a-vis the member countries of
Visegrad Group using Augmented Dickey-Fuller (ADF) test for unit root and
various techniques inspecting the presence of cointegration (i.e. the Durbin-Watson,
the Engle-Granger and the Johansen procedures). Applying both the Engle-Granger
and the Johansen methods, we found evidence of PPP between the Slovak Republic
and Hungary and between the Slovak Republic and Poland, which is consistent with
the economic theory. The existence of the long-run relationship was confirmed by
the vector error correction model (VECM). However, we have not found any
cointegrating vector in the case of the Slovak Republic and the Czech Republic,
which rejects the existence of a persistent long-run equilibrium between exchange
rate, domestic prices (i.e. in the Slovak Republic) and foreign prices (i.e., in the
Czech Republic)

Keywords Purchasing Power Parity (PPP) - Exchange rate - Cointegration -
Visegrad Group

1 Introduction

The Slovak Republic accepted euro as a domestic currency on January 01, 2009, and
became a member country of Economic and Monetary Union (EMU). The process of
monetary integration was not easy and the country had to meet a number of
conditions for joining the union. The Slovak Republic joined the European Union
(EU) in May 2004 and has already become a member of the Exchange Rate
Mechanism II (ERM 1I) to prepare for the adoption of the euro. The main reason
for the Slovak Republic’s desire to join the monetary union was the creation of closer
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economic cooperation with the countries of the European Union. Such a close
relation meant new economic opportunities, in particular in international trade. For
a small open economy like the Slovak Republic, the open markets and reduction of
trade barriers are essential for sustainable economic growth. Other countries have
seen these benefits too and have also tried to join the EMU. These countries were
obliged to meet a set of constraints and convergence criteria in order to adopt
the euro. One of the key criteria was price stability measured by the rate of inflation.
The economic theory linking the relationship between the exchange rate and the
country’s price level is known as purchasing power parity (PPP) theory.

The concept of PPP was introduced by Cassel (1923), who formulated the
synthesis of earlier economists. Purchasing power parity has become a key concept
in the international economy. The theory is used as a long-term equilibrium condi-
tion for open macroeconomic regimes. PPP compares currencies of different coun-
tries through the “basket of goods” approach. According to this theory, the two
currencies are in the long-term equilibrium (or at par) when a basket of goods is
priced (based on the exchange rate) the same in both countries. PPP assumes that the
long-term exchange rate between the two currencies is equal to the ratio of their
relative price levels. The advent of a flexible exchange rate has made purchasing
power parity popular, which has motivated economists to test whether the concept
holds in reality. To achieve this, several testing procedures have been developed
consisting of different steps. The PPP analysis has become particularly interesting
for countries that intend to adopt the euro.

The Slovak Republic has successfully implemented a new currency and nowa-
days it is a stable member of the EMU. The country is fully integrated into the
European Economic Area (EEA).

Although the country is part of the EMU and most of its trading partners use the
same currency, the Slovak Republic also trades with countries that do not use the
euro as their domestic currency. Similarly, the European Union consists of countries
that are not part of the common monetary union and use their own domestic
currencies. For example, within the Visegrad Group (V4), the Slovak Republic is
a pioneer in using the euro. The V3 countries (i.e., the Czech Republic, Poland, and
Hungary) are key partners for the Slovak economy in terms of trade balance.
According to Trademap (2018), up to 25.4% of total exports in 2017 went to V3
countries and up to 29.1% of total imports from Slovakia were from V3 countries
(see Fig. 1). In particular, in recent years, doubts have been raised as to whether the
common European currency is sustainable. It is increasingly claimed that the newer
Member States, in particular, will sooner or later encounter the problem of keeping
the euro. Some economists and politicians argue that these countries will be forced to
return to their previous domestic currency. For instance, Stiglitz (2016) criticized the
euro as a common currency. Some official representatives of some EU Member
States (e.g., the Czech Republic and Hungary) also criticize the euro as a common
currency. The other countries do not criticize the common currency, but have
decided to keep their domestic currency (e.g., Sweden, Denmark, or the United
Kingdom). The main argument of all critics is that by adopting the euro, a country
will automatically renounce its monetary sovereignty and its ability to respond
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Fig.1 Trade of the Slovak Republic in 2017 (in thousands of Euro). Note: SK the Slovak Republic,
CZ the Czech Republic, HU Hungary, PL Poland. Source: Own prepared based on Trademap
(2018)

flexibly to economic shocks. Even the current geopolitical situation is not unambig-
uously in favor of the vision of a positive future for the euro. The decision of the
United Kingdom’s referendum to leave the European Union in July 2016 and the
growing pressure from US protectionism raise serious concerns about the existence
of the euro. Moreover, the increasing popularity of cryptocurrencies and blockchain
technologies raises doubts about standard cash currencies. In this respect, there
arises a valid question regarding the sustainability of the euro. In the event of a
euro collapse, all EMU countries would face the risk of transfer to national curren-
cies, and the analysis of PPPs would be an important issue for them.

The Slovak Republic is also a member of the Visegrad Group, within which it is
the only country using the euro. As other countries (the Czech Republic, Hungary,
and Poland) are important trading partners of the Slovak Republic, it is important to
analyze purchasing power parity. The main aim of this chapter is therefore to analyze
the validity of purchasing power parity in countries that are members of the Visegrad
Group. The chapter aims to verify the long-term relationship between the euro (as the
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domestic currency in the Slovak Republic) and the Czech Crown (CZK), Polski
Zloty (PLN), and the Hungarian Forint (HUF) using various cointegration tech-
niques (the Durbin-Watson approach, the Engle-Granger method, and the Johansen
procedure). The analysis is performed on monthly exchange rate and inflation data
for the period 2005-2018.

The remainder of the chapter is organized as follows. Data characteristics
supplemented by the formulation of the long-term PPP theory and methodological
issues of cointegration techniques are outlined in Sect. 2. In Sect. 3, empirical results
are presented, and Sect. 4 concludes.

2 Data and Methodology

The entire dataset consists of monthly CZK/EUR, HUF/EUR, and PLN/EUR
exchange rates retrieved from Eurostat (2018a), where EUR represents domestic
currency and the rest represents foreign currency. The rate of inflation is approxi-
mated by the harmonized index of consumer prices (HICP) for the Slovak Republic,
the Czech Republic, Hungary, and Poland retrieved from Eurostat (2018b). All data
are collected on monthly basis covering the period from January 2005 to April 2018,
resulting in 160 observations for each variable. The euro is used as the domestic
currency for the Slovak Republic and the inspection period takes into account the
period before the euro adoption. Although the Slovak Republic started to use the
euro since January 2009, the country was part of ERM II since May 2004 when it
became an EU member state. It is therefore more appropriate to include also this
period before the adoption of the euro. Time series for all variables were obtained
from Eurostat. The data included are shown in Fig. 2.

2.1 Definition of Purchasing Power Parity

Purchasing power parity states that prices of goods and services should equalize
between countries over time. This simplest definition can be formally written as
follows:

L}

where S, denotes the nominal exchange rate defined as the domestic price of the
foreign currency at time #; P, represents the price level in the domestic currency at
time ¢ and P; is the price level in the foreign currency at time ¢. According to the law
of one price, which is the core idea of PPP, the price level in all countries should be
the same when measured in the same currency. This can be easily expressed by a
simple mathematical modification of Eq. (1):
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Fig. 2 Specification of time series. Note: Lines in the charts of exchange rates are trend lines
showing the level of appreciation or depreciation against euro in the long-run. R? is a coefficient of
determination representing a goodness of trend lines. Source: Own prepared based on Eurostat
(2018a, b)

P, =S P (2)
If we denote the domestic value of the foreign price level as F,, then:
F, =S8 P 3)
PPP defined by Eq. (2) can be, after rearranging, written as follows:
F, =P, (4)
It is more convenient to express this simple theory in terms of the real exchange
rate G,. The theory of purchasing power parity suggests that the real exchange rate

should be equal to 1 when PPP holds:

P*
@:&ﬁ (5)
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The standard approach to the analysis of PPP assumes the logarithmic transfor-
mation (see Egs. 6, 7, and 8) of all variables in the above equations. The logarithmic
transformation is indicated by lowercase variables. More convenient forms of
Egs. (1, 4, and 5) are as follows:

St:ﬂo+ﬁl(Pt_p:)+Ct (6)
fi=@o+opte& (7)

and
8 = St +Pf — Dt (8)

where s, denotes the natural logarithm of the exchange rate S;; p, and p; represent the
natural logarithms of the price level in domestic country (P;) and in foreign country
(Py) respectively; f; denotes the natural logarithm of the foreign price level expressed
in domestic value and g, is the logarithmic transformation of the real exchange rate
G,. The coefficients fy, 1, o, and @, are estimated parameters from a particular
regression; {, and &, are error terms representing any short-run deviations from the
long-run equilibrium created by random shocks. A key assumption for the validity of
the PPP theory is that the variables in Egs. (6 and 7) are cointegrated (i.e., there is a
long-run equilibrium) and the estimated parameters f; and ¢; must be equal to 1.

The long-run equilibrium can be verified using cointegration methods. The test
for cointegration can be used as direct evidence of long-run relationship between two
variables—see Enders (2010) or Gujarati and Porter (2009). The long-run purchas-
ing power parity holds if the real exchange rate g; defined by Eq. (8) is stationary.
Standard method how to test stationarity is Augmented Dickey-Fuller (ADF) test for
unit root—see, e.g., Enders (2010), Patterson (2000), Dickey and Fuller (1981).
There are various tests for cointegration used for the PPP analysis—see, for instance,
Baillie and Bollerslev (1994) or Kouretas and Zarangas (1998) or Bohdalové and
Gregu$ (2014). The most common testing procedures for cointegration are the
Durbin-Watson approach, the Engle-Granger method, and the Johansen proce-
dure—see, e.g., Weliwita (1998), Lothian and Taylor (2000), Christev and
Noorbakhsh (2000), Rublikova (2003), Koukouritakis (2009), Chocholata (2007,
2009), Sideris (2005).

2.2 The Augmented Dickey-Fuller Test for Stationarity

The vast majority of economic data is nonstationary, which disqualifies the inter-
pretation of standard #-statistics when deciding on statistical significance. It is,
therefore, necessary to first test whether the examined variables are stationary and
to deal with this issue accordingly. The essence of the cointegration analysis is
therefore based on the analysis of whether the linear combination of nonstationary
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time series is stationary. A common method to test whether time series is stationary
is multivariate Augmented Dickey-Fuller (ADF) test for unit root. The procedure
consists of several steps testing for the unit root in a particular variable, taking into
account constant and trend, constant without trend, and no trend neither constant.
The null hypothesis that y = O (i.e., time series has a unit root and data are
nonstationary) is tested against the alternative that y < O (i.e., time series has no
unit root and data are stationary). The generally accepted method of tackling the
nonstationarity is data transformation in the first difference. Based on the ADF test, it
is possible to decide on the order of integration in the given time series. Identifying
the order of integration is an essential part of cointegration analysis, since only
variables integrated at the same order can be cointegrated. There can be distin-
guished three cases, which will either suggest stopping the cointegration testing
procedure or lead us to the next steps—see Enders (2010):

(a) Both variables are stationary (i.e., 1(0)), which means that standard regression
analysis can be used.

(b) Both variables are integrated of the same order (and nonstationary), which
indicates that cointegration analysis is necessary and we can proceed further
with cointegration analysis.

(c) Variables are integrated of a different order and we can conclude that variables
are not cointegrated.

After deciding that the examined variables (i.e., f; and p,) are integrated of the
same order, it is possible to proceed with one of the techniques for identifying
cointegration.

2.3 The Durbin-Watson Method

The simplest cointegration test is the use of Durbin-Watson (DW) statistics from the
regression defined by Eq. (7). The Durbin-Watson method tests whether the resid-
uals ¢, are generated by the unit root process. The hypothesis can be specified as
follows—see Enders (2010):

HO: ¢, ~ I(1) corresponding to p = 1 or DW = 0 (i.e., time series are not
cointegrated).
HI: & ~ I(0) corresponding to p < 1 or DW > 0 (i.e., time series are cointegrated).

The model has several drawbacks. First, it is necessary to determine the critical
values for deciding on the statistical significance of Durbin-Watson statistics,
because critical values are given by empirical distribution. Second, a more serious
drawback is that the model is valid only if the residuals ¢, are generated by the ARI
process. The AR1 process can be identified by analyzing the partial autocorrelation
of the residuals from the correlogram. If residues are generated by the AR1 process,
the conclusions on cointegration can be considered valid. Otherwise, the conclusions
are not valid and it is not possible to conclude whether the variables are cointegrated.



128 M. Pazicky
2.4 The Engle-Granger Method

An alternative test for cointegration is the Engle-Granger method, assuming that the
two time series (i.e., f; and p,) are integrated of the same order d. According to Engle
and Granger (1987), the long-run PPP defined by Eq. (7) can be estimated by the
standard regression method. If the variables are cointegrated, the residuals obtained
from this equation must be integrated into the order less than d. The residual
sequence from Eq. (7) can be denoted as &;. The ADF test can then be performed
taking into account that this residual sequence &, comes from a regression equation.
Intercept neither time trend does not need to be therefore included. The test for a unit
root in the estimated residuals using the standard Dickey-Fuller specification can be
defined as follows:

p—1
Aa = }/IEt—l + Zala—l + wy (9)

i=1

where y; and a; represent estimated parameters and @, is an error term in a given
specification.
The hypothesis can be specified as follows—see Enders (2010):

HO: y = 0 — residuals contain unit root (i.e., variables f; and p, are not cointegrated).
HI:y < 0 — residuals have no unit roots (i.e., variables f; and p, are cointegrated).

The drawback of the Engle-Granger method is that the standard critical values are
not adequate and appropriate critical values should be derived from MacKinnon
(1991) empirical distribution.

2.5 The Johansen Method

A more sophisticated method for testing cointegration has been proposed by
Johansen (1988) and Johansen and Juselius (1990). While the Engle-Granger
method is suitable for a bivariate system consisting of one cointegrating vector,
the Johansen method is adequate for more than two variables—see Asteriou and Hall
(2007). The Johansen method is based on maximum likelihood estimation, which
enables to capture the feedback effects between variables. The Johansen method
begins with the following vector autoregressive (VAR) specification of a vector of
N stationary variables:

X =[[X + [[X2+ .+ [[Xw+ oD +v (¢ =1.....T)  (10)
1 2 k
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where X, is a column of all endogenous variables; D, contains a set of conditioning
variables, ¢ is an estimated parameter; the stochastic terms vy,. . ., vy are drawn from
N-dimensional identically and independently normally distributed covariance
matrix. In our case the vector X, is a vector of dimension N = 2 because it consists
of two endogenous variables f; and p, specified by Eq. (7).

Since most economic time series are nonstationary, the VAR models defined by
Eqg. (10) are generally estimated in the form of their first differences. Equation (10)
can be rewritten in the form of the first differences as follows:

AX, =TAX, + 104X, o + ..+ Tk AX gt + 1IX -1 + dD; + v, (11)
where
Oi=-I1+IL1+I+... 4+ (i=12,....,k—1) (12)
and
nH=-(01-I,—-1I)—...—II) (13)

Equation (11) differs from a standard first difference specification of the VAR
model only by the presence of I1X; _ | term in it. This term contains information
about the long-run equilibrium relationship between the variables in X,. If the rank of
IT matrix ris 0 < r < N, then there can be defined two matrices a and f, both with
dimension N X r such that @f” = II where a is a matrix of error correction
parameters measuring the speed of adjustment coefficients and f is the long-run
matrix of coefficients corresponding to the set of cointegrating vectors.

In the first step of the Johansen method, it is necessary to control for the order of
integration of the examined variables, similar to the other methods. In the next step,
it is necessary to identify the appropriate lag length of the VAR model using either
Akaike information criterion (AIC) or Schwarz information criterion (SIC). Since
vast literature recommends the use of SIC for larger and more robust models, we will
also use this indicator—e.g., Patterson (2000).

In addition to determining the optimal lag length, it is important to decide whether
to include the intercept and/or the trend in either short-run model (i.e., the VAR
model) or the long-run model (i.e., the cointegrating equation—CE). As selection
criteria can be used the so-called Pantula principle, which is based on testing the joint
hypothesis of both the rank order and deterministic components. There are five
possible model specifications—see Patterson (2000) Asteriou and Hall (2007):

Model 1: No intercept neither trend in CE or test VAR.
Model 2: Intercept (no trend) in CE—no intercept in VAR.
Model 3: Intercept (no trend) in CE and test VAR.

Model 4: Intercept and trend in CE—no intercept in VAR.
Model 5: Intercept and trend in CE—intercept in VAR.
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The testing procedures determining the number of cointegrating relationships are
based on two likelihood test statistics known as the trace statistic (Ayace) and the
maximal eigenvalue statistic (4,.x), Which are specified by the following equations:

N o~
hre(r) = =T 3 1 (1-7%) (14)
i=r+1
and
Amax (1,7 + 1) = —T'In (1 —Z,.H) (15)

where T is the total number of observations.
The hypothesis in the case of the trace test can be specified as follows—see
Patterson (2000) or Asteriou and Hall (2007):

HO: I1 < r — variables f; and p, are not cointegrated.
HI: II > r — variables f; and p, are cointegrated.

The maximal eigenvalue is tested by the following hypothesis—see Patterson
(2000) or Asteriou and Hall (2007):

HO: I1 = r — variables f; and p, are not cointegrated.
HI:II =r+ 1 — variables f; and p, are cointegrated.

Both statistics are distributed as y* with N — r degrees of freedom, where N is the
number of endogenous variables and r represents the value of the rank under the null
hypothesis.

2.6 The Vector Error Correction Model

If the variables f; and p, are identified as cointegrated, following the above-
mentioned techniques, the residuals from the equilibrium regression defined by
Eq. (7) can be used to estimate error-correction (ECM) term expressing the dynamics
of the equilibrium relationship between the two variables. The ECM specification
combines the short- and long-run effects of the variables and it can be noted as
follows:

Af i =p+re +yidf o+ FyAf L, +wodp +oidp .
+ wAp,_y + us (16)
where f; and p, are nonstationary (and cointegrated) variables integrated of /(1) order;

& _ 1 is the stationary lagged residual representing the short-run deviations from the
long-run equilibrium stated in Eq. (7); p, w1, ..., ¥, o, ..., ®, are unknown
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parameters of the ECM model; y represents the speed of adjustment parameter and u,
is a white noise term.

Finally, the residuals of this vector error correction model (VECM) defined by
Eq. (16) should be tested using Jarque-Bera or Cramer-von Mises normality tests.

3 Results

In this section we present our results from the analyses outlined in the previous part.
First, we present the results of the test for stationarity using the ADF test for unit
roots and then we show the results for cointegration analysis using the Durbin-
Watson, the Engle-Granger, and the Johansen methods. If we find evidence
supporting cointegration, we can proceed with the VECM model to investigate the
short-run relationship.

3.1 Stationarity

In the first step in the cointegration analysis, it is necessary to decide whether our
variables f; and p, are stationary or not. Subsequently, it is crucial to identify the order
of integration for the variables. For this purpose, we have performed the Augmented
Dickey-Fuller (ADF) test for unit root. The results are shown in Table 1.

The results of the ADF test presented in Table 1 indicate that all examined have
one unit root. Thus, all variables are nonstationary and they are integrated of order of
one, I(1). Since the data are integrated of the same order, it is possible to proceed
further with the cointegration analysis.

Table 1 The ADF test for unit root results for variables f; and p,

Level 1st Difference
Neither intercept Intercept and | Intercept and Order of
nor trend Intercept trend trend integration
p: (SK) 43035 —2.1937 | —1.5359 —10.7663"" | I(1)
(1.0000) (0.2095) | (0.8132) (0.0000)
£, (C2) 1.6212 —1.9899 | —2.0967 —9.6055""" | I(1)
(0.9743) (0.2911) | (0.5433) (0.0000)
£, (HU) | —0.7002 —2.5937 | —3.206 —9.24217" | K1)
(0.4121) (0.0964) | (0.0870) (0.0000)
£, (PL) 0.4578 —2.9040"" | =3.5154™" —8.7342"" | K1)
(0.8123) (0.0471) | (0.0411) (0.0000)

E sk

Note: The p-values are displayed in parentheses: =~ <0.1; = <0.05; <0.01. SK the Slovak
Republic, CZ Czech Republic, HU Hungary, PL Poland

Source: Own calculations
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3.2 The Results of the Durbin-Watson Method

Because the variables f; and p, are integrated of the same order, we can perform the
first test of cointegration. Table 2 captures the results of cointegration test using the
Durbin-Watson method.

At the first look, it seems that in all three specifications we would not reject null
hypothesis claiming that time series are not cointegrated and we would conclude that
the variables are not cointegrated. It is worthy to point out that for Hungary and
Poland the value is very close to the critical value threshold. However, based on a
deeper analysis of residuals, we conclude that residuals ¢, are in all three specifica-
tions generated by the AR2 process instead of the AR1 process. Our final conclusion
is therefore that the models are not valid and we cannot decide whether the variables
f; and p, are cointegrated or not.

3.3 The Results of the Engle-Granger Method

An alternative testing procedure for identifying cointegration is the Engle-Granger
method. Similar to the Durbin-Watson method, it is also required that the variables f;
and p, are integrated of the same order. The model is based on #-statistics estimated
by the ADF model for unit root. The results supplemented by calculated critical
values and concluding statements are summarized in Table 3.

Table 3 shows that in the case of the Czech Republic, the variables f; and p, are not
cointegrated, which means that there are no long-run equilibrium between exchange
rate, domestic and foreign prices and as a consequence PPP does not hold. However,
for the other two specifications, we can conclude that the variables f; and p, are
cointegrated and PPP between the Slovak Republic and Hungary and between the
Slovak Republic and Poland is confirmed.

Table 2 The Durbin-Watson statistics for cointegration test

Durbin- Critical Residuals-generating
Model specification® Watson stat value® process Conclusion
JUCZ) = o + ¢y 0.0632 0.2000 AR(Q2) Test is not
PASK) + ¢(CZ) valid
Si(HU) = @ + ¢4 0.1740 0.2000 AR(2) Test is not
pASK) + ¢(HU) valid
JU{PL) = @0 + ¢ 0.1665 0.2000 AR(2) Test is not
pASK) + ¢(PL) valid

“Model specification to determine the Durbin-Watson statistics between two inspected variables
defined by Eq. (7), ¢ represents a constant and &, stands for an error term in a particular model
specification

PCritical value is calculated from the empirical distribution corresponding to two variables ( p, and
;) and 160 observations included in a given model

Source: Own calculations
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Table 3 Results of the engle-granger method

Residuals® ADF r-stat® Critical value® Conclusion

e(CZ) —2.1802 —3.3741 HO cannot be rejected (no cointegration)
e(HU) —3.6923 —3.3741 HO can be rejected (cointegration)
e(PL) —3.8913 —3.3741 HO can be rejected (cointegration)

“Residuals generated by the models specified by Eq. (7) in Table 2

bf-statistics from the augmented Dickey-Fuller test for cointegration

“Critical values are calculated by MacKinnon equation CV = ¢ + ¢;T ', -T2, where CV is a
critical value at a given confidence level, T represents number of observations in a baseline model
specified in Table 2 (160 observations in our case) and ¢.., ¢;, ¢, are the coefficients from the
MacKinnon empirical distribution corresponding to the model with 2 variables with constant at 0.05
confidence level

Source: Own calculations

3.4 The Results of the Johansen Method

In this section, we control for the cointegration between the variables f; and p, using
the Johansen estimation procedure. Johansen method is considered a more sophis-
ticated technique, which can be used as robustness check of our previous results.
After identification of the same order of integration of the analyzed variables in all
four countries, it follows the determination of the optimal lag length of the
unrestricted VAR model. As it was already mentioned, we use Schwarz information
criteria (SIC) to identify the optimal lag length (since we use 160 monthly observa-
tions, the maximal lag length is set as 12). For all three specifications the SIC
criterion selected 4 lags as optimal. We, therefore, include 4 lags into the VAR in
all our models. The results of the Pantula principle test for the trace statistics and the
maximal eigenvalue statistics are captured in Table 4.

From the results shown in Table 4, we can clearly observe that there was found no
evidence to support the presence of cointegration between the variables f; and p, in
the case of the Czech Republic. The trace statistics yield the same conclusion as the
maximal eigenvalue statistics. All model specifications (except for model 1 in the
case of trace statistic) suggest that the variables are not cointegrated. However,
model 1 is the most restrictive model and is considered the least likely in the
literature—see, e.g., Petitjean and Giot (2004) or Asteriou and Hall (2007). As a
matter of fact, we can conclude that the PPP was not confirmed in this case. The
results are different in the case of Hungary and Poland. Most model specifications
indicate that the variables are cointegrated. Particularly, in the case of Poland we
have found clear evidence that PPP is valid. In the case of Hungary, some models
reject cointegration, but in both trace and maximal eigenvalue statistics, we have at
least three models, which speak for cointegration between variables f; and p,. Based
on the Johansen test, we can say that there is a long-run equilibrium between
Hungary and Poland (in relation to the Slovak Republic as a domestic country) in
terms of exchange rates, domestic and foreign prices, but this was not the case for the
Czech Republic.
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Table 4 The Pantula principle test results

Model 1 Model 2 Model 3 Model 4 Model 5

Trace statistics
Czech Republic
Trace stat 12.3807" 19.5078 12.5990 18.4414 16.7070
Critical value 12.3209 20.2618 15.4947 25.8721 18.3977
Probability® (0.0489) (0.0632) (0.1304) (0.3150) (0.0849)
Hungary
Trace stat 12.8367" 26.5007" 19.3661" 25.4172 23.6038"
Critical value 12.3209 20.2618 15.4947 25.8721 18.3977
Probability® (0.0409) (0.0060) (0.0124) (0.0569) (0.0085)
Poland
Trace stat 30.0658" 33.9209" 26.5527" 30.0745" 28.3414"
Critical value 12.3209 20.2618 15.4947 25.8721 18.3977
Probability® (0.0000) (0.0004) (0.0007) (0.0141) (0.0015)
Maximal eigenvalue statistics
Czech Republic
Trace stat 8.8720 12.4740 8.0022 10.4615 8.7423
Critical value 11.2248 15.8921 14.2646 19.3870 17.1477
Probability® (0.1260) (0.1601) (0.3785) (0.5696) (0.5226)
Hungary
Trace stat 9.1421 17.7126" 15.2990" 18.9886 18.6249"
Critical value 11.2248 15.8921 14.2646 19.3870 17.1477
Probability® (0.1137) (0.0256) (0.0342) (0.0571) (0.0303)
Poland
Trace stat 22.8977° 22.9050" 22.8813" 23.7528" 0.0015"
Critical value 11.2248 15.8921 14.2646 19.3870 17.1477
Probability® (0.0003) (0.0034) (0.0017) (0.0108) (0.0048)

“Probability represents MacKinnon et al. (1999) p-values; asterisk (*) indicates rejection of the
hypothesis at the 0.05 level
Source: Own calculations

3.5 VECM Specification

As we have rejected the cointegrating relationship for the Czech Republic, there is
no need to estimate a VECM model to determine the deviation from the long-term
equilibrium. In the case of Hungary and Poland, however, this deviation should be
determined using the VECM model for each country separately. The estimated
VECM based on model 3 from Pantula principle for Hungary considering one

cointegrating vector and 4 lags has the following form:

Af, = —0.1161( f,_; — 0.9142p, | +5.3019 ) + 0.3300Af, , + 0.08914f, ,
+0.3567Ap, | — 0.3946Ap, , + 0.0008
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Ap, = 0.0108( f, ; — 0.9142p, | +5.3019) + 0.00824f, , — 0.01424f, ,
+0.13574p,_, + 0.05394p, , + 0.0013

where Af; represents a change in the foreign price level (in Hungary) and Ap, is a
change in domestic price level (in the Slovak Republic). The VECM enables us to
combine the short-run dynamics and the long-run equilibrium. The long-run infor-
mation in the above equations are captured in parenthesis and the remaining terms
represent the short-run dynamics. The speeds of adjustments (representing the
stability of the systems) are given by the coefficients —0.1161 and 0.0108. Since
the absolute value of both coefficients is less than one, both systems are stable. The
speed of adjustment is very small and indicates that only 11.161% and 1.08%,
respectively, of any deviation from the long-run equilibrium is corrected within a
month.

The estimated VECM for Poland (based on model 3) considering one
cointegrating vector and 4 lags is as follows:

Af, = —0.1055( f,_; — 0.8584p, | +0.7695 ) + 0.4270Af,_, — 0.03634f,_,
—0.09304p, | + 0.3423Ap, , + 0.0005

Ap, = 0.0119( f,_, — 0.8584p, | +0.7695 ) + 0.0166Af, , — 0.0106Af, ,
+0.10824p, , +0.04914p, , + 0.0013

The results are similar to the results for Hungary. The speeds of adjustments are
again less than 1 in absolute value.

Finally, it is necessary to verify whether the residuals of this VECM defined by
Eq. (16) are normally distributed. For this purpose, we used Jarque-Bera and
Cramer-von Mises tests of normality. Based on both tests, the hypothesis that the
residuals from VECM equations are normally distributed can be rejected on the level
of 0.5 for both cases. These findings do not compromise the results of the VECM
model.

Finding the existence of cointegration between the Slovak Republic and Hungary
and between the Slovak Republic and Poland confirms the validity of PPP. In
addition, it is important to estimate parameter ¢, from Eq. 7. If the PPP holds, ¢,
should be equal to 1. Estimated parameter ¢, can be found in the VECM specifica-
tions. In the case of Hungary ¢, is 0.9142 and in the case of Poland 0.8584. Both
estimated values are close to one. We can, therefore, conclude that the PPP theory is
confirmed for Hungary and for Poland.
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4 Conclusion

The discussion of PPP has never been ceased since Cassel (1923) introduced this
theory. There have been carried out various research papers attempting to either
confirm or reject the validity of this theory. The aim of this chapter is to investigate
whether PPP holds between the countries of Visegrad group using cointegration
techniques for searching a long-run relationship between exchange rate, domestic
prices (i.e., in the Slovak Republic) and foreign prices. We found evidence
supporting PPP between the Slovak Republic and Hungary and between the Slovak
Republic and Poland applying both the Engle-Granger and the Johansen procedures.
In addition to the finding of one cointegrating vector (i.e., indicating the existence of
the long-term equilibrium), the validity of the PPP was confirmed by the VECM
model as the ¢, coefficient for both countries was close to one. In case of the Czech
Republic, however, the conclusion is opposite. Compared to Hungary and Poland, a
presence of cointegration with the Czech Republic was not found, which rejects the
existence of a long-run equilibrium and compromises PPP. Our findings proved to be
robust for a given dataset under various specifications.

A similar research to ours was carried out by Chocholata (2007), who verified
PPP in the V4 countries in 2007 when the Slovak Republic was in exchange rate
transition period. Using cointegration techniques, the author documented that all
analyzed exchange rates were identified to be nonstationary, which means that PPP
did not hold. This finding is to some extent identical to our conclusion with respect to
the Czech Republic. Chocholata (2009) performed similar research for the Slovak
Republic and Latvia. She was verifying the PPP in the period when both countries
were members of ERM II in the process of the euro adoption. Although, she found
some indications that the PPP might be valid in the case of Latvia, the conclusions
for the Slovak Republic did not identify any long-run equilibrium supporting the
purchasing power parity. Koukouritakis (2009) verified PPP between each of the
twelve new EU countries in 2009. The results of his study suggest that PPP holds for
Bulgaria, Cyprus, Romania, and Slovenia. For the rest of the countries, the long-run
PPP was violated, which could be due to the fact that the currencies of these
countries have been pegged to the euro and could not reflect the inflation differences.
Coakley and Snaith (2004) used the US dollar and Deutsche Mark denominated
exchange rate over the period 1977-2001 for 15 European countries to test for the
long-run relative PPP applying nonstationary panel regression estimator. They
conclude that the long-run relative PPP holds in their European sample.

There are several studies reporting that PPP does not hold. Therefore, it is useful
to name the potential causes of this imbalance. Christev and Noorbakhsh (2000)
used the cointegration techniques to validate PPP in six central and east European
countries (Bulgaria, the Czech Republic, Hungary, Poland, Romania, and the Slovak
Republic) in 1990-1998. They identified several reasons for possible deviations
from the long-run equilibrium—slower domestic price adjustments to world prices
and restrictive monetary policy, productivity shocks, inflexible exchange rate
regimes, non-tradeable goods, and services. Similar conclusions made Sideris
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(2005) who tested PPP for seventeen European countries. He identified productivity
shocks, non-tradeable goods and services, and inflexible exchange rate regimes as
possible reasons for deviations from the long-run PPP. In respect to our results, the
rejection of the PPP between the Czech Republic and the Slovak Republic can be
partially explained by expansionary monetary policy represented by the quantitative
easing, which is far from equilibrium. Moreover, looking at the long-run evolution
of all four currencies (i.e., EUR, CZK, HUF, and PLN), it is obvious that the national
currency of the Czech Republic appreciated the most. The invalidity of PPP can be
therefore partially explained by the real appreciation of the Czech crown (see Fig. 2)
that could in tandem with different monetary policies create inequality in the long-
run horizon.
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