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Abstract. The presence of computer vision technology is continually
expanding into multiple application domains. An industry and an art
form that is particularly attractive for the application of computer vision
algorithms is ballet. Due to the well-codified poses, along with the chal-
lenges that exist within the ballet domain, automation for the ballet
environment is a relevant research problem. The paper proposes a model
called BaReCo, which allows for ballet poses to be recognised using
computer vision methods. The model contains multiple computer vision
pipelines which allows for the comparison of approaches that have not
been widely explored in the ballet domain. The results have shown that
the top-performing pipelines achieved an accuracy rate of 99.375% and
an Equal Error Rate (EER) of 0.119% respectively. The study addition-
ally produced a ballet pose dataset, which serves as a contribution to the
ballet and computer vision community. By combining suitable computer
vision methods, the study demonstrates that successful recognition of
ballet poses can be accomplished.

Keywords: Computer vision - Pose recognition + Dance - Ballet
industry + Automation

1 Introduction

Movements of the human body can be captured using various types of cameras
and sensors. As a result of the increased availability of new capture technologies
as well as Graphics Processing Units (GPUs), computer vision technology is
increasingly used in order to perform body movement and pose recognition [1,2].
Those involved in human motion and pose-based fields such as medical, sports
and performing arts can benefit from additional technological assistance, which
contributes to the improvement in field-related tasks. Therefore, new ways of
applying computer vision to these fields, in order to enhance and contribute to
the lives of those involved, need to be explored [3].

Ballet is a particularly noteworthy form of dance as it has a history reaching
back to the 16th century and is, therefore, a well respected, established art
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form [4]. It has become foundational for a large majority of other dance forms
[5]. The precise structure of ballet is what makes it an attractive art form to
investigate and further explore in terms of its relevance to technological fields.

Initially, the scientific domain of technology may seem to be completely sepa-
rate and unrelated to the artistic domain of ballet. However, this study explored
the intricacies of both ballet and technology to reveal how applicable and suit-
able it may be to bring the two fields together. Artists and scientists have similar
aims in their work as both intend to produce work that is novel and original. As
a result, the collaboration between an artistic field such as ballet and a scientific
field such as computer technology may be valuable to address challenges in both
fields [6]. Specific challenges in the ballet environment include individual training
correction as well as the accurate documentation of choreographic works.

Ballet pose recognition and correction is an activity executed by ballet
dancers and teachers frequently during training sessions. Pose recognition is
also relevant to ballet choreography where sequences of postures are involved in
the construction of dances. Research has been done on how technology, such as
computer vision can be applied to the ballet environment. However, it is still a
growing application field with room for the exploration of a range of technologi-
cal automation approaches. The research problem of the study involves the need
for a standardised approach that can recognise multiple ballet poses automati-
cally. This study is, therefore, an initial step towards further research to aid in
the tasks of ballet training and choreography.

The paper aims to address the problem with the use of a captured dataset
and proposing a model that combines multiple traditional and novel computer
vision methods to achieve ballet pose recognition. Background on the problem is
provided first, along with current work conducted in related fields. The experi-
ment setup is described next, followed by a discussion on the model. The results
are then presented, and the paper ends with a conclusion which highlights key
findings and future work.

2 Problem Background

Ballet is a dance form where the dancer’s movements are composed out of pre-
defined poses [7]. The clarity with which a dancer performs these poses needs
to be enforced to maintain the aesthetics required by the ballet art form. The
application of computer vision to the domain of ballet has become a relevant
area of research due to growth in the computer vision field over recent years.

Ballet technique is the driving force behind the definite structure of the dance
form and is concerned with the creation of strong body lines, poses and fluid
movements. Foundational concepts of ballet technique include turnout (outward
rotation of the legs), alignment (vertical and horizontal lines of the shoulders
and hips) as well as stretched legs and feet [7]. To achieve these classical ideals,
it is essential that ballet teachers accurately convey the fundamental principals
of technique to students during training, specifically as they relate to different
poses.
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The environment in which ballet training typically occurs is a studio class-
room where a ballet teacher instructs and corrects about 8-10 students [8].
Expertise and knowledge in ballet are traditionally passed on verbally to future
dancers during these coaching sessions [9]. However, a challenge that arises in
this environment is that the teacher cannot keep his/her eyes on every student
simultaneously. It is therefore often essential for the serious ballet student to
receive one-on-one coaching [10]. Furthermore, without proper training and a
grasp of technique, ballet dancers risk developing bad habits or injuries [11].

The creative process of constructing dance sequences is known as choreogra-
phy, and in ballet, a series of the codified movements are combined to produce
the resulting visual expression [12]. The documentation of ballet choreography
is important for the preservation and protection of created dances as well as
enabling future dancers to study the created works [13]. There is a need for
finding new methods to address the challenges in the choreographic domain and
this is where the use of technology becomes relevant.

A few studies in current research that address problems in the ballet envi-
ronment through the use of technology include wearable technology systems,
choreography systems, as well as pose recognition systems. These related works
show that pose recognition is an essential first step towards technology-based
training and documentation of ballet poses. Ballet-specific research and work in
related domains are presented in the subsections that follow.

2.1 Wearable Technology and Other Related Domains

One category of capturing sensors that can be leveraged to collect data on
dancers is known as wearable technology. Research by Gupta et al. involves
the instruction of beginner adult ballet students through a wearable full-body
garment [14]. The garment would allow for the clarification of core movements
demonstrated by a teacher wearing the garment which lights up the essential
limbs being used. The establishment of the basics and only later moving into
the core details of motions is a well-known and effective method to coach ballet
dancers regardless of their experience level. Despite the advantages, wearable
technologies in ballet have potential restrictions as these garments are typically
costly and often require special technical construction [14]. A more practical
approach to assist with training would be to make use of vision-based pose data.

A recent relevant vision-based system in the domain of sports was aimed at
the creation of a posture analysis tool for basketball free-throw shooting. This
basketball free-throw study indicates that it is possible to accurately predict
whether or not a basketball throw will be successful based on OpenPose skeleton
key-point data as well as correct beginner players [15]. The study demonstrates
that it is feasible to make use of the OpenPose [16] library in settings that deal
with different body postures.
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2.2 Choreography Systems

Dancs et al. investigated the choreographic side of ballet by studying the concept
of having a technological tool to help choreographers. The proposed system had
the aim to recognise and record a choreographer’s movements automatically [17].

Computer vision algorithms proved to be useful for such a system where
the consecutive movements of a dancer were to be recorded. The study had the
goal to enhance the area of ballet using a Microsoft Kinect to find the joints
of the body. The classification algorithms used by the study included, amongst
others, the Nearest Neighbor (NN) as well as the Support Vector Machine (SVM)
classification algorithms [17]. The approach by Dancs et al. produced promising
results with the main algorithms generating accuracy results over 90%.

The limitations of the work proposed by Dancs et al. include the processing
speed, which may be affected by any small changes in the system. The authors
mentioned that, despite the classification model’s recognition being fast, any
additions to the model would have to consider how the processing speed would
be affected [17]. Another disadvantage of this system is linked with the hardware
limitations of the Kinect Sensor. According to a study by Hong et al., the Kinect
sensor is unable to detect turnout and crossed feet positions properly [18]. Since
turnout and crossed feet occur quite frequently in ballet poses, this challenge is
relevant to other related research in the ballet pose recognition domain. There-
fore, it may be worthwhile for researchers to explore alternative ways to extract
skeleton features from Kinect-captured images without relying on the built-in
Kinect skeleton tracking abilities.

2.3 Pose Recognition Systems for Ballet

A known concern in many sport or artistic disciplines that require any level
of specialised skill and physical training is that it comes at the cost of being
educated in the particular discipline. Saha et al. address this concern with their
concept of fuzzy image matching for ballet poses by making the idea of e-learning
in ballet easier [19]. The stages of the project involved skin colour segmentation
and straight-line approximation in order to reduce the initial image of a dancer
to a skeleton and eventually a stick figure representation.

The advantages of pose recognition implementations for ballet are multiple.
These types of pose recognition systems lower the level at which ballet students
need to rely on the physical presence of a teacher to train. E-learning of ballet
through automated pose recognition therefore enables students to practise at
any time in any suitable space [20].

One issue pointed out by Banerjee et al. in progressions of the above research
was that the proposed algorithm relied on having the dancer wearing only par-
ticular colours in order for the skin colour segmentation pre-processing step to
be effective [21]. A disadvantage of these systems, therefore, include that they
rely heavily on the environmental constraints to be in place for pre-processing
to take place effectively.
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The research conducted by Saha et al. progressed over the years as different
approaches were tried and tested by the researchers for ballet pose recognition.
The results of three current related pose recognition studies, including those by
Saha et al. can be seen in Table 1.

Table 1. Similar system results of studies conducted in 2014 and 2015 by Kyan et al.
and Saha et al. [20,22,23]

No. | Similar system Algorithm Accuracy
description
1 Posture Recognition in | Fuzzy discrete 85%
Ballet [20] membership
function for
matching
2 Topomorphological Matching of Radon | 91.35%
Approach to Ballet transforms
Posture Recognition [23]
3 | CAVE VR with MS L2 norm for 92%
Kinect [22] similarity matching

The results presented in Table 1 highlight achievements for current pose recogni-
tion systems, which indicate there is an opportunity to expand and improve on
previous work. Along with the limited availability of ballet-datasets, this oppor-
tunity warrants the creation of a sufficiently sized ballet pose dataset as well
as the implementation of multiple computer vision methods. These aspects of
dataset creation as well as method implementations are addressed by this study
and described in the following section.

3 Experiment Setup

To obtain consistent and scientific results, this study required certain constraints
to be in place during the data capturing phase. The first constraint is that
capturing should take place within a ballet studio with the appropriate floor
surface for the safe execution of ballet poses. In the case of this study, the
floor surface consists of ballet dance mats. Another environmental constraint
includes that no mirrors or clutter should be present in the background of the
capture space. Furthermore, the lighting conditions for capturing should be at
a suitable level, not being too bright or too dim. In terms of role constraints,
the study requires participants to be advanced level dancers that could execute
the determined poses clearly. Another constraint involves the clothing that is
necessary for a capture session. Standard black ballet attire has to be worn to
maintain consistency and provide the assurance that there are no unnecessary
variations or noise in the captured data.
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A total of eight ballet poses are selected for the study, and a primary dataset
was created with thirty real ballet dancers performing each respective pose in a
studio. During data collection, the participants were instructed to perform the
eight different ballet poses of varying difficulty. The poses include Demi-Plié,
Second Position, Tendu, Sussous, Retiré, Développé, Arabesque and Penché. In
order to capture the data for this study, a Microsoft Kinect sensor and a GoPro
camera were used. These sensors allow for the collection of image, depth and
video data.

The Microsoft Kinect images of the poses are all captured at a resolution of
640 by 480 pixels to build the dataset for this study. Once all the pose data of
each dancer is gathered, it is necessary to arrange the dataset in such a way that
it would be easy to feed the data to the relevant computer vision methods. The
data is split into a training and testing set with 80% of the data used for training,
and 20% used for testing. The dataset contains 7198 images in total, with an
even distribution of images amongst different classes for both the training and
testing sets. The gathered depth data was not used in this study due to the
initial focus being on achieving ballet pose recognition through various methods
on normal image data. The depth data will, therefore, be utilised in future work.
A link to sample images in the dataset is available at: http://bit.ly/2vMZ1gq.

Once the data has been captured, and the necessary constraints are in place
for the study, the relevant computer vision methods for different pipeline phases
can be considered. The captured dataset is, therefore, the starting point for each
of the model’s pipeline implementations which will be presented next.

4 Model

For ballet pose recognition to take place using computer vision methods,
this paper proposes the BaReCo model. This model consists of three broad
pipeline categories, namely traditional, OpenPose and Artificial Neural Network
pipelines. The variations for each of the broader categories are presented in
this section, ultimately introducing eight individual computer vision pipelines.
The methods involved in these pipelines were chosen based on their presence in
related research [16,17,23] as well as their general relevance to computer vision
pose-based problems. Furthermore, this study contributes by applying computer
vision methods to the ballet environment that have not yet been explored by
related research. Images from the captured dataset were used as input for each
of the pipelines.

4.1 Traditional Pipeline

The traditional pipeline implementation for this study involves five stages,
namely capturing, pre-processing, localisation, feature extraction and classifica-
tion as illustrated in Fig. 1. For the pre-processing stage of this pipeline grayscal-
ing and histogram equalisation was chosen. The histogram of oriented gradients
(HOG) method was used for localisation to isolate the dancer’s body in each
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frame. This method was also used for the feature extraction phase to gather
key features for classification. The classification stage of the pipeline introduces
three options namely a Support Vector Machine (SVM), a Random Forest (RF)
and a Gradient Boosted Tree (GBT).

Capturing Pre-processing Localization Feature Extraction Classification

. —.é

Fig. 1. Traditional pipeline architecture

Captured
Dataset

4.2 OpenPose Pipeline

The OpenPose pipeline for this study consists of three main phases, including
capturing, feature extraction and classification, which is illustrated in Fig. 2.
OpenPose is a recent and useful approach which uses a multi-stage Convolutional
Neural Network (CNN) for extracting human skeleton key-point data from an
image [16]. The classification phase of this pipeline uses the same three classifier
variations that the previously described traditional pipeline used.

4.3 VGGI16

The third category of pipelines the BaReCo model made use of is a deep learning
approach which is concerned with Deep Neural Networks. The VGG16 Convo-
lutional Neural Network (CNN) is a deep learning algorithm utilised for the
model which is illustrated in Fig. 3. Since accurate results have been achieved
using CNNs for various computer vision problems [24], it is suitable to utilise
the approach for the implementation of this study.

4.4 Faster Region-Based Convolutional Neural Network

A family of algorithms that are extremely effective for performing object detec-
tion and localisation tasks are known as Region-Based Convolutional Neural
Networks (R-CNNs). One of these algorithms is known as the Faster R-CNN
algorithm which is more efficient than its predecessors [26,27] because it makes
use of Region Proposal Networks (RPNs) for determining regions of interest
within an image. The Faster Region-Based CNN approach is considered to be
an end-to-end deep learning object detection pipeline. Accurate object detection
effectively assists in visual recognition tasks, which makes the Faster R-CNN an
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Fig. 2. OpenPose pipeline architecture with the multi-stage CNN architecture of Open-
Pose [16]

Capturing Classification

Captured Dataset

Pre-processing -> Localization -> Feature Extraction

224%224x3 224x 22464
VGG16 CNN
2x128
56| 56 % 256
28 x 28 x 512 TXT X512
2
Mx14x812 | 1154096 1x1x1000
; 2096 1x1x10
() convolution+ReLU
) max pooling
=1 fully connected+ReLU
() softmax

Fig. 3. VGG16 pipeline architecture [25]

appropriate method choice for the pose recognition problem of this study. A
visual illustration of the Faster R-CNN pipeline for the study is presented in
Fig. 4.
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5 Results

Table2 presents the results of this study and highlights the top-performing
pipelines. It can be observed that the OpenPose and Random Forest Approach
achieves the best results out of all the pipelines with the best scores for the con-
sidered metrics. This suggests that the OpenPose data had a positive effect on
classification and that the Random Forest classifier is an appropriate model for
pose recognition. Another favourable result is that of the VGG16 CNN pipeline,
which has the lowest EER of 0.119% and a high accuracy score of 98.472%.

Table 2. Summary of the results obtained by this study as percentages.

Pipeline variation Accuracy |[EER |Recall |Precision|F1 Specificity
OpenPose+RF 99.375 |0.268 |99.375/99.399 99.377/99.911
VGG16 CNN 98.472 0.119/98.472 |98.639  |98.466 |99.782
OpenPose+GBT 99.305 1.261 {99.306 199.320 |99.307 |99.901
Traditional +HOG+SVM |99.199 0.139 99.178 [99.016  |99.096 |99.887
OpenPose+SVM 99.097 0.308 [99.097 |99.125 99.098 |99.871
Traditional +tHOG+RF  98.958 0.486 [99.048 |98.135 98.523 |99.860
Traditional +HOG+GBT | 98.379 0.757 |98.254 |97.781 97.991 |99.776
Faster R-CNN 96.049 0.237 195.381 |96.577 |95.561 |99.433

The metrics gathered for the pipelines of this study were promising with
accuracy scores above 95% for all the classifiers, which indicates that correct
classifications were made for the majority of the involved poses. One interesting
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observation that can be seen in the confusion matrices in Fig. 5 is that a common
pose misclassification that occurred was the incorrect prediction of a Tendu as
a Développé as well as an Arabesque as a Penché. A reason for this may be
due to the fact that these poses are closely related to similar body orientations
and arm lines. The Receiver Operating Characteristic (ROC) curves of three
implemented pipelines are presented in Fig. 6 which also indicate that recognition
of the Développé and Tendu poses were in some cases not as accurate as other
poses. However, the ROC curves generally show that the classifiers performed
well in recognising the relevant ballet poses.

Confusion Matrix OpenPose + Random Forest Confusion Matrix VGG16 CNN
Acabesque $E 175 Arabesque ke
Demi-Plie 150 Demi-Plie
_ Developpe 125 _ Developpe @
% Penche 100 g Penche
3 Retire 7 3 Retire 40
= =
Second-Position 50 Second-Position
Sus-sous % Sus-sous 2
Tendu Tendu
0 0
&
« «
Predicted label Predicted label
a) b)

Fig. 5. Confusion matrices of the OpenPose + Random Forest and VGG16 pipelines

ROC Curve for Traditional + HOG + Random Forest ROC Curve for OpenPose + Random Forest ROC Curve for Faster R-CNN

10 - 10 = 10 ==

081

True Positive Rate

Fig. 6. The Receiver Operating Characteristic (ROC) curves of three implemented
pipelines

6 Conclusion and Future Work

This study has validated the use of computer vision in the ballet domain to
achieve pose recognition successfully. Some key findings of the study indicate that
closely related poses are the potential cause for errors in recognition. The results
also reveal that the use of novel deep learning techniques such as OpenPose and
artificial neural networks, along with traditional classification approaches, yield
promising results which could drive automation forward in the ballet industry.
The most accurate pipeline of this study made use of OpenPose key-point
data. This study has, therefore, successfully utilised the OpenPose approach for
the domain of ballet poses. The successful results of the OpenPose pipelines in
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this study indicate that the combination of deep learning for feature extraction
with traditional classifiers is a feasible approach for ballet pose recognition. The
results attained by this study is largely due to the quality of the created dataset,
which contributes to research in the ballet pose recognition domain as no similar
dataset is openly available.

Future work for the study includes making improvements to the current
implementation, as well as the application of other computer vision approaches
on image as well as video data. Future research may, therefore, expand from
static pose recognition to movement-based recognition and tracking. For ballet
training there is also value in building upon the work of this study by looking at
deviations from the standard ballet poses in order to correct dancer poses. Fur-
ther computer vision approaches that may be of interest in future work include
different Convolutional Neural Network architectures, N-shot learning as well as
Recurrent Neural Networks.

The developed solution ultimately has the potential to affect the realm of
ballet training and choreography in a technologically focused world. In a broader
sense, this study indicates that exciting explorations can be made in artistic
industries as their potential is found within the field of computer vision.
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