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Abstract. Allowing Robots to navigate automatically in unknown environ-
ments where human being cannot access is a needed characteristic in many
fields, such as military, industry, civil engineering. This paper presents an
efficient and fast path-planning algorithm for mobile robots, which navigate in a
priori unknown indoor environments based on their local capacities of sensing
and acting. For navigate in a priori unknown environments, re-planning the path
it’s necessary each time the current one cut off by an obstacle, thus the path-
planning algorithm must had the ability to re-plan the path once the tracked path
become unavailable (online planning). The proposed path-planning algorithm
deploy a grid map to characterize the environment, where the environment
described by an occupancy and trajectory grids, which smooth the planning task.
In order to make the planning faster we had split up the algorithm into two
modules: obstacle avoiding and path re-planning. The experiments results had
shown the applicability and the fusibility of the proposed approach.

Keywords: Online path planning + Unknown environment + Indoor
environment + Mobile robot

1 Introduction

Navigating in a priori unknown environment has a broad spectrum of applications in
advanced robotics. Traditionally, this problem has been solved either by having the
robot built a map of the environment [1] (which can be seen from the initial position)
before planning the path, or by applying deterministic algorithms that are able to deal
with unknown environments [2]. It is hard to apply a global trajectory planning and
track it because the robot got only a few data about the global environment. In addition,
the real environments are usually complex and unpredictable, which turns a planned
path outdated quickly. Other approaches offer alternatives solutions, such as the
potential field [3] or the fuzzy neural approaches [4, 5], however, it is hard to guarantee
overall convergence of the planned path because mobile robots are likely trapped in

dead end environments.
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Path planning is an important task for intelligent mobile robot control systems,
which should be carry out efficiently. Planning a path means generating a collision-free
path in an environment with obstacles and optimizing it [6, 7]. The environment may
be imprecise, vast, dynamic or unstructured [8]. In such environment, path planning
depends on the robot sensory information about the environment, which could be
associated with inaccuracy and uncertainty. Thus, to get an efficient planning in such
environment, the path planning system should be adaptive with the nature of the work
area. In the case of known and static environment, the path generated in advance,
offline algorithm [6]. Planning is online [6] if the algorithm had the ability to re
generate the path in response to environmental changes.

The frontier and virtual lens following approaches are designed to solve the
problem of navigation in the literature [9—17]. Unfortunately, they still incapable to
guarantee a global convergence in complex environments. In next, we present some
difficulties that need to overcome. (A) When the goal is on the side of the wall, a long
wall environment (Fig. 1.a) this situation could trap the robot in a wrong next boundary
direction. (B) Congested and unstructured environments (Fig. 1.b) could disrupt the
algorithm to recognize the typical sites of interest. (C) In a dynamic environment the
structure are changing which make sensing data quickly exceed, resulting an inability
to get the detection to goal or escape criteria. (D) U-shaped recursive or labyrinthine
environments (Fig. 1.b) can force the robot to regress into previously visited corners.
(E) An inaccurate localization estimate (i.e. odometry errors) may result in an inability
to achieve the goal. (F) The sensors detection capability (i.e. sonar sensors) and noises
yield difficult to determine the size or location of obstacles.
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Fig. 1. (A) Long wall environment; (B) Unstructured, crowded environment and labyrinth

The presented paper describe a new approach of online path planning algorithm,
which dedicated for unknown indoor environments, this algorithm allows the auton-
omous mobile robot to navigate in the unknown indoor environment on the basis of
environmental information and robot position, without need for external or a priori
informations about the environment. The algorithm operate on a grid map presentation
of the environment [19]. The algorithm has two complimentary independent behaviors:
obstacle avoidance behavior (EO) and the path re-planning (PC) behavior.

The rest of the paper organized as follows. Section 2 describes design of our path
re-planning behavior, the obstacle avoidance behavior and the global path planned
behavior. Section 3 provides a detailed discussion of global convergence as well as
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method complexity performance. Section 4 presents the experimental results. The last
section summarizes the paper.

2 Online Path Planning Behaviors

The general idea of the online planning algorithm is that an initial path planned based
on initial information, and getting new informations while flowing the path, once the
planed path blocked a re-planning task made to create a new path toward the goal. The
progressive learning about the environment while finding the free path translates into
better new plans. The motion control variables of the robot are the translation velocity v
and the rotation angle Y. The safety of the robot influenced mainly by the EO (obstacle
avoidance) behavior which is able to detect obstacles in real time and react automat-
ically to keep robot safe. Therefore, we assume that the robot’s velocity v supervised
only by the EO behavior, in spite of (PC) behavior which determining the new plan
through online re-planning. The robot rotation angle Y represented by eight angles { Y0,
Y1, Y2, Y3, Y4, Y5, Y6}, with positive and negative terms allowing robot to turn left and
right to choose from the sixteen-breakpoint neighbors.

2.1 The Path Re-planning Behavior

The re-planning path (PC) behavior design allows the mobile robot to navigate throw
safe points in order to move toward the goal. These points are among the neighboring
breakpoint point that form a circle of RR radius neighbors (0.5 m in our study case)
around robot breakpoint position (Fig. 2). The point with minimum risk and re-
planning cost is the one with minimum values of both PMT and PMO matrices in the
grid map [18], which represent respectively the occupancy and how often robot passed,
throw the point. The map getting update each control cycle based on sensory infor-
mation from robot [18, 19]. The re-plan path with the minimum risk is the best choice
for the robot to avoid the obstacles and the previous trajectories, therefore to escape
dead-ends.
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Fig. 2. Re-planning rules parameters, (A) neighboring point determinations, (B) re-planning
cost function elements.
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However, the PC behavior active only when the robot encounter obstacles so that
the robot can escape from potential dead-ends. Thus, the PC behavior handling has to
take in consideration the intensity of the obstacle point (will defined in following). The
exit space point (i.e. the rotation angle) surrounded in the range (—180°, 180°) in order
to get a smoother rotation. Therefore, we design the PC behavior using a multi-
parameter cost function and an analysis algorithm.

To perform such behavior, the controller has to infer a risk index to breakpoint
neighbors. Then get the rotation rule, which based on the risk index and cost function,
and finally the analysis parte.

While robot flowing the current path, the grid map under build based on robot
sensory information. In each control cycle, the PMO and PMT matrix updated to locate
the current environmental obstacles and the previously traversed points. In the same
time, the advanced data characteristics of breakpoint neighbors such as the Displace-
ment Cost (CD), the Heuristic Path Cost (CHC), the trajectory point intensity (/P7), the
obstacle point intensity (IPO), the collision risk (RC) and the iteration risk (RI), are
calculated based on PMO and PMT at each breakpoint. The RI and RC used to derive
the risk index for the PC behavior navigation rules. While CD, CHC, IPT and IPO are
used to calculate the cost function. CD, CHC, IPT, IPO, RC and RI defined as follow:

Definition 1 (Travel cost): (CD) value of a point P is defined as G (P) = RR*8, where P
is a breakpoint neighbor (Fig. 2), where RR is the radius of breakpoint neighbors circle,
0 is the turn angle to the neighbor P while 0 = 0 is the angle to the old path.

Definition 2 (Path heuristic cost): (CHC) of a neighboring point P is defined as H
(P) = distance (P,, P,), where P is a breakpoint neighbor (Fig. 2), P, present P coor-
dinates P, P, present the goal coordinates. The Euclidean distance is used to calculate
the distance between P, and P,,.

Definition 3 (Path Point Intensity): (IPT) of a neighboring point P is defined as T
(P) = Z([J}@ Veur(ij), where A is a circle-shaped region having as center the
neighbor P coordinates (Fig. 2), Vpuyr (i, j) is the value of the PMT of the cell (i, j)
involved in the region A.

Definition 4 (Obstacle Point Intensity): (IPO) of a neighboring point P is defined as M
(P) = i peaVemolij), where Vpyo (i, j) is the PMO value of the cell (i, j) involved in
the region A.

Definition 5 (Risk of collision): risk of collision (RC) of a neighboring point P is
defined as O(P) = Vpyo (i, j)

Definition 6 (Risk of iteration): (RI) of a neighboring point P is defined as N (P) =
Veur (i, j)-

The value o of RI is converted into three values (0, 50, 100) which can translate by
{never visited, little visited, too visited). The value f3 of the RC is converted as well into
three values (0.50, 100) which can translate by {free, unknown, occupied) respectively.

Risk Index. The risk index rule combine two risks parameters into a single indicator,
which indicates the robot safety to go over the point. We represent the risk index by
three values (0, 50, 100). The risk index r defined in terms of RI and RC risks collision
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by a set of intuitive relationships shown in Table 1. For example, the element (3, 3) of
Table interpreted as if Rl is weak and RC is low, then r index is SAFE (r = 0).
Naturally, we define that the neighboring point with a minimum of risk is the point that
has a risk index SAFE (r = 0). Risk indexes for breakpoint neighbors derived using the
risk index rules.

Table 1. Risk index rules.

RC | 100{50 |0
RI |
100 | 100 | 100 | 100
50{100| 50| 50
0100 50| O

The multi-valued nature of the proposed risk index representation provide robust-
ness and significant tolerance to the large amount of uncertainty and inaccuracy
inherent in one-point obstacle sensor detection. This robustness is because the output
system based on rules and a function of input variables values.

Re-planning Rules. The re-planning PC behavior tend to choose the closest direction
towards the goal, thus the robot deny all unnecessary rotations. The re-planning
behavior steps described by Fig. 3.
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Fig. 3. The path re-planning steps. (a) Neighbors points identification, (b) weigh up the risk
index and the cost function for each neighbor, ((c) determination of the new plan with minimum
risk and cost.

The PC behavior cost function defined as F (n) = G (n) + CHC (n) + IPO (n) +
IPT (n) + r (n), where:
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G (n): the cost of travel. H (n): the heuristic cost of path.
IPO (n): Intensity of obstacle point. IPT (n): Intensity of trajectory point.
R (n): Risk index

Important note: a rotation to a neighboring point is not engaged when all the points
have the same dangerous risk indices (r = 100). The re-planning rule does not force the
robot to arbitrarily choose between points, but maintain the steering angle at zero at this
point. The final selection will made using the algorithm presented below.

The proposed re-planning rules may work well in most situations to offer recom-
mendations. On the other hand, when the robot get in an extreme situation (for
example, all neighbor points had the same index risk with high iteration), the re-
planning rules can’t judge the point to re-plan. Despite of the high collision risk, under
some extreme situation the robot may choose a point that has a high iteration risk but
present a minimal value comparing the other neighborhood points.

The idea of re-planning algorithm is that if the recommended point does not have a
SAFE risk index (r = 0), the collision and iteration risk of all neighboring points are
compared again (by threshold comparison) to recommend a direction that has a safe
collision risk and a minimum iteration risk. The thresholds for the R/ and RC are
respectively o/ and f1. Both the re-planning rules and the algorithm made a complete
framework for getting the re-plane point of the PC behavior. Therefore, the turn angle
recommended by the PC behavior can prevent the robot from iterating its previous
trajectory as little as possible, so the robot chooses to explore a new point as a way to
escape the local hazard.

2.2 The Obstacle Avoidance Behavior

The Obstacle Avoidance (EO) behavior is a sensor-based behavior that keeps the robot
safe without risk of collision with obstacles. It activated if an obstacle come closer.

For this behavior, we are interested in the robot translation velocity; the speed rules
for EO behavior are simple. When the robot approaches an obstacle in the direction of
movement, the behavior decreases the speed once the distance is less than the threshold
Al. When the distance to the obstacle is less than the threshold A2 the robot stops
completely, and waits for a change in direction to avoid the obstacle.

2.3 The Overall Behavior

The global online planning behavior based on two behaviors, the EO behavior (ob-
stacle avoidance) which secure from obstacles by controlling the translation velocity,
the PC behavior (re-planning of path) which re-plan the path at each breakpoint by
proposing another path which will passed throw by a neighbor point present minimum
of risk. The global behavior algorithm recommends the determination of the velocity
and rotation angle.
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Algorithm : (the global behavoir)
Input: (x1, y1) = goal coordinates, (x0, y0) = robot currant coordinates;
cp0 = robot current angle;
Di(i=0,1, ..,5) =sonar read (6 rotation angles).
Output: (v, Y, 6) = velocity and rotation angle.
BEGIN:
Step 1.0. Update sensory data, including (x0, y0), (d0, d1, d2, d3, d4, d5),;
Step 1.1. Update the MDG and TMD matrix using the re-plan algorithm;
Step 1.2. If the distance between the robot's current postion (x0, y0) and the goal (x1,
yl) is below the predefined threshold (distance tolerance), THEN the objective
reached and the robot stopped, otherwise go to step 1.3;
Step 1.3 : if the robot stopped go to step 1.4, otherwise keep the current path and go
to step 2
Step 1.4. Update RI and RC values for all neighbor point;
Step 1.5. Update CD and CHC values for all neighbor point;
Step 1.6. Update IPO and IPT values ;
Step 1.7. Calculate the risk index of the neighbor points using the rules of table 1;
Step 1.8. Calculate the passage cost for the neighbor points, and classify the points
according to the cost.
Step 1.9. Calculate the rotation angle Yi, 0i to the neighbor point and goal respective-
ly, recommended by the PC behavior using the re-planning rules;
Step 1.10 plot the path re-planned by the neighbor point Pi.
Step 2. Compute the translation velocity v recommended by the EO behavior
Step 3. Execute motor control commands (v, Y, 6).
End Algorithm

3 Performance Analysis

3.1 Convergence Analysis

At each breakpoint, the risk index rules choose the neighbor point present a lower risk
of collision RC and iteration risk RI (safe point). The PC behavior re-planning rules
ensure the recommendation to a point with a safe risk index and a lower cost function
value if such a point exist. If not, when no point with a safe risk index exist, the re-
planning algorithm solve the situation by ensuring that the choosing re-plan point has a
safe RC (below the f1 threshold), or a strong RC and a minimum RI by applying a
threshold comparison.

Therefore, if a path needed for a navigation task in an unknown environment, the
method will guarantee the global convergence at the given goal location. Thus the path
planning task always contain collision and iteration risk, whereas the method guar-
antees that the choosing point to re-plan has minimum risk in order to escape potential
local minima and achieved overall navigation by coordinating two behaviors (EO, PC).
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In the case of dynamic environment (i.e. the existence of mobile objects), the
navigation method could guarantee the global convergence. Because our mapping
behavior could detect the environment changes in real time and update the grid map
accordingly. Based on the continuously updated map, the use of PC behavior allows
choosing the safest direction to escape obstacles. At the same time, the £O behavior
maintains robot safety and avoid collision with possible fixed or dynamic obstacles.

3.2 Complexity Analysis

A) Space complexity:
Our re-planification system require a fixed memory space to save the grid map if
the goal location is determined. Importantly, this space requirement does not
change with the navigation time or the complexity of the environment. The map
should cover the physical areas that include the beginning, purpose, and the path.
When the cell size of the card is determined, the size of the entire grid card is
determined. Suppose that the length of the cell size is A, so that an M x N grid
map covers a physical space whose area M x A X N x A. For example, if
A = 0.1 m (for our robotic system), a 100 x 100 grid map can cover a real space
whose area is (100 x 0.1) x (100 x 0.1) = 100 m>.

B) Time complexity
The time complexity is fixed and effective. As discussed in space complexity
section, the decision is determined based on a small range of map information and
sensory data. As a result, feature calculations (iteration risk, etc.) involve very few
addition operations. In addition, the navigation algorithm based on fast and effi-
cient calculation rules. Other calculations such as the cost function require simple
operations and threshold comparisons for the re-planning algorithm.

4 Experimental Results

To expose the final control output provided by the different behaviors, we had used a
visualization of each behavior data. Each behavior produces an output. The path
indicated by serial rectangles. The program draws update the map every 0.5 s.

4.1 Performance Analysis for a Long Wall Environments

The purpose of this experiment is to analyze the decision-making process. The robot
has to move from the beginning point S to the goal 7. While the robot flowing the path
with normal velocity (maximum), the PMO and PMT values updated in the grid map,
so the IPO and IPT values are low. The EO behavior recommends maximum speed
while the obstacle ahead still far. Therefore, the PC behavior recommends the direction
towards the goal (Fig. 4 (1)) once the path blocks by an obstacle the robot decreases its
speed, the number of memory points increases and the /PO or IPT becomes medium or
large. Therefore, the PC behavior is activated ((2) (3) (4) (5) (6) Fig. 4); When the
distance to the obstacle becomes lower than the threshold /2, the EO behavior stops the
robot to re-plan the path ((2) (3) (5) Fig. 4).
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Fig. 4. Navigation results for a long wall environment.

4.2 Complex Environments Performance

We had also tested our online re-planning method in unknown complex environments.
(Figure 5(a), (b), (c)) show the results for, respectively, circular, unstructured and
congested, and labyrinthine environments. Each time the method of navigation, find the
path to the goal.

' \ n Ej

T
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Fig. 5. (A) circle-shape environment. (B) Labyrinth environment. (C) Very complex
environment.

5 Conclusion

The present paper introduce a new behavior-based navigation method based on online
re-planning. The method addresses the problem of goal-oriented navigation in initially
unknown indoor environments. This method experimentally demonstrated by simula-
tion a global convergence to the goal location even in the case of long wall, a large
concave, recursive U-shaped, unstructured, congested and labyrinth environments. One
of the future works is to develop a motion planning system to test the practical navi-
gation approach on a real robot, and to improve and formulate the method as well to
theoretically prove global convergence.
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The proposed navigation method is not suitable for outdoor navigation, because of

accumulated odometer localization system errors corrected, which are acceptable for an
area of 100 m?. The method is currently particularly suitable for short navigation
applications between crossing points in complex environments. The supervised
robotics falls into this type of application where the human operator can give a number
of sub-goals to allow the remote robot to explore unknown environments.
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