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Preface

This Commemorative volume is a collection of papers contributed by colleagues
and disciples in tribute to eminent scientist, Dr. Wim van Horssen on the occasion
of his 60th birthday. The researches of Dr. Van Horssen cover various fields of
applied mechanics, in particular, ordinary and partial differential equations, differ-
ence equations, delay equations, asymptotic theory, theory of dynamical systems
and bifurcation theory. Working at Delft University of Technology (The
Netherlands), he brought up many pupils and created well known and highly
branched scientific school that made a significant contribution to the aforemen-
tioned fields of science.

This book contains articles by well-known scientists who actively work in the
fields where Dr. Van Horssen was very active over 35 years. Geographically, this
volume covers researches from Belarus, P.R. China, Germany, Indonesia, The
Netherlands, Russia, Serbia, Ukraine, UK and USA. It includes 16 articles

We believe that this Commemorative volume will be of great interest to
researchers and practitioners in the fields of applied and pure mathematics.

St. Petersburg, Russia Andrei K. Abramian
Köln, Germany Igor V. Andrianov
Minsk, Belarus Valery A. Gaiko
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Localized Waves in a Damaged Film
Foundation Subjected to Periodic
Impacts

Andrei K. Abramian and Sergei A. Vakulenko

Abstract Asymptotic solutions for two cases of the problem on finite numbers of
impacts on a membrane are obtained: 1. the case of a small damage function values
of the membrane elastic foundation, and 2. the case of significant damage function
values of its elastic foundation. A condition of resonance initiation in the membrane
with a small damage function was obtained. A possibility that a localized wave is
a determining factor of the delaminating process was revealed. At the final stage
of the damage growth, when it reaches the critical value, no localized mode and
resonance are observed in the membrane, but only traveling waves. A solution of the
problem of initiation and propagation of localized waves through the damaged area
in the membrane was obtained. The form of the wave amplitude solution indicates
that amplitude exponential reduction depends on the difference between the value
of elastic foundation coefficient in a moment when the wave gets into the damaged
area and the initial coefficient value.

Keywords Film delamination · Damage function · Wave localization ·
Membrane · Elastic foundation

1.1 Introduction

There have been a lot of researches into a possible waves and energy localization
in elastic bodies with heterogeneity and inclusions in the field of deformable body
mechanics in the last 30 years. Main results were obtained in [1, 2]. Those studies
considered forced oscillations and found a series of resonances in the infinite zone.
The proof of resonance frequency existence behind the first boundary frequency was
given in [2]. It is precisely those studies that impelled the authors of this article
to research possibilities of initiation of localized waves and wave localization in
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elastic structures with non-homogeneous mass-elastic parameters and inclusions.
In particular, works [3–5] studied localized waves initiation on a foundation—film
boundary for the case of damaged material zones in the foundation adhesion layer
resulted from abrupt vibration loads and a single impact. Those works revealed that
even small varying forces can result in frequency localization in the vicinity of the
damaged material zones and be accompanied by the adhesion layer damage growth,
which leads to the partial film delaminating. A thin-film coating interlinked with a
main structure through a thin intermediate adhesive layer is used inmodern structures
as protective or reinforcing elements. In the deformation process of such a multi-
layer structure significant stresses resulting in the coating damage or delamination
can occur on the foundation-coating boundary due to the difference in their physical-
mechanical properties. A vast bibliography on problems of delamination in multi-
layer structures subjected to static and dynamic loads is known. The in-depth review
of the problem can be found in [6, 7]. Static and vibration loads effect on damage
initiation and growth in an adhesive layer of a multi-layer structure are studied
rather thoroughly, but similar processes caused by non-stationary loading have been
studied less. Nevertheless, they are interesting because the small amplitude shock
impacts can lead to oscillation localizations in the vicinity of heterogeneities and
be accompanied by the growth of the adhesive layer damage,which leads to partial
delamination of the film. The present article studies two aspects that have not been
studied before. The first aspect is a possibility to initiate a membrane resonance on
a damaged foundation by a finite number of impacts at an arbitrary velocity of the
damage growth (in works [3–5] the velocity had some contingencies). The second
aspect is an assessment of amplitude of localized wave passing through the zone in
which the elastic foundation has damage function value more than 0.

1.2 Statement of Problem

A statement of the problem of a dynamic of a film-membrane with a zero dam-
age function zone that is subjected to periodical impacts is the following. Taking
into account the fact that a thickness of the film is much less than a characteristic
dimensions of the foundation, the first approximation is to replace the film fixed to
the foundation to the film on an elastic foundation. A case when the problem can
be reduced to a model of an infinite length and finite width membrane on an elastic
foundation with a coefficient depending on its adhesive layer is considered. The elas-
tic foundation substitutes the substrate and the main material effect on the film. The
membrane elastic foundation coefficient is equal to the total rigidity of sequential
rigid springs of adhesive layer and the main material. The dynamic equation of the
membrane subjected to periodic impacts has the form:

γΔu − K (n)u − ρ0utt = Q(t, x, y), x ∈ Ω, t > 0 (1.1)
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Q(x, y, t, ε) = δε(x − x0)δε(y − y0)
M∑

j=0

δ(t − jΔt), (x, y) ∈ Ω, t > 0.

(1.2)
In the Eq. (1.1) u = u(x, y, t) is a membrane displacement (spatial variables x, y

are in the Ω area, and width zone h: Ω = (−∞,∞) × [0, h], x0, y0-force point), t
is time, M is a number of impacts, δε is a smoothed delta function, δ is the Dirac
delta function, Q is an external force, γ is a membrane uniform tension force, ρ0 is
a membrane material density, Δt is a time between two subsequent impacts, K (n) is
an elastic foundation rigidity depending on adhesive layer damage function n, initial
rigidity of the layer G0, and the main material rigidity k0. The K value is found from
the relation:

K = μ(n)G(n), μ(n) = k0
k0 + G(n)

here k0 > 0 is a constant,

G(n) = G0(1 − n), 0 ≤ n ≤ 1,

G(n) = 0, n > 1.

The kinetic equation for the damage function has the form:

∂n

∂t
= βH(μ(n)|u| − Δ)(1 − n), (1.3)

where Δ is a critical deformation value when the damage function starts growing,
β is a velocity of the damage function growth (β,Δ > 0), and H is the Heaviside
function, δε is a smooth delta function:

δε(x) = ε−1(2π)−1/2 exp(− x2

2ε2
). (1.4)

The boundary and initial conditions are the following:

u(x, y, t) → 0 (|x | → ∞) (1.5)

u(x, y, 0) = 0, ut (x, y, 0) = 0, (x, y) ∈ Ω (1.6)

u(x, 0, t) = u(x, h, t) = 0, ∀x ∈ (−∞,+∞), t > 0 (1.7)

n(x, y, 0) = n0(x, y), (x, y) ∈ Ω. (1.8)

It is assumed that full destruction of the adhesive layer material resulting in delam-
ination of some film area occurs in those x points and in that t moment when the
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damage function n reaches some critical value n∗. That critical value can be deter-
mined with the help of incubation time criterion proposed for a material dynamic
loading [8].

1.3 Periodical Impacts and Resonance Caused by Them

1.3.1 Resonance Conditions

It is considered a case when a membrane on an elastic foundation with a damage
function zone is subjected to external forces in the form of finite number of periodical
localized impacts. The problem in this case is described by Eqs. (1.1–1.8) and their
solutions depend on ε parameter characterizing localization of the load applied and
the number of impacts M . Let us find a particular solution of equation (1.1) for which
the resonance can occur. A limiting case when ε → 0 and M >> 1 is considered.
The Fourier transformation is used for finding solution of this initial value problem:

u(x, y, t, ε) = 2π−1/2
∫ ∞

−∞
exp(iωt)û(x, y, ω, ε)dω,

Q(x, t) = 2π−1/2
∫ ∞

−∞
exp(iωt)Q̂(x, y, ω)dω, i = √−1.

The Fourier coefficients Q̂(x, y, ω) are found and they have the form:

Q̂(x, y, ω) = δε(x − x0)δε(y − y0)2π
−1/2 Ŝ(ω),

Ŝ(ω) = 2π−1/2
M∑

j=0

exp(−i jωΔt).

It should be noted that for large M values Q̂(x, y, ω) has the M order only if Δtω ≈
2m0π , wherem0 is a positive integer number. If|Δtω − 2m0π | >> M−1, then Ŝ(ω)

is limited for large M :

M∑

j=0

exp(−i jΔtω) = 1 − exp(−(M + 1)iωΔt)

1 − exp(iωΔt)
= O(1),

and it is larger if |ωΔt − 2m0π | = 0 for some integer m0. Then

M∑

j=0

exp(− j iωΔt) = M.
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It follows that the resonance condition is met for ω close to ω(m0) = 2m0π(Δt)−1.
For û(x, y, ω, ε) the following equation is obtained

γΔû(x, y, ω, ε) − K (n)û(x, y, ω, ε) + ρ0ω
2û(x, y, ω, ε) = Fε(x, y), (1.9)

where
Fε(x, y) = δε(x − x0)δε(y − y0)

√
2π

−1/2
Ŝ(ω).

The left part of Eq. (1.9) is a Schrödinger operator that has a localized eigenfunctions
� j (x, y) with E j eigenvalues, and non-localized eigenfunctions �(x, y, k) corre-
sponding to eigenvalues E(k), where k is a wave number. The localized functions
have square integrability, i.e they are in the space L2(Ω), and are corresponding to
the discrete spectrum, while non-localized functions do not get in that L2(Ω) space
and correspond to the continuous spectrum. The Schrödinger general theorems leads
to an interesting corollary: if a damage continuous function n is positive at least in
some points of the zone, then the localized eigenfunctions always exit. To obtain an
analytical solution, the case when n depends only on x is considered in what fol-
lows. When such a solution for the two-dimensional case is obtained, an assessment
of the qualitative membrane behavior is proposed. When n depends only on x , the
separation of variables can be used and Eq. (1.9) is considerably simplified.

1.3.1.1 Asymptotic Describing Resonance

Let us consider the following cases: (a) the initial stage of the damage process, the
damage function n is small; (b) the final stage, the damage function n ≈ 1. At first,
the one-dimensional case ( the initial damage function n0 and all initial data φi for the
displacement depend only on x) is considered. Let us remind some results relating
to the Schrödinger operator on the axis (−∞,+∞) with a shallow potential well.
Such an operator appears after the aforementioned variable separation and has the
form:

H� = (−Δ + ρ�(x))�

in R1, where �(x) is a smooth function rapidly diminishing at |x | → ∞. Then, at
the conditions

I� =
∫ +∞

−∞
�(x)dx < 0. (1.10)

For rather small ρ > 0 only one eigenfunction �1(x) exists , and it corresponds to
eigenvalue E1(ρ), dependent on

E1 = −η2, η = ρ I�
2

. (1.11)
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There are no eigenvalues for the case when I� > 0. For �1 following asymptotic
exists:

�1 = η3/2
∫ +∞

−∞
exp(i px)a(p)(p2 + η2)dp, a(p) = �̃(p)

�̃(0)
, (1.12)

where

�̃(p) = (2π)−1/2
∫ +∞

−∞
�(x) exp(−i px)dx

is the Fourier potential form �.
Let us study the obtained results for the following cases. When n << 1, the

K (n) expression has the form a20 − b0n + O(n2), where a20 = k0G0/(k0 + G0) b0 =
k0/(k0 + G0) > 0. For this case we get a Schrödinger operator for shallow potential
well. Condition (1.10) is met and the only localized mode exists. The corresponding
to it E1 energy allows the following assessment E1 = −a20 + O(n). For n << 1 the
resonance condition has the form

k0G0/(k0 + G0) + O(||n||) = ρ0(ω(m0))
2 (1.13)

for somem0 integer values. To obtain this condition in a concrete form, let us consider
a case when potential� has a form of a well of rectangular shape. Introduce detuning
parameter κ

κ2 = γ −1(a2 − ρ0(ω(m0))
2), a2 = k0G0/(k0 + G0). (1.14)

Consider the resonance effectmore detailed. Assume that n << 1, then the following
asymptotic form can be used

K (n) = a2 − k0G0

(k0 + G0)2
n(x) + O(n2).

For potential �(x) with a rectangular well

�(x) = −Ē, |x | < l, � = 0, |x | > l. (1.15)

The equation (1.9) for a one-dimensional case has the form

û(x, ω)xx − k̄0û(x, ω) − �(x)û(x, ω) = γ −1δε(x − x0)
√
2π

−1/2
Ŝ(ω). (1.16)

Here k̄0 = K (n)

γ
. In compliance with the aforementioned a Schrödinger operator fea-

tures, the localized function exists if

Ē − κ2 = β2 > 0, κ > 0.
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Assume that all these conditions are met. In the case when condition (1.15) is
fulfilled and ε → 0, the solution of equation (1.16) can be found. Solution U =
limε→0 û(x, ω, ε) has the following form for the case when x < x0 ( it is assumed
that |x0| < l, i.e. the external force is applied to themembrane in the damaged region,
where l is half of the damage function zone length):

U = C−(
κ

β
sin(β(x + l)) + κ cos(β(x + l)), x ∈ (−l, x0), (1.17)

U = C− exp(κ(x + l)), x < −l, (1.18)

and for x < x0 one has

U = C+(− κ

β
sin(β(x − l)) + cos(β(x − l)), x ∈ (x0, l), (1.19)

U = C+ exp(−κ(x − l)), x > l. (1.20)

Let x0 = 0. Then constants C± can be found from the following equation:

C+ = C− = 1

2(κ sin(βl) − β cos(βl))
. (1.21)

Thus, the resonance condition has a form:

κ sin(βl) − β cos(βl) = 0. (1.22)

The left part of this equation is the eigenvalue E1 of the corresponding Schrödinger
operator. This condition does not depend on x0, but U solution depends on x0. It is
obvious that the general resonance condition has the form:

k0G0/(k0 + G0) + E j = ρω(m0)
2 j = 1, . . . (1.23)

where E j—is the eigenfunction of the corresponding Schrödinger operator. The
accurate expression for E j can be obtained only for some cases. Thus, using asymp-
totic form (1.11), for small damage function values n0(x) it can be obtained.

E1 = k0G0

(k0 + G0)2

∫ +l

−l
n0(x)dx . (1.24)

For the two-dimensional case eigenvalues are presented in the form:
� = cos(mπy/h)�̂m(x, ω). Respectively, the discrete spectrum is obtained in the
form E j,m = E j + m2π2/h2, wherem—is any positive integer number and E j is an
eigen energy obtained above. Now, we have infinite number of localized modes with
energies exceeding the energies in the one-dimensional case. They are the greater,
the narrower the zone is. When the zone width tends to zero (h → 0), those energies
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tend to infinity. Therefore, we do not have a formal membrane-spring passage to the
limit (it results from the condition of themembrane fixation on the edges of the zone).
The most important mechanical corollary of the above mathematical reasoning is as
follows. Localized modes contribute a lot into a membrane reaction effect on an
impact if the resonance condition is fulfilled. To understand that fact, let us con-
sider equation (1.9) and expand its solution in eigenfunctions in [−L , L] × [−h, h],
domain , where L—is the strip length and L >> 1.

Then, the eigenfunction contribution to the solution is in proportion to
S(ω)� j (x0, y0) value for the localized functions and S(ω)�k(x0, y0), where k is
the wave vector for the non-localized functions. i.e. is proportional to the function
amplitudes in an impact point. The sum contribution of the none-localized functions
is in proportion to k integral that can be regularized as an principal value integral
even if it contains singularity relating to the resonance. A significant resonance effect
occurs at localized modes. Their amplitudes are in proportion to h−1/2. Therefore,
the narrower the zone, the stronger the resonance effect is (in case it exists). On the
other hand, since the oscillation frequencies are of large values for narrow zones,
the impact frequency should be of large values to cause the resonance. Below, in the
next section, the other difference of a wave propagation in a membrane and a string
is considered.

1.3.2 Wave Regime

The wave regime relates to a case when an external force is specified by relation (1.2)
and n ≈ 1. In this case the expression for K (n) has the form G0(1 − n) + (1 − n)2,
and the Schrödinger operator has again a small potential well. However, condition
(1.10) is not fulfilled and, therefore, a localized mode does not exist, neither does the
resonance. Thus, at the last stage of destruction the localized mode and the resonance
do not exist . Taking into account that K (n) ≈ 0, Eq. (1.1) has the form

γΔu − ρ0utt = Q(x, y, t, ε), x ∈ (−∞,+∞), t > 0. (1.25)

Expand the displacement into a Fourier series by transversal modes:

u(x, y, t) =
+∞∑

m=1

um(x, t) sin(πmy/h).

For um one has the equation

γ umxx − ρ0umtt − π2m2/h2u = Qm(x, t, ε), x ∈ (−∞,+∞), t > 0, (1.26)

where Qm—is the Fourier coefficients that can be found from
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Qm(x, t, ε) = 2h−1
∫ h

−h
Q(x, y, t, ε) sin(πmy/h)dy. (1.27)

Using expression (1.2) in the limit of ε → 0 and h → +∞ the following solution
of Eq. (1.26) can be found (for u(x, t, ε) → u(x, t) when ε → 0 ):

um = (2c)−1
M∑

j=1

(H(x − c(t − jΔ) − (H(x − c(t + jΔ))H(t − jΔt), t > 0,

(1.28)
where H is a Heaviside function . This solution is representing M traveling waves
of a constant shape that is not changed during the propagation. Such a solution
relates to the string case. At finite but small thicknesses h a solution of Eq. (1.25) is
well known and can be obtained by the Fourier method. The waves are propagating,
but their shape varies due to dispersion effects. The waves fronts are spread and
oscillations on x axis occur at large t . This effect increases for large numbers of
modes m. For small thicknesses h the waves do not practically propagate.

1.4 Propagation of Localized Wave Through a Zone with
Damaged Foundation

It was found in [3–5] that an impact on a string lying on a damaged foundation
can cause a localized wave in the damaged zone or propagating localized waves. In
case of several damaged zones a question arise on how an amplitude of a localized
propagation wave changes when the wave passes through a damaged foundation
(substrate) zone where the foundation’s rigidity differs from the rigidity outside the
zone. The localized wave varies its amplitude when it is propagating through the
damage foundation zone and the damage function distribution along the coordinate
is not uniform.An asymptotic solution is obtained that is true for any damage function
growth velocity β and for not small damage function values. Thus, this solution is
free from contingencies introduced in [3–5] works. At first, let us consider a case of
large width h, the fixation boundary conditions can be neglected at y = ±h. Then,
the displacement localized in the damage function zone can be described as:

u(x, y, t, ε) = a(x, t) exp(−ε−1S(x, t)), (1.29)

where S(x, t) ≥ 0 is a smooth function, such as S(x, t) = 0 in x = X (t)point, and
ε > 0 is a small parameter. As it is explained below, these asymptotic solutions can
describewaves propagation along x axis in themembrane. Inserting the displacement
expression into the membrane dynamic equation, one can get the following equation
for S(x, t):
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ε−2a(γ S2x − ρ0S
2
t ) + ε−1(γ (−2ax Sx − aSxx ) + ρ0(2at St + aStt )) + K (n)a + γ axx − ρ0att = 0.

(1.30)

Let us consider the terms of the equation of ε−2 order. Then, one has the following
eikonal equation:

γ S2x − ρ0S
2
t = 0. (1.31)

For the amplitude a(x, t) one has

γ (−2ax Sx − aSxx ) + ρ0(2at St + aStt ) + ε(K (n)a + γ axx − ρ0att ) = 0. (1.32)

One of the simplest solutions of Eq. (1.31) is a solution in the form S = (x−ct)2

2 .
Then, X (t) = ct . The solution expression for a(x, t) ( which is very complicated for
a general case) can be simplified. Introduce the functions

ā(t) = a(ct, t), n̄(t) = n(ct, t).

The physical interpretation of function n̄(t) is very simple. It is a damage function
on the wave front.

Function ā determines the amplitude of the wave solution. Indeed, in our case one
has assessments a(x, t) ≈ a(ct, t) = ā(t) + O(ε) and n(x, t) ≈ n(ct, t) + O(ε) =
n̄(t) + O(ε) because for |x − ct | � ε solution u is exponentially small. It is not
easy to find a(x, t) from Eq. (1.32). Therefore, we propose to use an energy balance
equation here. This equation can be obtained as follows. Multiply both parts of Eq.
(1.1) by ut and integrate both parts of the obtained expression over all x ∈ [−L , L],
where L—is the membrane length in a horizontal direction (for the infinite in this
direction zone we go to the limit L → +∞. Thus, one has

dE

dt
= D[u], (1.33)

where the functional

E[u, ut ] = 1

2

∫ L

−L
(γ u2x + ρ0u

2
t + K (n)u2)dx (1.34)

has the meaning of the system energy and the functional

D = 1

2

∫ L

−L
K ′(n(x, t))nt (x, t)u(x, t)2dx (1.35)
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determines the velocity of the energy dissipation in the system. Let us calculate a
contribution of the localized solution to the system energy. At first, two auxiliary
expressions are introduced:.

R(ε, t) ≈
∫ L

−L
exp(−2S/ε)(ε−2(γ S2x + ρ0S

2
t ) + K (n̄(t)))dx, (1.36)

M0(ε) =
∫ L

−L
exp(−2S/ε)dx .

Taking into account a smallness of ε, the asymptotic of these expressions can be
found using the Laplace method. Standard calculations give the following:

M0(ε) ≈ √
ε

∫ ∞

−∞
exp(−w2)dw.

Take into consideration (1.31) for R one has:

R(ε, t) ≈
∫ L

−L
exp(−(x − ct)2)/ε)(2εγ (x − ct)2 + K (n̄(t)))dx = R0(ε).

The last expression can be estimate by the Laplace method. In the right part of the
expression K (n̄(t) term can be left out, because the contributions of the first and
the second terms have the order of O(ε−1M0); the contribution of the third term of
the order of O(M0). Then, the expression R0(ε) can be considered as practically
independent on t and vanishing with high accuracy when ε → 0. Finally we have:

R(ε, t) ≈ R0 = ε−1/2
∫ ∞

−∞
exp(−w2)w2dw.

Using the introduced energy functions (1.35), one has the asymptotic

E[u, ut ] ≈ R0
ā2(t)

2
. (1.37)

For dissipative functional D the asymptotic expression has the form:

D[u] ≈ M0

2
ā2(t)

dK

dn
(n̄(t))n̄t . (1.38)

Assume that a force applied to the system and its impulse is enough to start the
destruction process in a point where x = ct , then , using expressions (1.38), (1.37)
and (1.33) obtained above one has the following equation for the localized amplitude
solution ā:

dā

dt
= dK (n̄(t))

dt
ā. (1.39)
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Thus, the localized solution amplitude varies in relation to the following formula:

ā(t) = Θ(t)ā(0), Θ(t) = exp(K (n̄(t)) − K (n̄(0)). (1.40)

Since n̄(t) = n(ct, t), it is seem that two effects determine the amplitude variation:
the wave propagation and the local growth of the damage function. The second effect
always reduces the amplitude. The first effect can either increases or decreases it.
Let us describe modifications that should be introduced into the solution when two-
dimensionality of the problem and the boundary conditions along y are taking into
account. For this purpose, again the Fourier method is applied and the solution has
the form

u(x, y, t, ε) =
∞∑

m=1

um(x, t) sin(πmy/h)am(x, t) exp(−ε−1S(x, t)), (1.41)

where
um = am(x, t) exp(−ε−1Sm(x, t)).

For coefficients am, Sm we have an equation similar to the one obtained above.
However, it is not necessary to consider it again. It is easy to notice that for um
we have the same equations as for the one-dimensional case, but instead of K we
have Km(n) = K (n) + π2m2/h2. Therefore, we have the same expression (1.40) as
the above one. It should be noted that a wave propagating in a string may not be
propagating in a membrane. This is evident from the fact that in the two-dimensional
case a cut-off frequency increases due to growth of the elastic foundation coefficient
Km(n).

1.5 Conclusion

Thus, we have obtained the following results: 1. Asymptotic solutions of the problem
on a finite number of periodical impacts on a membrane with a damage function for
two cases relating to small and large damage function of the elastic foundation are
obtained. A condition of the membrane resonance initiation in the case of small
damage functions was found. The obtained results allow us to assume that the initial
stage of the damage growth is dangerous for the system because the membrane
oscillation amplitude can grow and, therefore, the membrane delamination from the
elastic foundation is possible. Thus, a localized wave can be a determinative factor
of the delamination process. It is shown that at the final stage of the damage function
growth (when its value is close to the critical) the localized mode and the resonance
do not exist in a membrane on an elastic foundation; only traveling waves exist
there. The main difference from the string case studied before is that those wave are
dispersible and their shape varies in time and their front spread in the membrane



Localized Waves in a Damaged Film Foundation Subjected to Periodic Impacts 13

case. 2. The obtained solution of a localized wave propagating through an elastic
foundation zone shows that exponential reduction of the localized wave amplitude
depends on the difference between elastic foundation coefficients at the moment
when the wave has passed the damage zone and the coefficients at the initial moment
of time.
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Mathematical Models in Pure
and Applied Mathematics

Igor V. Andrianov

It is better to do the right problem the wrong way than the wrong
problem the right way.

Attributed to R. W. Hamming [32, p. 435]

Abstract The concepts of the mathematical model in pure and applied mathematics
are analyzed, as well as the concepts of rigor proof and degree of confidence. The
role of asymptotic estimations as basis for mathematical modeling is analyzed.

2.1 Introduction

August 1999, Equadiff conference at Freie Universität Berlin. A tall man in shorts
comes up to me (it was very hot in Berlin!) and says: “You have a report tomorrow.
Everything that you will tell is incorrect.” Naturally, I was delighted: a man read my
abstract, became interested, there is someone to talk to! Immediately Wim (it was
him!) invited me to come to TU Delft to discuss issues that were interesting to both
of us. Over the years, I was a Ph.D. committee member for 12 of Wim’s doctoral
students, I have repeatedly enjoyed the hospitality of the Delft Institute of Applied
Mathematics, and I havewritten several paperswithWim. In addition tomathematical
problems, we often discussed the relationship between Pure Mathematics (PM) and
Applied Mathematics (AM). Of course, we did not come to a single opinion, and
there is no single point of view on this subject at all.
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Below ismy subjective point of view, formed as a result ofmany years of activity in
the field ofAM, reading a huge number of papers and books, listening to presentations
at conferences, often unimaginably boring, and, most importantly, as a result of many
discussions with smart people.

2.2 Pure and Applied Mathematics—Definitions

Let us leave aside the well-known maxim: “Pure mathematicians solve only those
problems that can be mathematically rigorously solved, and applied mathematicians
solve the necessary problems, but without mathematical justification of the obtained
results”. Pure mathematicians, to be honest, often relate to the work of applied math-
ematicians in a snobbish way. Applied mathematicians often doubt the value of the
solutions of practical problems that have been obtained by pure mathematicians
(I recall last sentence of the well-known anecdote concerning riding in a hot air
balloon: “... his answer was 100% correct and it was totally useless”).

PM and AM are not antagonistically disconnected, of course. Poincaré [33] once
said: “I hope I have said enough to show that pure analysis and mathematical physics
may be reciprocally helpful without either entailing sacrifice upon the other, and that
each should rejoice in whatever exalts its associate”.

However, there are fundamental differences, and they are the subject of this article.
First, let’s look at the definitions of PM and AM in Wikipedia [41, 43]: “Pure

mathematics is the study of mathematical concepts independently of any application
outside mathematics. These concepts may originate in real-world concerns, and the
results obtained may later turn out to be useful for practical applications (marked
by I.A.), but pure mathematicians are not primarily motivated by such applications.
Instead, the appeal is attributed to the intellectual challenge and aesthetic beauty of
working out the logical consequences of basic principles”.

“Applied mathematics is the application of mathematical methods by differ-
ent fields such as science, engineering, business, computer science, and industry.
Thus, applied mathematics is a combination of mathematical science and special-
ized knowledge” (marked by I.A.). In other words, for the solution of quite specific
problems quite specific knowledge is needed.

Arnol’d wrote in the chapter “An apologia for Applied Mathematics” of his paper
[3]: “The difference between pure and applied mathematics is not scientific but only
social. A pure mathematician is paid for uncovering new mathematical facts. An
applied mathematician is paid for the solution of quite specific problems”.

However, all these definitions do not mark an important fact: applying the PM
results to the real world is possible only through an intermediate stage—the con-
struction of a mathematical model (MM). To construct and to analyze of MM, a
combination of mathematical and specialized knowledge is needed. This is the key
difference between applied and pure mathematicians.
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2.3 Poincaré, Lyapunov and Lord Rayleigh

It is interesting to recall a discussion between Poincaré and Lyapunov regarding
figures of equilibrium for rotating, gravitating liquids [24]. Poincaré, who obtained
his results using not so rigorous reasoning and often by simple analogy, wrote [34],
“It is possible to make many objections, but the same rigor as in pure analysis is
not demanded in mechanics”. Lyapunov had entirely different position [23]: “It is
impermissible to use doubtful reasonings when solving a problem in mechanics or
physics (it is the same) if it is formulated quite definitely as a mathematical one
(marked by I.A.). In that case, it becomes a problem of pure analysis and must be
treated as such”.

Thus, the discussion of Poincaré and Lyapunov comes down to a discussion of
the level of rigor of the mathematical methods used for some particular problem and
does not concern mathematical modeling itself.

Lord Rayleigh discussed the problem of the PM and AM approaches as follows
[36]: “In the mathematical investigations I have usually employed such methods as
present themselves naturally to a physicist. The pure mathematician will complain,
and (it must be confessed) sometimes with justice, of deficient rigor. But to this
question there are two sides. For, however important itmay be tomaintain a uniformly
high standard in pure mathematics, the physicist may occasionally do well to rest
content with arguments which are fairly satisfactory and conclusive from his point of
view. To hismind, exercised in a different order of ideas, themore severe procedure of
the pure mathematician may appear not more but less demonstrative. And further, in
many cases of difficulty to insist upon the highest standard would mean the exclusion
of the subject altogether in view of the space that would be required” (marked by
I.A.).

In other words, Rayleigh assumed that AM and PM have areas of intersection,
but each of these sciences has its own specific features.

2.4 Mathematical Model—Definitions

Let’s turn to Wikipedia again [42]: “A model is a system, the study of which serves
as a means to obtain information about another system. A model is an abstract repre-
sentation of reality in some form (for example, in mathematical, physical, symbolic,
graphic or descriptive) (I’d like to add ‘algorithmic’—I.A.), designed to represent
certain aspects of this reality and to get answers to the questions being studied’
(translated from Russian by I.A.).

In amore lapidary form [5, p. 128]: “Object A is amodel of object B (here the term
“object” is understood in the broadest sense: any situation, phenomenon, process,
etc.), if A is selected to imitate B with respect to a certain system of characteristics”
(translated from Russian by I.A.). In other words, with the help of a MMwe go from
the real world into the world of AM, usingmathematical concepts and language, after
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which we return to the real objects. Naturally, this is naive point of view. I did not
plan to solve “the great problem of the relations between the empirical word and the
mathematical word” [8]. But even Bourbaki mentioned [8]: “That there is an intimate
connection between experimental phenomena and mathematical structures, seems
to be fully confirmed in the most unexpected manner by the recent discoveries of
contemporary physics”. However, one further reads: “Butwe are completely ignorant
as to the underlying reasons for this fact (supposing that one could indeed attribute
a meaning to this words) and we shall perhaps always remain ignorant of them” [8].
Let us leave the explanation of this mysticism to philosophers.

“When studying science, the examples are more useful than the rules” (attributed
to Newton). Follow the advice of a great scientist and consider a few examples from
different areas of AM.

2.5 Simple Example

Transverse vibrations of stretched strings—a problem that can be found in any math-
ematical textbook devoted to Mathematical Physics, PDE, or physical textbooks
devoted to Theory of Oscillations. However, the notion of “string” itself is inter-
preted differently in PM and AM. In PM the term “string” refers to an object that
supports tension in its axial direction, but which does not resist bending. This is an
axiomatic definition of an ideal mathematical object for which bending stiffness is
exactly equals zero:

E I = 0,

where E is the Young’s modulus and I is the static moment of the transversal string
cross section.

In this case the governing initial boundary value problem is:

Tuxx = ρFutt , (2.1a)

u = 0 at x = 0, L , (2.1b)

u = f1(x), ut = f2(x) at t = 0, (2.1c)

where u is the displacement in a direction perpendicular to the x axis, T is the
force of tension of the string, ρ is the density, F is the area of the transversal string
cross section, L is the length of the string, t is the time, and x stands for the spatial
coordinate.

The solution of the initial-boundary value problem (2.1a)–(2.1c) is:

u =
∞∑

j=1

sin
jπx

L

(
C1 j cosω j t + C2 j sinω j t

)
, ω j =

√
T

ρF

jπ

L
, (2.2)
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where ω j is the frequency of the vibration and Ci j , i = 1, 2 are constants that are
determined after the expansion of the right-hand sides of the initial conditions (ICs)
(2.1c) into the Fourier series.

In textbooks on the Theory of Oscillations one reads different definition: a string
is a thin, tightly stretched elastic thread. In addition tension is supposed so large that
bending resistance can be neglected. This is an asymptotic definition, in this case
ε = E I/(T L2) � 1, and we are dealing with an asymptotic model.

The equation of the free oscillations of a string that takes the bending stiffness
into account is:

− E Iuxxxx + Tuxx = ρFutt . (2.3)

The ICs have the form (2.1c), and the BCs can be defined, e.g., as follows:

u = uxx = 0 at x = 0, L . (2.4)

Equation (2.1a) can be treated as string approximation for the more exact model
(2.3). The small parameter here is ε.

The solution to the initial-boundary value problem (2.1c), (2.3), (2.4) for

j � j∗, j∗ = 1

επ2
(2.5)

can be approximately (with accuracy up to ε) written as follows:

u =
j∗∑

j=1

sin
jπx

L

(
C1 j cosω j t + C2 j sinω j t

)
. (2.6)

The restriction (2.5) for the solution can be rewritten as an asymptotic restriction for
the governing problem:

0 ≤ α ≤ 2, Lux ≈ ε−αu. (2.7)

For j ≈ j∗ Eq. (2.3) should be used, for j � j∗ one can simplify it:

− E Iuxxxx = ρFutt . (2.8)

Equation (2.8) can be used for j∗ � j � ( j∗)2, then equations of the 3Delasticity
theory are needed, etc.

The results of the analysis of the described toy problem can be formulated as
follows:

1. The MM of string oscillations is not only the problem (2.1a)–(2.1c), but also the
problem (2.1a)–(2.1c) and the restriction (2.5) (or (2.7)), if we deal with low part
of spectrum.
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2. Corresponding restrictions can appear not only a priori, but also a posteriori, in
the process of solving the problem.

3. One can’t say that PM ismore accurate thanAM—they dealwith different objects:
PM—with axiomatically defined, AM—with asymptotically defined. PM objects
are exactly defined, AM objects are fuzzy.

4. It makes sense to emphasize what objects we are dealing with in each specific
problem.

2.6 Problem of Truncation

Variational approaches (Bubnov-Galerkin, Kantorovich, Trefftz, etc.) are widely
used for solution of PDE or ODE. As a result, the original problem is reduced to the
infinite systems of coupled ODEs or algebraic equations.

Further, as a rule, a truncation procedure is used.Usually the first few equations are
used, and the accuracy estimate is based on the Runge rule of the errors estimating,
i.e., if the solutions of the systems of N , 2N , 3N equations are close to each other’s
according to some norm, then the truncation is incorrect.

However, Wim, a faithful follower of the Lyapunov line, strongly rejects such
a logic and insists: if the infinite ODE system is obtained, the possibility of its
truncation must be rigorously proved. Moreover, in many of his papers, e.g., in [37],
it was shown that the truncation procedure for infinite systems of ODEs is incorrect.

However, let’s look at the untruncated infinite system from the asymptotic stand-
point. Suppose that as a result of the asymptotic procedure based on small parameter
δ an ODE or PDE is obtained, which is further solved by the Bubnov-Galerkin
method. How many terms of the truncated series (N ) should be left in the basis
functions expansion?

We deal with double limit process with small parameters δ and N−1. Van Dyke
mentioned: “One often encounters a double ormultiple limit process, in which two or
more perturbation quantities approach their limits simultaneously. Because the order
of carrying out several limits cannot in general be interchanged, one must frequently
specify the relative rates of approach” [39, p. 21].

In reality, in the general case one obtains

lim
δ→0

lim
N→∞ 	= lim

N→∞ lim
δ→0

. (2.9)

Ignoring this fact can lead to erroneous conclusions.
For practice one can use the “Kruskal’s principle of maximum simplification”

[19]: the physically realizable states of the system are characterized by the simplest
relations between small parameters. In our case one can suppose N ∼ δ−1.

To transfer the untruncated infinite system to truncated one some regularization
procedure is usually used. Often it has a rather artificial character (e.g., introduction
of artificial viscosity in hydrodynamics [27]). My opinion is: a correct MM should
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lead to a system that allows truncation. Otherwise - look for what physical parameters
you unreasonably neglected [2].

An interesting example of problems under consideration is a paradox in the prob-
lem of membrane flutter [7, ch. 4.11]. The Bubnov-Galerkin approach for plate
and membrane flutter problems leads to infinite systems of algebraic equations. The
infinite determinant of such a system for plate is normal and can be reduced, for
membrane this is not correct (I thank Prof. I. Elishakoff who drew my attention to
this results).

2.7 Navier-Stokes Equations

As it is known, the ClayMathematics Institute proposed 7MilleniumPrize Problems.
One of this problem is formulated as follows:

Prove or give a counter-example of the following statement: In three space dimensions and
time, given an initial velocity field, there exists a vector velocity and a scalar pressure field,
which are both smooth and globally defined, that solve the Navier-Stokes equations (NSEs)
(for more detail see [10]).

Unlike other purely mathematical Millenium Prize Problems, e.g. the Riemann
hypothesis, NSEs describe a physical process and they are nothing else but an asymp-
totic model of reality. And, maybe, they are not the most adequate model? In real-
ity, one has a great problem for the mathematical justification of NSEs. However,
as Yudovich [45, p. 527] noted: “Doubts are often expressed about the Euler and
Navier-Stokes equations themselves. If these equations are slightly altered, all prob-
lems would be immediately solved.” Yudovich himself was, as well as many pure
mathematicians, strongly objected to such a change of the NSEs.

Ladyzhenskaya [22] emphasized the need for a deeper understanding of theNSEs:
“After almost fifty years experience in studying the NSEs and more than a half-
century of experience in studying boundary value problems and initial-boundary
value problems for linear and non-linear PDE of diverse types, I would formulate
the main problem concerning the NSEs in a quite different way, namely, as follows:

Do theNSEs togetherwith the ICs andBCs conditions actually give a deterministic
description of the dynamics of an incompressible fluid?”

Ladyzhenskaya [21] (also see the paper by Golovkin [13]) proposed modified
NSEs with some regularizing terms. These terms represent large gradients of the
velocities multiplied by some unknown parameters. Ladyzhenskaya proved the
global solvability of the modified NSEs and their uniqueness under very general
assumptions. The problem, however, is that no reasonable procedure has yet been
proposed to determine the regularizing parameters.

Interesting attempts to construct modified NSEs using asymptotic expansions are
described in [14, 35, 38].

In general, in the described situation, there is a difference in the approaches of
pure and applied mathematicians to the modeling of fluid motion: for the first one
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the NSEs are an untouchable icon, for the second ones the NSEs are a working tool
that can be modified.

2.8 Splashes

The correlation between discrete and continuous models is very nontrivial. Consider
an example of continualization that leads to unexpected results [11, 12, 20, 26],
i.e. the problem of the vibrations of a one-dimensional lattice of linearly connected
masses. It is assumed that all the points have the samemassm and that the connections
are linearly elastic with the same stiffness coefficient c. Denote the displacement
of the j th point ( j = 0, 1, . . . , n) from its initial, unloaded equilibrium position
by y j (t) and the elastic force between the j-th and ( j − 1)-th points by σ j (t) =
c[y j (t) − y j−1(t)]. The functions σ j are the solutions of the system of ODEs

mσ j,t t (t) = c(σ j+1 − 2σ j + σ j−1), j = 1, . . . , n. (2.10)

Let us now study the problem of lattice movement under action of a unit constant
force on the point number zero. Motion of this system is governed by ODEs (2.10)
with the following BCs and ICs:

σ0(t) = 1, σn+1(t) = 0, (2.11a)

σ j (t) = σ j,t (t) = 0 at t = 0. (2.11b)

The initial boundary value problem (2.10)–(2.11b) can be used, e.g., for modeling
of stresses in the chain couplers of the rolling stocks [20]. The exact solution to this
problem is [20]:

σ j = 1

1 + n

n∑

k=1

sin
πk j

n + 1
cot

πk

2(n + 1)
[1 − cos(ωk t)] , j = 1, 2, . . . , n.

(2.12)
For large values of n usually a continuous approximation of the discrete problem

is applied. In our case it takes the form:

mσt t (x, t) = ch2σxx (x, t), (2.13a)

σ(0, t) = 1, σ(l, t) = 0, (2.13b)

σ(x, 0) = σt (x, 0) = 0, (2.13c)

where l = (n + 1)h, h is the distance between masses.
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Table 2.1 Splashes

n 8 16 32 64 128 256 n → ∞
Pn 1.7561 2.0645 2.347 2.6271 2.9078 3.1887 Pn → ∞

An exact solution to the initial-boundary value problem (2.13a)–(2.13c) is [20]:

σ(x, t) = H

(
nh arcsin

∣∣∣∣sin
(

π

2n

√
c

m
t

)∣∣∣∣ − x

)
, (2.14)

where H(. . .) is the Heaviside function.
From equation (2.14) one obtains the following estimation:

|σ(x, t)| ≤ 1. (2.15)

It was believed that the estimation (2.15) is also correct for a discrete system.
However, analytical as well as numerical investigations indicate a need to distin-
guish between global and local characteristics of a discrete system. In other words,
during the investigation of lower frequencies a transition into continuous model is
allowed. However, in the case of forced oscillations the solutions for a discrete sys-
tem may not be continuously transited into solution of a wave equation for h → 0.
Numerical investigations show that for given masses in a discrete chain quantity
Pj = max

∣∣σ j (t)
∣∣ may exceed the initial value 1 (Table2.1 reported in [11]).

Observe that the splash amplitude does not depend on the parameter m/c. In
addition, the amplitude of the chain vibrations increases with increase of n, whereas
its total energy does not depend on n. That is why the amplitude of the vibrations
has an order of the sum of the quantities σ j (t), whereas its potential energy order is
represented by a sum of squares of the quantities mentioned [26].

The explanation of the “splash paradox” is quite simple. The exact solution to the
discrete problem (2.12) contains both slow and fast changes in the spatial coordinate
harmonics. The continuous system (2.13a)–(2.13c) describes satisfactory only the
slow components of a solution. Thus, the continuous model (2.13a)–(2.13c) of the
governing discrete system must be supplemented by the restriction

k � n. (2.16)

Continualization procedures that allow taking into account splash effect are described
in [1, 12].
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2.9 Correct Nonlinear Dynamic Equations of Buckled
Beam

Duffing and van der Pol equations and finite systems of them are the test MMs in the
Nonlinear Dynamics of systems with finite number dof.

Kirchhoff integro-differential equations of nonlinear beam dynamics play the
same role in the Nonlinear Dynamics of continuous systems.

The temptation to reduce any nonlinear dynamics problem to one of these MMs
is great, but sometimes it may lead to incorrect results. For further explanations, I
need some well-known relations.

Consider the governing equations for nonlinear beam vibrations

ρF
∂2W

∂t2
+ ∂2M

∂x2
− ∂

∂x

(
T

∂W

∂x

)
= 0, (2.17a)

ρF
∂2U

∂t2
− ∂T

∂x
= 0, (2.17b)

whereM = E Iκ,T = EFε,κ = ∂2W
∂x2 , ε = ∂U

∂x + 0.5
(

∂W
∂x

)
,κ is the curvature,which

is assumed to be linear here for simplicity, U , W are the longitudinal and normal
beam displacements.

Below, we consider two variants of BCs in the axial direction, namely prescribed
end shortening and dead (forced) loading

U = Ub at x = 0, x = L , (2.18a)

T = Tb at x = 0, x = L . (2.18b)

The Kirchhoff model for BCs (2.18a) is [44]:

ρF
∂2W

∂t2
+ E I

∂4W

∂x4
+ EF

L

[
Ub − 1

2

(∫ L

0

(
∂W

∂x

)2

dx

)]
∂2W

∂x2
= 0. (2.19)

Equation (2.19) can be obtained in twoways. FollowingKirchhoff, one can neglect
the axial inertia in Eq. (2.17b). On the other hand, Eq. (2.19) is the first approximation
of an asymptotic process using as a small parameter quantity I/

(
FL2

) � 1.
One of the restrictions on the applicability of the simplified Eq. (2.19) is the

inequality
EF

L
Ub � Tcr , (2.20)

where Tcr is the Euler critical load, Tcr = π2E I/L2.
For theBCs (2.18b) very often the Eq. (2.19) is used, where (EF/L)Ub is changed

to Tb [17]. However, this is not correct. As Bolotin mentioned [6], in postbuckled
state linear terms almost compensate each other and for a correct description of
motion nonlinear terms of the first approximation must be taken into account. From
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the asymptotical standpoint, the situation is clear. In the original Kirchhoff equation
linear terms were assumed to be of order of unity. If the linear components become
small (and this iswhat happens in thepostbuckled state), then thepreviously neglected
higher-order nonlinear terms become significant.

Omitting details of calculations, we write out the final asymptotically correct
equation for BCs (2.18b) as

ρF
∂2

∂t2

[
W − ∂

∂x

(
�

∂W

∂x

)]
+ E I

∂4W

∂x4
+ Tb

∂2W

∂x2
= 0,

(2.21a)

� = 1

2

[∫ x

0

(∫ x

0

(
∂W

∂x

)2

dx

)
dx + x

L

∫ L

0

(∫ x

0

(
∂W

∂x

)2

dx

)
dx

]
.

(2.21b)

The general conclusion can be formulated as follows. Not taking into account the
asymptotic nature of an MM, it is impossible to change it correctly, for example, to
arbitrarily assume in the equations some terms small or large.

2.10 Highly Likely: Rigor of PM?

A few words about the “mathematical accuracy” of PM.
“Puremathematics will remainmore reliable thanmost other forms of knowledge,

but its claim to a unique status will no longer be sustainable. It will be seen as the
creation of finite human beings, liable to error in the same way as all other activities
in which we indulge. Just as in engineering, mathematicians will have to declare their
degree of confidence that certain results are reliable, rather than being able to declare
flatly that the proofs are correct. Hilbert’s goal of achieving perfect certainty by the
laying of firm foundations died with Gödel’s work, but the problem of complexity
would have killed his dreams with equal finality fifty years later.” [9].

The proof of theorems using a computer, when formal reasoning and numerical
calculations are combined, does not differ much from the requirements for verifi-
cation of results in AM. Therefore, the concept of “reasonable degree of scientific
certainty”, which is one of the main ones in AM [5], will sooner or later take its
rightful place in PM.

“Formal verifications of complex proofs will be commonplace, but there will also
bemany resultswhose acceptancewill owe asmuch to social consensus as to rigorous
proof” [40].

WasPythagoras theoremproven?Definitely!WasFermat theoremproven?Highly
likely! However, even if the proof itself is incorrect, which is not excluded, the
statement is proved for a large number of special cases and is confirmed by so many
calculations that the presence of a formal proof does not change much.
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2.11 Conclusion

The main conclusion from the analysis of the above examples can be formulated as
follows: any MM is asymptotic. It represents not only some ODEs, or PDEs with
BCs and ICs. The MMs also include the asymptotic estimates and constraints on
which they are based as an unseparable part. Only in this case a MM is formulated
quite definitely as a mathematical one (sentence by Lyapunov).

A similar concept belongs to Mandelshtam [25, pp. 326–327]: “It can be said, a
little schematically, that any physical theory consists of two complementary parts.
These are the equations of the theory and the connection of the symbols (quantities),
which are included in the equations with physical objects, and the connection made
according to specific recipes” (translated from Russian by I.A.).

The practical recommendation is as follows. Be careful: if the change of your
original MM is large enough, then you must also check the validity of the asymp-
totic estimates on the basis of which this MM was constructed. Maybe you must
significantly modify your original MM.

A lot of excellent books [4, 28–31] are devoted to the analysis of paradoxes and
fallacies arising in a consequence of incorrect MMs. If you do not pay enough atten-
tion to the original MM, your mathematically perfect results will be useless, if not
harmful. Let’s not forget that: “Mathematics may be compared to a mill of exquisite
workmanship, which grinds you stuff of any degree of fineness; but, nevertheless,
what you get out depends upon what you put in; and as the grandest mill in the world
will not extract wheat-flour from peascod, so pages of formulae will not get a definite
result out of loose data” [18].

So, we must try to put a good grain in our mathematical mills and avoid GIGO
(Garbage In–Garbage Out).

In this connection one can once again complain about the weak interaction of
PM and AM communities. The real and not declarative interaction of scientists from
these communities is difficult - the styles of thinking and even the languages are very
different, which often leads to misunderstanding.

It seems to me that over 20years of communication and cooperation, Wim and I
have learned to better understand each other. In any case, I am very glad that in 1999
Wim read my abstract.

Dear Wim, Many Happy Returns of the Day!
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Appendix

“I asked a few friends to read it (draft of the paper—I.A.) and to criticize it. The
criticisms were excellent; they were sharp, honest, and constructive; and they were
contradictory” [15].

Readers of the draft of my paper unanimously noted the most successful and
undoubtedly correct phrase: “Of course, we did not come to a single opinion, and
there is no single point of view on this subject at all.” As for the rest of the text, the
opinions were contradictory.

“Physics, watch out for metaphysics!” (attributed to Newton). On the other hand,
“The purpose of computing is insight, not numbers” [16, p. 276], and here meta-
physics cannot be dispensed with. BTW, Hamming emphasizes that the original MM
may be changed during the solution and on the result of the solution.

Themost difficult question that asked readers of my paper: “Who is this paper for?
This is too early for students and useless for experienced researchers”. My answer:
subject of paper is very interesting for me; and I wrote it for better understanding
of this important subject by myself. In this regard, I note, slightly changing the text
by Halmos [15]: This is a subjective essay, and its title is misleading; a more honest
title might be “How I Understand Mathematical Modeling”.

The most flattering opinion: “You wrote a provocative paper!” (I would like to
hope!). In the comments were questions about the relationship of hypotheses and
asymptotics, the role of physical and numerical experiments, Big Data, AI, etc. I
console myself with the hope that this speaks of interest, if not to my paper itself,
then to its subject.
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Expanding the Applicability of the
Competitive Modes Conjecture

Sudipto Choudhury, Huibert Reijm, and Cornelis Vuik

Abstract The Competitive Modes Conjecture is a relatively new approach in
the field of Dynamical Systems, aiming to understand chaos in strange attractors
using Resonance Theory. Up till now, the Conjecture has only been used to study
multipolynomial systems because of their simplicity. As such, the study of non-
multipolynomial systems is sparse, filled with ambiguity, and lacks mathematical
structure. This paper strives to rectify this dilemma, providing the mathematical
background needed to rigorously apply the Competitive Modes Conjecture to a cer-
tain set of non-multipolynomial systems. Afterwards, we provide an example of
this new theory in the non-multipolynomial Wimol-Banlue Attractor, something that
up to this point has not been possible as far as the authors know.

3.1 The Competitive Modes Conjecture

This section is to serve as background knowledge, all obtained from sources [1–6].

We take a general n-dimensional autonomous system of differential equations
ẋi = Fi (x) with x ∈ R

n and i ∈ {1, 2, . . . , n}. We can easily transform this system
into a system of interconnected oscillators as follows
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ẍi = Ḟi (x)

=
n∑

j=1

∂Fi
∂x j

(x)ẋ j

=
n∑

j=1

∂Fi
∂x j

(x)Fj (x)

≡ fi (x)

(3.1)

This of course only works if Fi is x j -differentiable for all i, j ∈ {1, 2, . . . , n}.
Definition 3.1 (Splitting of a Function) In previous literature, function fi : Rn → R

can be split with respect to xi if it can be rewritten as

fi (x) = hi (x1, . . . , xi−1, xi+1, . . . , xn) − xi gi (x) ∀i ∈ {1, 2, . . . , n} (3.2)

We name function hi : Rn−1 → R the i th forcing function. We name function gi :
R

n → R the i th squared frequency function.

For simplicity, let us define x∗
i = [x1, . . . , xi−1, xi+1, . . . , xn]T ∈ R

n−1. If Eq. (3.1)
holds and the resulting functions fi can be split, then we can rewrite our original
system of differential equations into the form given below.

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẍ1 + g1(x)x1 = h1(x∗
1)

ẍ2 + g2(x)x2 = h2(x∗
2)

· · ·
ẍi + gi (x)xi = hi (x∗

i )

· · ·
ẍn + gn(x)xn = hn(x∗

n)

(3.3)

In a sense, we have turned our system into a system of interconnected, nonlinear
oscillators.

Definition 3.2 (Competitive Modes) Say we have the n-dimensional autonomous
system of differential equations x = F(x). If Eq. (3.1) holds for this system and the
resulting functions fi can be split, then the system can be transformed as shown in
Eq. (3.3). The solutions xi for Eq. (3.3) are then known as the competitive modes of
the system, with gi and hi being the corresponding squared frequency functions and
forcing functions, respectively.

Currently, there is an open conjecture connecting chaos and competitive modes
together, and it is presented as follows.

Conjecture 3.1 (Competitive Modes Conjecture) The conditions for a dynamical
system to be chaotic are given below (assuming Eq. (3.1) holds and the resulting
function fi ’s can be split:)
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• the dimension n of the dynamical system is greater than 2;
• at least twodistinct squared frequency functions gi and g j are competitive or nearly
competitive; that is, there exists t ∈ R so that gi (t) ≈ g j (t) and gi (t), g j (t) > 0;

• at least squared frequency function gi is not constant with respect to time;
• at least one forcing function hi is not constant with respect to some system
variable x j .

3.2 Proper Splittings

Notice that the process of splitting as defined in Definition 3.1 is rather ambiguous.
Therefore,we nowprovide a newdefinition for the splitting of a function. Throughout
this paper, we refer to domain D, which is a uncountably infinite, open set in Rn .

Definition 3.3 (Splitting of a Function) We now say that function f : D → R can
be split with respect to xi ∈ R and c ∈ D if over D, it can be rewritten as

f (x) = h(x∗
i ) − (xi − ci )g(x) (3.4)

where x∗
i = [x1, . . . , xi−1, xi+1, . . . , xn]T and

• f is continuous in xi for all x ∈ D;
• the subset D∗

i (c) = {x ∈ D : xi = ci } is not empty;
• h is constant and finite in xi , given x1, . . . , xi−1, xi+1, . . . , xn;
• g is continuous with respect to xi , given x1, . . . , xi−1, xi+1, . . . , xn

Here, h is again called the forcing function and g is the squared frequency function.

We then have the following results, lemmas, and theorems.

Lemma 3.1 Say function f : D → R can be split with respect to xi ∈ R and c ∈ D
into forcing function h and squared frequency function g. Then h(x∗

i ) = f (x)|xi=ci .

Proof Say function f : D → R can be split with respect to xi ∈ R into forcing
function h and squared frequency function g. Then for allx ∈ D, since g is continuous
in xi ,

g(x)|xi=α = lim
xi→α

(
h(x∗

i ) − f (x)

xi − ci

)

Thus, we can conclude that

g(x)|xi=ci = lim
xi→ci

(
h(x∗

i ) − f (x)

xi − ci

)
∈ R

Because of this, limxi→ci

(
h(x∗

i ) − f (x)
) = 0.Otherwise, limxi→ci g(x)would surely

be infinite or undefined. Thus, we can conclude that, since f is continuous in xi ,
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0 = lim
xi→ci

(
h(x∗

i ) − f (x)
) = h(x∗

i ) − lim
xi→ci

f (x) = h(x∗
i ) − f (x)|xi=ci

This lemma is important, as it symbolizes the ideology behind Definition 3.3. Our
research started by trying to rigorously define the forcing functionh, and thendefining
the squared frequency function g as a direct result.Wenoticed that inmultipolynomial
systems, Lemma 3.1 was always true. In fact, it seemed that previous literature had
specifically defined h so that the lemma would always hold when c = 0 [1–6]. We
decided to expand this idea to Taylor Series, Laurent Series, and finally to general
continuous functions. It is on this idea that we can build the rest of our theory.

Lemma 3.2 (UniquenessLemma) Say function f : D → R can be split with respect
to xi ∈ R and c ∈ D into forcing function h and squared frequency function g. Then
h and g are uniquely defined.

Proof Say function f : D → R can be split with respect to xi ∈ R and c ∈ D into
forcing function h1 and squared frequency function g1, and also into forcing function
h2 and squared frequency function g2. Then for all x ∈ D,

f (x) = h1(x∗
i ) − (xi − ci )g1(x) = h2(x∗

i ) − (xi − ci )g2(x)

Recall that D∗
i (c) = {x ∈ D : xi = ci }.

Since we know from Lemma 3.1 that h1(x∗
i ) = h2(x∗

i ) = f (x)|xi=ci , we can imme-
diately conclude that h1 = h2.
As a result, for all x ∈ D,

(xi − ci )(g1(x) − g2(x)) = h1(x∗
i ) − h2(x∗

i ) = 0

For all x ∈ D\D∗
i (c), g1(x) − g2(x) = 0.

Furthermore, since g1 and g2 are both continuous in D∗
i (c), we can conclude that

g1(x)|xi=ci = lim
xi→ci

g1(x) = lim
xi→ci

g2(x) = g2(x)|xi=ci

Thus, we have proven that g1(x) = g2(x) for all x ∈ D.

Lemma 3.3 (Combination Lemma) Say function f1 : D → R can be split with
respect to xi ∈ R and c ∈ D into forcing function h1 and squared frequency func-
tion g1. Say function f2 : D → R can be split with respect to xi and c into forcing
function h2 and squared frequency function g2.

• For arbitrary α, β ∈ R, the sum (α f1 + β f2) : D → R can be split with respect
to xi and c into forcing function (αh1 + βh2) and squared frequency function
(αg1 + βg2).

• The product ( f1 f2) : D → R can be split with respect to xi into forcing function
(h1h2) and squared frequency function (h1g2 + h2g1 − (xi − ci )g1g2).

• The quotient ( f1/ f2) : D → R can be split with respect to xi and c into forcing
function (h1/h2) and squared frequency function ((h2g1 − h1g2)/(h2 f2)), pro-
vided both f2(x) and h2(x∗

i ) are nonzero for all x ∈ D.
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Proof Say function f1 : D → R can be split with respect to xi ∈ R and c ∈ D into
forcing function h1 and squared frequency function g1. Then for all x ∈ D,

f1(x) = h1(x∗
i ) − (xi − ci )g1(x)

Say function f1 : D → R can be split with respect to xi and c into forcing function
h2 and squared frequency function g2. Then for all x ∈ D,

f2(x) = h2(x∗
i ) − (xi − ci )g2(x)

First of all, notice that D∗
i (c) = {x ∈ D : xi = ci } is automatically not empty since

both f1 and f2 can be split on D.

Take α, β ∈ R arbitrarily.

α f1(x) + β f2(x) = α
(
h1(x∗

i ) − (xi − ci )g1(x)
) + β

(
h2(x∗

i ) − (xi − ci )g2(x)
)

= (
αh1(x∗

i ) + βh2(x∗
i )

) − (xi − ci ) (αg1(x) − βg2(x))

Notice that

• the linear combination α f1 + β f2 is continuous over D in xi since f1 and f2 are
continuous over D in xi ;

• the linear combination αh1 + βh2 is constant and finite over D in xi since h1 and
h2 are constant and finite over D in xi ;

• the linear combination αg1 + βg2 is continuous over D in xi since g1 and g2 are
continuous over D in xi .

Thus we constructed the splitting of (α f1 + β f2) with respect to xi and c.

We can also split the product of f1 and f2.

f1(x) f2(x) = (
h1(x∗

i ) − (xi − ci )g1(x)
) (
h2(x∗

i ) − (xi − ci )g2(x)
)

= (
h1(x∗

i )h2(x
∗
i )

) − (xi − ci )
(
h1(x∗

i )g2(x) + h2(x∗
i )g2(x) − (xi − ci )g1(x)g2(x)

)

Notice that

• the product f1 f2 is continuous over D in xi since f1 and f2 are continuous over
D in xi ;

• the product h1h2 is constant and finite over D in xi since h1 and h2 are constant
and finite over D in xi ;

• the function h1(x∗
i )g2(x) + h2(x∗

i )g2(x) − (xi − ci )g1(x)g2(x) is continuous over
D in xi since g1 and g2 are continuous and h1 and h2 are constant and finite over
D in xi .

Thus we constructed the splitting of f1 f2 with respect to xi and c.
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We can also split the quotient of f1 and f2, provided h2(x∗
i ) �= 0 and f2(x) �= 0

for all x ∈ D.

f1(x)

f2(x)
= h1(x∗

i ) − (xi − ci )g1(x)

h2(x∗
i ) − (xi − ci )g2(x)

=
(
h1(x∗

i )

h2(x∗
i )

)
− (xi − ci )

(
h2(x∗

i )g1(x) − h1(x∗
i )g2(x)

h2(x∗
i ) f2(x)

)

Notice that

• the quotient f1/ f2 is continuous over D in xi since f1 and f2 are continuous over
D in xi and f2(x) �= 0 for all x ∈ D;

• the quotient h1/h2 is constant and finite over D in xi since h1 and h2 are constant
and finite over D in xi and h2(x∗

i ) �= 0 for all x ∈ D;
• the function (h2g1 − h1g2) / (h2 f2) is continuous over D in xi since g1 and g2
are continuous over D in xi , h1 and h2 are constant and finite over D in xi , and
h2(x∗

i ) �= 0 and f2(x) �= 0 for all x ∈ D.

Thus we have constructed the splitting of f1/ f2 with respect to xi and c.

The following theorem is perhaps the most useful theorem concerning splittable
functions.

Theorem 3.1 (Existence of Splittings for Differentiable Functions) Say function
f : D → R is differentiable over D with respect to xi ∈ R. Take c ∈ D. If the partial
derivative ∂ f/∂xi is continuous with respect to xi in ci , then f can be split into proper
forcing function h and proper squared frequency function g, defined as

h(x∗
i ) = f (x)|xi=ci

g(x) =

⎧
⎪⎪⎨

⎪⎪⎩

f (x)|xi=ci − f (x)

xi − ci
xi �= ci

−∂ f (x)

∂xi

∣∣∣∣
xi=ci

xi = ci

Proof Say function f : D → R is differentiable over D with respect to xi . Lets
define functions h and g as above.

Since f is differentiable and thus continuous over D with respect to xi , we know
immediately from Lemma 3.1 that h is constant and finite in terms of xi , given
x1, ...xi−1, xi+1, ...xn .

Investigating the properties of g takes a bit more work. Lets take xi �= ci , then g
is continuous over D in xi because f is differentiable and thus also continuous over
D in xi .
Lets take xi = ci , then we can conclude the following, using L’Hopital’s Theorem
and the prerequisite that the derivative ∂ f/∂xi must be continuous in ci .
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lim
xi→ci

g(x) = lim
xi→ci

(
f (x)|xi=ci − f (x)

xi − ci

)

= − lim
xi→ci

∂ f (x)

∂xi

= −∂ f (x)

∂xi

∣∣∣∣
xi=ci

= g(x)|xi=ci

Thus, we have proven that g is continuous in D with respect to xi .

Finally, we must prove that the equation

f (x) = h(x∗
i ) − (xi − ci )g(x)

is valid in the first place. Take x ∈ D arbitrarily. We then have to consider two
mutually exclusive cases.
Say xi �= ci . Then

h(x∗
i ) − (xi − ci )g(x) = f (x)|xi=ci − (xi − ci )

(
f (x)|xi=ci − f (x)

xi − ci

)

= f (x)|xi=ci − (
f (x)|xi=ci − f (x)

)

= f (x)

Say instead xi = ci . Then we know that ((xi − ci )g(x)) |xi=ci = 0 since g(x)|xi=ci is
continuous and therefore finite. Thus

h(x∗
i ) − (xi − ci )g(x) = f (x)|xi=ci − 0

= f (x)

Thus, for any x ∈ D, h(x∗
i ) − (xi − ci )g(x) = f (x). Thus, h is the forcing function

and g is the squared frequency function of f .

Of course, a splitting of f can not be achieved without defining c ∈ D first. The
constant c can of course be arbitrary, but we will primarily focus on one particular
scenario. When a function f is split with respect to c = 0, then we define this to
be the proper splitting of f , with h defined to be the proper forcing function and g
defined to be the proper squared frequency function.The reason for this is made clear
with an example.

Lets say we have a multipolynomial second order ODE ẍi = f (x), where
f :D → R. Previous literature (as far as the authors are aware) has strictly focused
on gathering evidence for the Competitive Modes Conjecture from dynamical sys-
tems whose set of differential equations consist of these sorts of ODEs. It can be
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easily proven1 that the proper splitting of f always exists, and that the resulting
proper forcing function and proper squared frequency function are defined identi-
cally to the forcing functions and squared frequency functions defined in previous
literature [1–6]. As a result, the theory of proper splittings is a direct expansion of
Definition 3.1.

3.3 Example: The Wimol-Banlue Attractor

To show the applicability of this new theory of proper splittings, we will apply it to
a modification of the system mentioned in [7], which we will call the Wimol-Banlue
System. The original Wimol Banlue Dynamical System is given by

⎧
⎪⎨

⎪⎩

ẋ = y − x

ẏ = −z tanh(x)

ż = −α + xy + |y|
(3.5)

whereα ∈ R. The reasonwe chose toworkwith theWimol-Banlue System is because
it is the most accessible non-multipolynomial system which has been proven to
exhibit a chaotic attractor. An unfortunate property of this system is that ż is not
differentiable with respect to y at y = 0. To counterattack this, we introduce function
φ, dependent on parameter β > 0, defined as

φ(y;β) =
√
y2 + β2 (3.6)

First, notice that φ is a well-defined, positive, differentiable function over allR, with
its derivative being

φ′(y;β) = y
√
y2 + β2

We want to compare φ(y;β) to |y|; to that end, we construct the difference function
ϕ(y;β) = φ(y;β) − |y|. It is easy to prove that ϕ is a positive, continuous function
for y ∈ R. Furthermore ϕ is differentiable for y �= 0, with its derivative being

ϕ′(y;β) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

√
y2 − √

y2 + β2

√
y2 + β2

y > 0

− √
y2 + √

y2 + β2

√
y2 + β2

y < 0

1The calculations needed to prove this are straightforward but cumbersome. For the sake of space,
we chose to omit them.
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Fig. 3.1 The trajectory of
our modified Wimol-Banlue
Attractor as defined in Eq.
(3.7) with initial condition
x0 = [1.32,−0.63, 1.91]T .
The trajectory was
approximating using 70,000
iterations of an adaptive RK4
method, using a time step of
0.01. Notice the presence of
an attractor

Because of this, ϕ′(y;β) < 0 for y > 0 and ϕ′(y;β) > 0 for y < 0; we can then
make the following inequality

|ϕ(y;β)| ≤ |ϕ(0;β)| = β

Thus φ converges uniformly to |y| as β goes to 0. Therefore, φ is a sufficiently
accurate, differentiable approximation of |y| and we can modify the Wimol-Banlue
System slightly into ⎧

⎪⎨

⎪⎩

ẋ = y − x

ẏ = −z tanh(x)

ż = −α + xy + √
y2 + β2

(3.7)

Let us first prove that this modified system still has a chaotic attractor. For the
continuation of this example, lets say α = 2 and β = 0.001. With arbitrary initial
vector x0 = [1.32,−0.63, 1.91]T , the resulting trajectory is presented in Fig. 3.1. As
one can see, an attractor is still present in this system.

Through this trajectory, theLyapunovExponent is approximately equal to 0.228483.
As further evidence of the attractor’s chaotic nature, we provide the plot of the con-
vergence of the Lyapunov Exponent in Fig. 3.2.

We consider this sufficient evidence to safely proven the presence of a chaotic
attractor in our system.



40 S. Choudhury et al.

Fig. 3.2 The convergence of
the maximal Lyapunov
Exponent of our modified
Wimol-Banlue Attractor,
using a trajectory with initial
condition
x0 = [1.32,−0.63, 1.91]T .
The trajectory was
approximating using 70,000
iterations of an adaptive RK4
method, using a time step of
0.01

To see if the modified system in Eq. (3.7) can be properly split, the system must
first be differentiated in terms of time, which is done as follows.

ẍ = −ẋ + ẏ

= −(y − x) + (−z tanh(x))

= x − y − z tanh(x)

ÿ = −z sech 2(x)ẋ − tanh(x)ż

= −z sech 2(x)(y − x) − tanh(x) (−α + xy + φ(y;β))

= (x − y)z sech 2(x) +
(
α − xy −

√
y2 + β2

)
tanh(x)

z̈ = yẋ +
(
x + y

√
y2 + β2

)
ẏ

= y(y − x) +
(
x + y

√
y2 + β2

)
(−z tanh(x))

= y2 − xy −
(
x + y

√
y2 + β2

)
z tanh(x)

We can differentiate ẍ with respect to x , ÿ with respect to y, and z̈ with respect to z
as follows.
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∂ ẍ

∂x
= 1 − z sech 2(x)

∂ ÿ

∂y
= −z sech 2(x) −

(
x + y

√
y2 + β2

)
tanh(x)

∂ z̈

∂z
= −

(
x + y

√
y2 + β2

)
tanh(x)

Since sech and tanh are continuous and bounded over all R, ∂ ẍ/∂x , ∂ ÿ/∂y, and
∂ z̈/∂z exist and are continuous over all R3. Thus, we can use Theorem 3.1 to define
the following proper forcing functions and proper squared frequency functions.

ẍ(x, y, z) = hx (y, z) − xgx (x, y, z) (3.8)

ÿ(x, y, z) = hy(x, z) − ygy(x, y, z) (3.9)

z̈(x, y, z) = hz(x, y) − zgy(x, y, z) (3.10)

hx (y, z) = −y (3.11)

gx (x, y, z) =
⎧
⎨

⎩

z tanh(x)

x
− 1 x �= 0

z − 1 x = 0
(3.12)

hy(x, z) = xz sech 2(x) + (α − β) tanh(x) (3.13)

gy(x, y, z) =

⎧
⎪⎨

⎪⎩
z sech 2(x) + x tanh(x) +

(√
y2 + β2 − β

)
tanh(x)

y
y �= 0

z sech 2(x) + x tanh(x) y = 0

(3.14)

hz(x, y) = y2 − xy (3.15)

gz(x, y, z) =
(
x + y

√
y2 + β2

)
tanh(x) (3.16)

The forcing functions and the squared frequency functions over our trajectory plotted
in Figs. 3.1 are shown in Figs. 3.3 and 3.4, respectively. Notice that the squared
frequency functions are most definitely competitive. All in all, our theory of properly
splittable functions concludes that the Competitive Modes Conjecture (Conjecture
3.1) is valid for our modified Wimol-Banlue Attractor, which is what we expected.
This is significant since, as far as the authors know, this sort of Competitive Modes
analysis has never been applied to these sorts of systems before.

3.4 Further Research: Improper Splittings

Notice the requisite in Definition 3.3 stating that D∗
i (0) = {x ∈ D : xi = 0} �= for a

proper splitting. In other words, for a function f to have a proper splitting in terms
of xi , it must be defined on xi = 0. Obviously this is not the case for all functions,
such as the logarithm and reciprocal functions.
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Fig. 3.3 The functions hx
(in red), hy (in green), and
hz (in blue) of our modified
Wimol-Banlue Attractor as
defined in Eq. (3.7), using a
trajectory with initial
condition
x0 = [1.32,−0.63, 1.91]T .
The trajectory was
approximating using 7500
iterations of an adaptive RK4
method, using a time step of
0.01

Fig. 3.4 The functions gx
(in red), gy (in green), and gz
(in blue) based on the
trajectory of our modified
Wimol-Banlue Attractor as
defined in Eq. (3.7), using a
trajectory with initial
condition
x0 = [1.32,−0.63, 1.91]T .
The trajectory was
approximating using 7500
iterations of an adaptive RK4
method, using a time step of
0.01
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A work-around to this problem is the introduction of of an improper splitting,
which is simply the splitting of a function with respect to c ∈ D\D∗

i (0). How this
will affect the resulting improper forcing function and improper squared frequency
function is yet unclear and requires muchmore in-depth research to fully understand.
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Chapter 4
The Construction of Stabilizing
Regulators Sets for Nonlinear Control
Systems with the Help of Padé
Approximations

Yulia Danik and Mikhail Dmitriev

Abstract Here an overview of some stabilizing control synthesis algorithms based
on the Padé approximation technique for nonlinear control regularly perturbed state
dependent coefficients (SDC) systems are considered. The conditions for the exis-
tence of approximate symbolic constructions describing the sets of stabilizing reg-
ulators based on the asymptotic expansions of the solutions of the matrix Riccati
equations arising in the optimal control theory are formulated for some classes of
nonlinear control systems. The numerical calculations illustrating the obtained the-
oretical results are presented.

4.1 Introduction

Nowadays the asymptotic analysis can be characterized not only as a classical science
but also as an interdisciplinary subject that is intensively developing by integrating
ideas from various fields to fulfill its main task—providing researchers with qual-
itative analysis technologies for complex nonlinear processes. Its other task is the
construction of approximate solutions, but it is less popular nowadays due to the
fact that it is supposedly “cheaper” to perform numerical calculations with specific
data than to construct an asymptotics which is nontrivial and requires some special
skills. Asymptotic analysis makes it possible to obtain a set of solutions, approxi-
mate formulas for qualitative analysis and real time control. As a result, along with
the qualitative information about the solution an asymptotics allows to obtain an
approximate symbolic representation of the set of solutions that are functions of the
parameter by which the asymptotic expansions are constructed. Such approximate
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symbolic representations can replace the interpolation approximations in the inter-
vals of parameters variation, where the asymptotic estimates are sufficiently small.
This property of asymptotic expansions opens up new application possibilities for
asymptotic analysis and its tools, in particular, the Padé approximation (PA) tech-
niques [1–3], in the area of construction of approximate symbolic representations of
the solutions in the problems of mechanics, mathematical physics, etc.

One of the most important tasks in the nonlinear dynamic systems control prob-
lems is the construction of synthesizing controls that ensure the stability of the system
dynamics in the presence of external disturbances and, in particular, the stabilization
of the system from any state position.

Here an overview of algorithms that use the Padé approximation technique for
stabilizing feedback control laws construction in several classes of nonlinear con-
trol problems is presented. Moreover, it is assumed that the systems contain small
or large parameters in the equations of motion. The sets of feedback control laws
are constructed on the basis of the formal application of the Kalman algorithm for
linear-quadratic optimal control problems [4, 5] with the help of the state dependent
Riccati equations (SDRE) technique [6]. This technique has been developed for the
approximate solution of nonlinear optimal control problems where the equations of
motion are formally linear by state and control. The solution of the matrix algebraic
state dependent Riccati equation is used for the control synthesis.

In [7] a nonlinear control correction technique has been proposed based on the
selection of a quadratic quality criterion, where the weighting matrices coefficients
are also state dependent.

In literature there are various examples of Padé approximations application for
the solution of optimal control problems [8, 9]. In this work the stabilizing regulators
are constructed using the SDRE approach and the gain matrices are the matrix Padé
approximations constructed on the basis of asymptotic expansions by large and small
parameters in the right-hand sides of the equations of motion.

4.2 Control Problems, SDRE Approach and Matrix Padé
Approximations

The application of Padé approximations in the SDRE approach has been consid-
ered in a number of control problems, where the right-hand sides of the dynamics
equations contain a parameter that takes either only small (here the one-point Padé
approximations are used) [10–14], or both small and large values (two-point Padé
approximations are applied) [10, 11]. Here only several problem statements for non-
linear continuous control systems with a parameter are considered and the results
of the stabilizing regulator sets construction are described, where the gain coeffi-
cients matrices are one-point or two-point Padé approximations of the matrix Riccati
equations solutions.
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Firstly, let us consider a regular perturbed weakly nonlinear continuous system
[11]

ẋ = A(x, ε)x + B(x, ε)u = (A0 + εA1(x))x + (B0 + εB1(x))u, x(0) = x0,
(4.1)

x(t) ∈ X ⊂ Rn, u(t) ∈ Rr , t ∈ (0, ∞), X ⊂ Rn is a bounded state space subset,
A0, A1(x) ∈ Rn×n, B0, B1(x) ∈ Rn×r , A0, B0 are constant matrices, ε ∈ (0 , ∞).

According to the SDRE approach the feedback control for (4.1) has the form of
the Kalman regulator

u = −R−1BT (x, ε)P(x, ε)x, (4.2)

where P(x, ε) is the solution of the matrix algebraic Riccati equation

− AT (x, ε)P(x, ε) − P(x, ε)A(x, ε) + P(x, ε)B(x, ε)R−1
0 BT (x, ε)P(x, ε)− Q(x, ε)=0,

(4.3)
for some Q(x, ε) ∈ Rn×n, Q(x, ε) > 0 ∀x ∈ X, ε ∈ (0,∞), R0 ∈ Rr×r , R0 > 0.

Let us introduce the condition

I. The triple of matrices (A(x, ε), B(x, ε), Q1/2(x, ε)) is pointwise controllable
and observable for all x ∈ X, ε ∈ (0,∞).

From condition I it follows [4, 5] that the Riccati equation (4.3) has a positive
definite solution P(x, ε).

The regulator (4.2) uses the structure of the Kalman regulator in the optimal
control problem, but it is not optimal for nonlinear system (4.1) with criterion

∫ ∞

0

(
xT Q(x, ε)x + uT R0u

)
dt → inf

u
, (4.4)

as P(x, ε) in (4.2) does not recover the exact control gain matrix, but is only
its approximation. Here, as in [7], it is assumed that Q(x, ε) = Q0 + εQ1(x) +
ε2Q2(x) > 0, Q0 > 0 and Q0, Q1(x), Q2(x) are selected in a special way for each
control system.

The asymptotic expansion of the solution of the matrix algebraic state dependent
Riccati equation (4.3) for small values of ε is defined as P̃2(x, ε) = P̃0 + ε P̃1(x) +
ε2 P̃2(x) and for large parameter values as P̂2(x, ε) = P̂0(x) + 1

ε
P̂1(x) + 1

ε2
P̂2(x).

In both cases the second order asymptotic expansions are constructed.
Firstly, the formal second-order asymptotic approximation P̃2(x, ε) for small ε is

constructed. By substituting the expression for P̃2(x, ε) into (4.3) and equating the
terms with the same powers of ε we obtain the equations
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−P̃0A0 − AT0 P̃0 + P̃0B0R
−1
0 BT

0 P̃0 − Q0 = 0,

P̃1(x)
(
A0 − B0R

−1
0 BT

0 P̃0
)

+
(
A0 − B0R

−1
0 BT

0 P̃0
)T

P̃1(x)+
+P̃0

(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)

+
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)T

P̃0 + Q1(x) = 0,

P̃2(x)
(
A0 − B0R

−1
0 BT

0 P̃0
)

+
(
A0 − B0R

−1
0 BT

0 P̃0
)T

P̃2(x)+
+P̃1(x)

(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)

+
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)T

P̃1(x)−
−

(
P̃1(x)B0 + P̃0B1(x)

)
R−1
0

(
P̃1(x)B0 + P̃0B1(x)

)T + Q2(x) = 0.

(4.5)

Here the first equation is the Riccati equation and the other two are the Lyapunov
matrix equations. For ε � 1 we make a replacement ε = 1/μ and seek the solution
of (4.3) in the form P̂2 (x, μ) = P̂0 (x) + μP̂1(x) + μ2 P̂2(x), after equating the
terms with the same powers μ we obtain the following system for the terms of
representation P̂2(x, μ)

P̂0(x)B1(x)R
−1
0 BT

1 (x)P̂0(x) − Q2(x) = 0,
−P̂1(x)B1(x)R

−1
0 B1(x)

T P̂0(x) − P̂0(x)B1(x)R
−1
0 B1(x)

T P̂1(x)+
+

(
AT1 (x) − P̂0(x)B0R

−1
0 BT

1 (x)
)
P̂0(x) + P̂0(x)

(
A1(x) − B1(x)R

−1
0 BT

0 P̂0(x)
)

+
+Q1(x) = 0,
−P̂2(x)B1(x)R

−1
0 BT

1 (x)P̂0(x) − P̂0(x)B1(x)R
−1
0 BT

1 (x)P̂2(x)+
+

(
AT0 − P̂1(x)B1(x)R

−1
0 BT

0

)
P̂0(x) + P̂0(x)

(
A0 − B0R

−1
0 BT

1 (x)P̂1(x)
)

+
+

(
AT1 (x) − P̂0(x)B1(x)R

−1
0 BT

0

)
P̂1(x) + P̂1(x)

(
A1(x) − B0R

−1
0 BT

1 (x)P̂0(x)
)

−
−P̂1(x)B1(x)R

−1
0 BT

1 (x)P̂1(x) − P̂0(x)B0R
−1
0 BT

0 P̂0(x) + Q0 = 0,
(4.6)

where the first one is also theRiccati type equation and the other two are theLyapunov
type matrix equations.

The next two statements take place

Theorem 4.1 If for any x ∈ X matrices A0, A1(x), B0, B1(x)andmatrices Q0 > 0,
Q1(x) > 0, Q2(x) > 0 satisfy the conditions:

1. Rank
[
B0, A0B0, . . . , A

n−1
0 B0

] = n, rank
[
Q1/2

0 , A0Q
1/2
0 , . . . , An−1

0 Q1/2
0

]
= n;

2. P̃0
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)

+
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)T

P̃0 + Q1(x) > 0;

3. P̃1(x)
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)

+
(
A1(x) − B1(x)R

−1
0 BT

0 P̃0
)T

P̃1(x)−

−
(
P̃1(x)B0 + P̃0B1(x)

)
R−1
0

(
P̃1(x)B0 + P̃0B1(x)

)T + Q2(x) > 0,
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then for all x ∈ X, ε > 0 the Riccati equation in (4.5) has a positive definite solu-
tion P̃0 and Lyapunov equations in (4.5) have unique positive definite solutions
P̃1(x), P̃2(x).

Proof The equation for P̃0 in (4.5) is a Riccati equation and by the first con-
dition of Theorem 4.1 it has a positive definite solution P̃0 and it follows that
Reλ(A0 − B0R

−1
0 BT

0 P̃0) < 0 [5]. Lyapunov equations for P̃1(x) and P̃2(x) have
positive definite solutions for all x in X , x(t + 1) = f (t, x(t)) by conditions 2 and
3 [15]. Moreover, as P̃0 > 0, P̃1(x) > 0, P̃2(x) > 0 for all x ∈ X , it follows that
P̃2(x, ε) = P̃0 + ε P̃1(x) + ε2 P̃2(x) > 0, that concludes the proof.

Theorem 4.2 If for any x ∈ X the matrices A0, A1(x), B0, B1(x) and Q0 > 0,
Q1(x) > 0, Q2(x) > 0 satisfy the conditions:

1. Rank B1(x) = n, rank Q1/2
2 (x) = n; 2. Re λ {−P̂0(x)B1(x)R

−1
0 B1(x)

T } < 0;

3.
(
AT
1 (x) − P̂0(x)B0R

−1
0 BT

1 (x)
)
P̂0(x)+

P̂0(x)
(
A1(x) − B1(x)R

−1
0 BT

0 P̂0(x)
)

+ Q1(x) > 0;

4.
(
AT
0 − P̂1(x)B1(x)R

−1
0 BT

0

)
P̂0(x) + P̂0(x)

(
A0 − B0R

−1
0 BT

1 (x)P̂1(x)
)

+

+
(
AT
1 (x) − P̂0(x)B1(x)R

−1
0 BT

0

)
P̂1(x) + P̂1(x)

(
A1(x) − B0R

−1
0 BT

1 (x)P̂0(x)
)

−

−P̂1(x)B1(x)R
−1
0 BT

1 (x)P̂1(x) − P̂0(x)B0R
−1
0 BT

0 P̂0(x) + Q0 > 0,

then for all x ∈ X, ε > 0 the Riccati equation in (4.6) has a positive definite solu-
tion P̂0(x) and Lyapunov equations in (4.6) have unique positive definite solutions
P̂1(x), P̂2(x).

Proof The matrix equation for P̂0(x) in (4.6) is a special case of an algebraic Riccati
equation. The condition of its solvability and positive definiteness of its solution is the
condition 1 of the theorem. Solutions P̂1(x) and P̂2(x) of the Lyapunov equations
in (4.6) are positive definite for all x when conditions 2, 3 and 4 of Theorem 4.2
are satisfied. Moreover from the fact that P̂0(x) > 0, P̂1(x) > 0, P̂2(x) > 0 for all
x ∈ X it follows that P̂2 (x, μ) = P̂0(x) + μP̂1(x) + μ2 P̂2(x) > 0, μ = 1/ε , that
concludes the proof.

Remark 4.1 Generally, for Padé approximation construction it is not necessary to
simultaneously fulfill all the conditions of both theorems. It is necessary only to
establish the existence of matricesP̃0, P̃1(x), P̃2(x) and P̂0(x), P̂1(x), P̂2(x).
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4.2.1 Two-Point Padé Approximation of the Riccati Equation
Solution

Here the two-point right Padé approximation (PA) of [2/2] order, or the Padé-bridge
[2/2], is constructed based on the two asymptotics by small and large values of the
parameter. The PA is called right because the matrix inverse is situated at the right of
the expression. By matching the two asymptotic expansions P̃2 (x, ε) and P̂2 (x, μ)

it is possible to construct a Padé approximation which is close to P̃2 (x, ε) for small
values of ε and is close to P̂2 (x, μ) for large values of ε andmay be closer to the exact
solution for “middle” values of the parameter than any of these two asymptotics. We
seek the Padé approximation in the form [1, 16]

PA[2/2]
bridge (x, ε) = (

M0(x) + εM1(x) + ε2M2(x)
) (

E + εN1(x) + ε2N2(x)
)−1

,

(4.7)
where E—the n × n identity matrix.

The [2/2] order right Padé approximation is an example of a diagonal Padé approx-
imation (the degree of the matrix polynomials in the “numerator” and the “denomi-
nator” are equal) [16].

The unknown matrices in (4.7) are found from the following system of equations

(
M0(x) + εM1(x) + ε2M2(x)

) (
E + εN1(x) + ε2N2(x)

)−1 =
= P̃0 + ε P̃1(x) + ε2 P̃2(x),(
M0(x) + εM1(x) + ε2M2(x)

) (
E + εN1(x) + ε2N2(x)

)−1 =
= P̂0(x) + 1

ε
P̂1(x) + 1

ε2
P̂2(x).

Multiplying both equalities on the right by
(
E + εN1(x) + ε2N2(x)

)
and equating

the terms with the same powers of ε we get the following ten equations for the
determination of five unknown matrices in (4.7) for the degrees of ε from −2 to 4

ε−2 : 0 = P̂2(x), ε−1 : 0 = P̂1(x) + P̂2(x)N1(x),
ε0 : M0(x) = P̃0;M0(x) = P̂0 + P̂1(x)N1(x) + P̂2(x)N2(x),
ε1 : M1(x) − P̃0N1(x) − P̃1(x) = 0, M1(x) = P̂0N1(x) + P̂1(x)N2(x),
ε2 : M2(x) = P̃1(x)N1(x) + P̃2(x) + P̃0N2(x), M2(x) = P̂0N2(x),
ε3 : 0 = P̃2(x)N1(x) + P̃1(x)N2(x), ε4 : 0 = P̃2(x)N2(x).

In the proposed control algorithm instead of this overdefined system of equations
for definiteness we use an heuristic construction that contains only five equations for
five unknown matrices M0(x), M1(x), M2(x), N1(x), N2(x)
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M0(x) = P̃0,
M0(x) = P̂0(x) + P̂1(x)N1(x) + P̂2(x)N2(x),
M1(x) − P̃0N1(x) − P̃1(x) = 0,
M1(x) = P̂0(x)N1(x) + P̂1(x)N2(x),
M2 = P̂0N2

or ⎛
⎜⎜⎜⎜⎝

E 0 0 0 0
0 E 0 −P̃0 0
E 0 0 −P̂1(x) −P̂2(x)
0 −E 0 P̂0(x) P̂1(x)
0 0 E 0 −P̂0(x)

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎝

M0(x)
M1(x)
M2(x)
N1(x)
N2(x)

⎞
⎟⎟⎟⎟⎠ =

⎛
⎜⎜⎜⎜⎝

P̃0
P̃1(x)
P̂0(x)
0
0

⎞
⎟⎟⎟⎟⎠ . (4.8)

Because of the possible non-symmetry of PA[2/2]
bridge (x, ε) we introduce a sym-

metric construction for the approximation of the Riccati equation solution—a Padé-
bridge of [2/2] order

K [2/2]
bridge (x, ε) =

(
PA[2/2]

bridge (x, ε) +
(
PA[2/2]

bridge (x, ε)
)T

)

2
. (4.9)

The condition for the existence of (4.9) is based on the asymptotic approximations
P̃2 (x, ε), P̂2 (x, μ)

II Matrices P̃0, P̃1(x), P̂0(x), P̂1(x), P̂2(x) exist, system (4.8) is uniquely solvable,
matrix N(x, ε) = E + εN1(x) + ε2N2(x) is nonsingular and K [2/2]

bridge (x, ε) is
a positive definite matrix for all x ∈ X, ε > 0.

Remark 4.2 The examples show that condition II can be satisfied by the proper
selection of matrices Q0, Q1(x), Q2(x), in particular, it is possible to obtain the
terms of the asymptotic expansions and the Padé approximation with the required
properties from the solution of a nonlinear programming problem for the selection
of Qi , i = 0, 1, 2 matrix coefficients.

With the help of the Padé-bridge (4.9) we may introduce the control gain coeffi-
cients matrix which is positive definite for all x ∈ X, ε > 0.

Thus, for the problem (4.1), (4.4) we may introduce a parametric set of regulators

u(x, ε) = −R−1
0 BT (x, ε)K [2/2]

bridge (x, ε) x, (4.10)

where K [2/2]
bridge (x, ε) is positive definite matrix for all x ∈ X, ε > 0 due to II.

As N(x, ε) is nondegenerate, the Padé-bridge (4.9) for the Riccati equation solu-
tion is an interpolation matrix construction that approximates P(x, ε) for all positive



52 Y. Danik and M. Dmitriev

values of the parameter. The Padé-bridge is close to the corresponding asymptotic
approximations in the neighborhood of small and large values of the parameter
respectively.

So, for the correct application of the Padé approximations for the Riccati equa-
tion solutions it is necessary to obtain the corresponding asymptotic estimates. After
the determination of the conditions for the existence of the terms of representations
P̃2 (x, ε) and P̂2 (x, μ), we establish the asymptotic estimates of the obtained asymp-
totic approximations to the exact solution of the Riccati equation (4.3). The proof
of such estimates for algebraic matrix Riccati equations can be carried out using the
Newton–Kantorovich theorem [17]. Under the conditions for the existence of Ric-
cati equation solution (condition I), all the terms of the asymptotic approximations
P̃2(x, ε), P̂2

(
x, 1

ε

)
and the Padé constructions (condition II) for all x ∈ X, ε > 0

we can obtain the statements, that there is a sufficiently small ε∗ > 0 such that the
following estimates for asymptotic approximations P̃2(x, ε), P̂2

(
x, 1

ε

)
are true

∥∥∥P(x, ε) − P̃2(x, ε)
∥∥∥ = O(ε3), 0 < ε ≤ ε∗, x ∈ X,∥∥∥P(x, ε) − P̂2

(
x, 1

ε

)∥∥∥ = O
(
1
ε3

)
, ε ≥ 1

ε∗ , x ∈ X.
(4.11)

Here the main steps of the proof of the estimates (4.11) for small values of the
parameter is presented. The equation for the discrepancy Z = P(x, ε) − P̃2(x, ε) of
the solution of the Riccati equation for small values of the parameter is defined as

−
(
P̃0 + ε P̃1(x) + ε2 P̃2(x) + Z

)
A(x, ε) − AT (x, ε)

(
P̃0 + ε P̃1(x) + ε2 P̃2(x) + Z

)
+

+
(
P̃0 + ε P̃1(x) + ε2 P̃2(x) + Z

)
R̃(x, ε)

(
P̃0 + ε P̃1(x) + ε2 P̃2(x) + Z

)
− Q(x, ε) = 0,

where R̃(x, ε) = B(x, ε)R−1
0 BT (x, ε).

The existence and uniqueness of the solution of the last equation in some
neighborhood of the origin can be proved using the Newton–Kantorovich theo-
rem [17]. In this case we linearize the equation and introduce a vector z ∈ Rn2 ,
z = (

Z11 Z12 · · · Z21 Z22 · · · Zn1 Zn2 · · · Znn
)
, where Zi j , i, j = 1, . . . , n are the

components of the matrix Z presented in a vector form, row by row. The following
nonlinear operator equation for z is obtained

F(z, ε) = 0,

where F(z, ε) is the Frechet differentiable operator for 0 < ε ≤ ε0 acting from some
set M = S(z0, σ (ε)) = {z ∈ Rn2 : ‖z − z0‖ < σ(ε)} of the Euclidean vector space
E1 of dimension n2 into Euclidean space E1.

This nonlinear operator equation is replaced with

z = J0z + J1(z, ε),
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where J0z = z − �0(0)F(z, 0) is the linear part of the operator and J1(z, ε) is
the nonlinear part (perturbation) which equals J1(z, ε) = −�0(ε)F(z, ε) + �0(0)
F(z, 0) and is a function of ε, �0(ε) = [F ′(z0, ε)]−1 and z0 = 0.

Using the Newton–Kantorovich method it is proved that operator J0z is con-
tracting on M and J1(z, ε) is bounded, which allows us to establish the existence

and uniqueness of the solution z in M and find the estimate
∥∥∥P(x, ε) − P̃2(x, ε)

∥∥∥.
Here the following norm is applied ‖A‖2 = ρ(AA∗), where ρ(B) = max

1≤i≤n
|λi | −

the spectral radius of matrix B, λi−the eigenvalues of matrix B. In the proof the
operator J1(z, ε) is expanded into the parameter power series. The following con-
ditions are imposed on the operator J0z = z − �0(0)F(z, 0): (1) operator F(z, 0)
is Frechet differentiable acting from M = S(z0, σ (ε)); (2) the derivative of F(z, 0)
satisfies the Lipschitz condition on M with constant L < 1; (3) ‖�0(0)‖ ≤ b0; (4)
‖�0(0)F(z0 = 0, 0)‖ ≤ h0, h0 = b0Lη0 < 1

2 , r0 = 1−√
1−2h0
h0

η0 ≤ σ(ε).
As result, it is proved that F(z, ε) is a contracting operator that maps each element

of a set of radius σ(ε) into the element of a set of radius r1(ε), 0 < ε ≤ ε1, ε1 ≤ ε0
which can be made sufficiently small by selecting a sufficiently small ε2 ≤ ε1,
0 < ε ≤ ε2. Now it can be stated that the unique discrepancy equation solu-
tion z∗ = vec(Z∗) = vec(P(x, ε) − P̃2(x, ε)) exists in the set S(z0 = 0, r1(ε))with
radius r1(ε), 0 < ε ≤ ε2, ‖z∗‖ < r1(ε). Here vec() denotes the operation of matrix
transformation into a vector row by row. Moreover, since the matrix norm for Z∗ is
less than the norm of the vector z∗, we have ‖Z∗‖ ≤ r1(ε).

Given that the equation for the residual term of the Riccati equation can be written

in the form �(Z , x, ε) = 	(Z , x, ε) + ε3Y(x, ε) = 0, where 	(Z , x, ε) = −Z



A

− 


A
T
Z + Z




S Z , and Y(x, ε) does not depend on Z and contains the terms with ε3

and higher, we get
∥∥Z∗ − Z̄

∥∥ = ‖Y(x, ε)‖ = O(ε3), ‖Z∗‖ = O(ε3) uniformly by
x ∈ X and Z̄ = 0 is the solution of equation	(Z , x, ε) = 0, 0 < ε ≤ ε0. From here,
the required estimate is obtained. The scheme of the proof for large values of the
parameter is similar.

A possible way to overcome the degeneracy of matrix N(x, ε) in the Padé con-
struction is to select or construct matrices M(x, ε) = M0(x) + εM1(x) + ε2M2(x)
and N(x, ε) = E + εN1(x) + ε2 N2(x) with the required properties. For example,
matrix N2(x) is defined as a constant positive definite matrix, and the search for the
remaining Padé matrices is carried out by the least squares method with constraints
on the positive definiteness of thematrices M(x, ε) and N(x, ε), i.e. the next problem
is solved

(M0 − P̂0 − P̂1(x)N1 − P̂2(x)N2)
2 + (M1 − P̃0N1 − P̃1(x))2+

+(M1 − P̂0N1 − P̂1(x)N2)
2 → min

M1(x),N1(x)
,

where M0 = P̃0; M2 = P̂0N2 with the following constraints M0 + εM1(x)
+ ε2M2(x) > 0, E + εN1(x) + ε2N2(x) > 0. As a result, we may obtain a posi-
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tive definite Padé-bridge for the Riccati equation (4.3) solution, which determines
the coefficients of the regulator (4.10).

For the caseswhen the Padé-bridge is not positive definite or does not exist at some
points (x, ε) due to the degeneracy of matrix N(x, ε), a cubic matrix spline can be

used. For example n = 2, let us define a matrix cubic spline S (ε) =
[
s1(ε) s2(ε)
s2(ε) s3(ε)

]

that approximates a Padé-bridge [2/2] K [2/2]
bridge (ε) =

[
p1(ε) p2(ε)
p2(ε) p3(ε)

]
on the inter-

val [ε0, ε1], where ε0, ε1 are two points, ε0 < ε1 that define an interval contain-
ing the zero eigenvalue of matrix N(x, ε). Here s j (ε) , j = 1, 2, 3 are functions
s j (ε) ∈ C2[ε0, ε1] that are scalar polynomials of degree 3, i.e. s j (ε) = a j + b jε +
c jε2 + d jε

3, d j �= 0, s j (εi ) = p j (εi ) , i = 0, 1, j = 1, 2, 3, and K [2/2]
bridge (εi ) =

S (εi ) , i = 0, 1.

Example 4.1 Padé-bridge construction The coefficients of the system (4.1)–(4.4)
have the form

A0 =
(

1 0.5
0.7 0.2

)
, A1(x) =

(
0.1 + 0.1 sin(x1) 0.1

0 0.1 + 0.1 sin(x2)

)
,

B0 =
(
0.2 0.4
0.5 0.1

)
, B1(x) =

(
0.1 0.1 sin(x1)

0.1 sin(x2) 0.2

)
,

Q0 =
(
5 1
1 5

)
, R0 =

(
1 0
0 1

)
, Q1(x) =

(
45 + x21 35 + 0.1x21 x

2
2

35 + 0.1x21 x
2
2 47 + x22

)
,

Q2(x) =
(

5 + x21 1 + 0.1x21 x
2
2

1 + 0.1x21 x
2
2 5 + x22

)
, x0 = (−1 1

)T
, t ∈ [0, 10] .

For such Qk, k = 0, 1, 2 matrices P̃0, P̃1, P̂0, P̂1, P̂2, M0 are symmetric, M0 =(
11.40 0.88
0.88 4.99

)
> 0 and matrices M1(x), M2(x), N1(x), N2(x) are not symmetric.

The quality criterion values for the compared regulators are presented in Table 4.1.

Example 4.2 Padé approximation components with the specified properties Let
us consider system (4.1), (4.4) where

A =
(−2 −0.5

−1 −0.7

)
, B =

(
2 + 0.1x(1) 0.4

0.5 1.4 + 0.7x(2)

)
,

Q0 =
(

5 0.5
0.5 5

)
,

Q1 =
(
1 0
0 1

)
, Q2 =

(
1 0
0 1

)
, R0 =

(
1 0
0 1

)
, x0 = (−1 1

)T
.

Matrix N2 is defined as N2 =
(
4 2
2 4

)
, and other components of the Padé approx-

imation are found using the least squares method (cf. Table 4.2).

Example 4.3 Padé construction with a spline The spline application is demon-
strated on the following example for a stationary system (4.1) with criterion (4.4),

where A(ε)=
(

1 + ε/0.1 0.5 + ε/0.2
1.5 + ε/0.1 2 + ε/0.1

)
, B(ε)=

(
0.2 + ε/0.2 0.4 + ε/0.1
0.5 + ε/0.1 0.1 + ε/0.2

)
,
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Table 4.1 Criterion values for different ε

ε SDRE regulator
(SDRE)

Padé-bridge [2/2]
(Padé)

Asymptotics by
small parameter ε

Asymptotics by
large parameter ε

0.01 14.93 14.93 14.93 –

0.1 17.85 17.86 17.86 –

0.3 25.10 25.47 25.76 –

0.6 40.16 43.02 77.21 –

0.8 55.20 61.85 – –

1 77.47 94.64 – –

3 107.46 112.86 – –

6 44.96 44.77 – 45.38

10 35.09 35.05 – 34.84

15 31.31 31.30 – 31.17

Table 4.2 Criterion values for different ε

ε SDRE regulator (SDRE) Padé-bridge [2/2] (Padé)

0.01 9.48 9.48

0.1 11.64 11.70

0.3 9.15 11.27

0.6 6.70 11.91

0.8 6.65 11.32

1 5.28 6.18

3 3.27 3.84

6 2.57 2.87

10 2.25 2.41

Q0 =
(
5 1
1 5

)
, Q1 =

(
45 35
35 47

)
, Q2 =

(
2 1
1 2

)
, R =

(
1 0
0 1

)
, x0 = (−1 1

)T
.

Here P̃0, P̃1, P̂0, P̂1 > 0, M0 =
(
11.777 1.288
1.288 15.477

)
> 0, and matrices P̂2, M1 =( −9.612 −11.983

−23.084 −2.409

)
, M2 =

(
0.303 −1.115

−1.837 0.362

)
, N2 =

(−0.026 −0.138
−0.240 0.009

)
,

N1 =
(−1.407 −0.415

−0.965 −0.598

)
, t ∈ [0, 2]. The comparison of the two-point Padé regula-

tor [2/2] with the SDRE regulator and regulators based on the asymptotic expansions
by small and large values of the parameter by the criterion values is presented in
Table 4.3.

For ε = 0.6 the K [2/2]
bridge (x, 0.6) =

(
PA[2/2](x,0.6)+PAT[2/2](x,0.6)

)
2 has both positive and

negative eigenvalues (is not positive definite as required by condition II). In the
neighborhood of this parameter value the controller based on the Padé approximation
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Table 4.3 Criterion values for the considered regulators for different values of the parameter

ε SDRE regulator (SDRE) Padé-bridge [2/2] (Padé)

0.01 23.87 23.87

0.1 26.51 26.52

0.3 32.37 32.6

0.6 42.05 8.343× 103

0.8 49.58 62.09

1 58.39 63.98

3 360.4 296.4

6 71.89 76.78

10 41.67 41.84

15 32.70 32.72

of theRiccati equation solution does not stabilize the system (has a large overshoot). It
can be seen that the value of the criterion for thePadé controller increases dramatically
for ε = 0.6. After the spline construction the singularity in the neighborhood of this
point disappears, we obtain the following result for ε = 0.6, I (u) = 29.45 instead
of the previous value 8.343 × 103. And now the corresponding system trajectories
converge to the equilibrium position.

4.2.2 Large Gain Systems and Weakly Controllable Systems

Let us consider another class of optimal control problems for continuous nonlinear
systems with a parameter and a quadratic quality criterion [10, 11]

ẋ = A(x)x + εB(x)u, x(0) = x0, (4.12)

∫ ∞

0

(
xT Q(x, ε)x + uT R0u

)
dt → inf

u
, (4.13)

where x(t) ∈ X ⊂ Rn, u(t) ∈ Rr , t ∈ (0, ∞), X ⊂ Rn is a bounded state space
subset, A(x) ∈ Rn×n, B(x) ∈ Rn×r , rank B(x) = r, ∀x ∈ X, Q(x, ε) > 0, R0 >

0, ε ∈ (0 ,∞) is a parameter that can take both large or small values, i.e. in the first
case, we have a large gain system (4.12), and in the second case, the so-called weakly
controllable system, all matrices are assumed to be sufficiently smooth.
Here, we will also use the SDRE approach scheme to construct the feedback control
law

u = −εR−1
0 BT (x)P(x, ε)x, (4.14)
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where P(x, ε) is a solution of the matrix algebraic Riccati equation for all x ∈ X ,
ε ∈ (0 ,∞)

− AT (x)P(x, ε) − P(x, ε)A(x) + ε2P(x, ε)B(x)R−1
0 BT (x)P(x, ε) − Q(x, ε) = 0.

(4.15)

The following condition is introduced

III. The triple of matrices (A(x), B(x), Q1/2(x, ε)) is pointwise controllable and
observable for any x ∈ X, ε ∈ (0,∞).

Under condition III Riccati equation (4.15) has a positive definite solution P(x, ε).
At first, the second-order formal asymptotic approximation of P(x, ε) for small
values of ε is constructed, where Q is also selected in the form Q(x, ε) = Q0(x) +
εQ1(x) + ε2Q2(x). The following relations are obtained

−AT (x)P̃0(x) − P̃0(x)A(x) − Q0(x) = 0, −AT (x)P̃1(x) − P̃1(x)A(x) − Q1(x) = 0,
−AT (x)P̃2(x) − P̃2(x)A(x) + P̃0(x)B(x)R−1

0 BT (x)P̃0(x) − Q2(x) = 0,
(4.16)

which are the Lyapunov matrix equations. Next, we proceed to the construction of a
formal second-order asymptotic approximation of the solution of Eq. (4.15) in case
of large parameter values. We get

P̂0(x)S(x)P̂0(x) − Q2(x) = 0, P̂0(x)B(x)R−1
0 BT (x)P̂1(x)+

+P̂1(x)B(x)R−1
0 BT (x)P̂0(x) − Q1(x) = 0, −AT (x)P̂0(x) − P̂0(x)A(x)+

+P̂0(x)B(x)R−1
0 BT (x)P̂2(x) + P̂2(x)B(x)R−1

0 BT (x)P̂0(x)+
+P̂1(x)B(x)R−1

0 BT (x)P̂1(x) − Q0(x) = 0.
(4.17)

The following is true

Theorem 4.3 If matrices A(x), B(x) and R0 > 0, Q0(x) > 0, Q1(x) > 0,
Q2(x) > 0 for all x ∈ X satisfy the conditions

1. Reλ (A(x)) < 0; 2. Q2(x) − P̃0(x)B(x)R−1
0 BT (x)P̃0(x) > 0;

3. rank B(x) = n, rank Q1/2
2 (x) = n; 4. Re λ(B(x)R−1

0 BT (x)P̂0(x)) < 0;

5. Q0(x) + AT (x)P̂0(x) + P̂0(x)A(x) − P̂1(x)B(x)R−1
0 BT (x)P̂1(x) > 0,

then for all x ∈ X, ε > 0 the Riccati equation (4.17) has a positive definite solution
P̂0(x) and the Lyapunov equations in (4.16) and (4.17) have unique positive definite
solutions P̃0(x), P̃1(x), P̃2(x), P̂1(x)P̂2(x).
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Proof Lyapunov equations for P̃0(x), P̃1(x) in (4.16) have positive definite solutions
for all x ∈ X (condition 1 of the theoremand Q0(x) > 0, Q1(x) > 0, ∀x ∈ X ). The
Lyapunov equation for P̃2(x) > 0 in (4.16) has a solution P̃2(x) > 0 under conditions
1 and 2. The matrix equation for P̂0(x) in (4.17) is a special case of the algebraic
matrix Riccati equation. Condition 3 is the condition for its solvability and positive
definiteness of its solution. The other two relations in (4.17) are the Lyapunov-type
equations. For the solvability of these equations for P̂1(x) and P̂2(x), the fulfillment of
conditions 4 and Q1(x) > 0, ∀x ∈ X , and conditions 4, 5, respectively, is required.
That concludes the proof.

It clearly follows that the asymptotic approximations P̃2(x, ε), P̂2 (x, μ) from
(4.16) and (4.17) are positive definite matrices.

Then, on the basis of the obtained asymptotic expansions an approximate solution
of (4.15) for the whole interval of parameter variation is constructed using a two-
point Padé-bridge (4.9).Nowwecan propose a regulator for nonlinear systems (4.12),
(4.13) in the form

u(x, ε) = −εR−1
0 BT (x)K [2/2]

bridge (x, ε) x, (4.18)

for all x ∈ X, ε > 0. Thus, we obtain a possible stabilizing regulator for system
(4.12), (4.13).

We consider problem (4.12), (4.13) in the stationary case when all matrices are
constant. We introduce the Lyapunov function V (x, ε) = xT K (ε) x . The total time
derivative along the closed-loop system (4.12), (4.18) trajectory has the form

dV
dt = ẋ T K (ε) x + xT K (ε) ẋ = (Ax + εBu)T K (ε) x + xT K (ε) (Ax + εBu) =
= (

Ax − ε2BR−1
0 BT K (ε) x

)T
PPAx + xT PPA

(
Ax − ε2BR−1

0 BT K (ε) x
) =

= xT AT K (ε) x + xT K (ε) Ax − ε2xT K (ε) BR−1
0 BT K (ε) x−

−ε2xT K (ε) BR−1
0 BT K (ε) x = xT [AT K (ε) + K (ε) A]x−

−ε2xT
(
K (ε) BR−1

0 BT K (ε) + K (ε) BR−1
0 BT K (ε)

)
x .

According to the Lyapunov lemma [15], matrices D1 = −AT K (ε) − K (ε) A >

0, D2 = 2K (ε) BR−1
0 BT K (ε) > 0, then dV (x,ε)

dt = −xT D1x − ε2xT D2x < 0,
∀ε > 0, x �= 0.

Thus, we have

Theorem 4.4 If all matrices in (4.12), (4.13) are constant, then under condition II
regulator (4.18) stabilizes system (4.12) for all ε ∈ (0,∞).

Thus, in the stationary case, provided that condition II is satisfied, the stabilizing
controller (4.18) for (4.12) has the property of robustness with respect to ε, since
the asymptotic stability of the closed system along this controller is preserved for
any intervals of positive parameter ε variation. The constructed set of regulators is
an approximate symbolic description of the parametric set of stabilizing controls.
The use of such representation of stabilizing regulators is computationally efficient
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Table 4.4 Criterion values for the considered regulators for different values of the parameter ε

ε 0.01 0.3 1 6 15

I (u) SDRE regulator
(SDRE)

9.109 7.385 3.697 1.870 1.728

Padé-
bridge(Padé)

9.109 7.652 3.769 1.870 1.728

Asymptotics by
large parameter ε

1.253× 104 17.702 3.947 1.870 1.728

Asymptotics by
small parameter
ε

9.109 8.180 7.425 13.433 24.700

due to the fact that it is not necessary to solve the Riccati equation in real time for
specific values of the parameter.

Example 4.4 Here a stationary control system (4.12), (4.13) with a vector con-

trol and a quadratic quality criterion is considered, where A =
(−2 −0.5

−1 −0.7

)
, B =(

2 0.4
0.5 1.4

)
, Q0 =

(
5 0.5
0.5 5

)
, Q1 =

(
1 0
0 1

)
, Q2 =

(
1 0
0 1

)
, R0 =

(
1 0
0 1

)
,

x0 = (−1 1
)T

. A stabilizing regulator with a positive parameter ε ∈ (0 ,∞) based

on the matrix Padé-bridge K [2/2]
bridge (x, ε) (4.9) is constructed for this system. We

get symmetric and positive definite matrices P̃0, P̃1, P̂0, P̂1, P̂2, M0, the Padé-

bridge matrices are M0 =
(

2.315 −2.130
−2.130 5.093

)
,M1 =

(
0.602 −0.635

−0.509 1.130

)
, M2 =(

1.137 −1.184
−1.032 2.262

)
, N1 =

(
0.070 −0.086
0.024 −0.022

)
, N2 =

(
1.786 −1.317

−0.936 2.656

)
. A

series of numerical experiments was carried out for different values of ε for the
Padé regulator (4.18) and the SDRE controller (4.14). The comparison of these two
controls, aswell as the algorithms based on the asymptotics by large and small param-
eters of the Riccati equation solution by quality criterion (4.13) values is presented
in Table 4.4 and Fig. 4.1. From Table 4.4 it can be seen that the Padé regulator almost
coincides with the exact solution for all ε ∈ (0,∞) (see Fig. 4.1).

4.2.3 Weakly Coupled Systems

Let us consider a problem for a weakly coupled continuous control system [12–14]

ẋ = A(x, ε)x + B(x, ε)u, x(0) = x0,∫ ∞
0

(
xT Q(x, ε)x + uT R0u

)
dt → inf

u
,
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Fig. 4.1 Comparison of
regulators by criterion values
for different ε

where A(x, ε) =
[

A1(x1) εA2(x2)
εA3(x1) A4(x2)

]
, B(x, ε) =

[
B1(x1) εB2(x2)
εB3(x1) B4(x2)

]
,Q(x, ε) =[

Q1(x1) εQ2(x1, x2)
εQT

2 (x1, x2) Q3(x2)

]
≥ 0, R0 =

[
R1 0
0 R2

]
> 0,

x =
(
x1
x2

)
∈ X, x1 ∈ Rn, x2 ∈ Rm, u =

(
u1
u2

)
∈ Rr , u1 ∈ Rr1 , u2 ∈ Rr2 ,

r1 + r2 = r, t ∈ [0,∞) , 0 < ε ≤ ε0 � 1.
According to the SDRE approach the suboptimal regulator for this problem is

found in the form u = −R−1BT (x, ε)P(x, ε)x, whereP(x, ε) is the solution of the
corresponding Riccati equation
−P(x, ε)A(x, ε) − AT (x, ε)P(x, ε) + P(x, ε)B(x, ε)R−1(x, ε)BT (x, ε)P(x, ε)
−Q(x, ε) = 0, where P(x, ε) is presented as [18]

P(x, ε) =
[

P1(x1, x2, ε) εP2(x1, x2, ε)
εPT

2 (x1, x2, ε) P3(x1, x2, ε)

]
=

=
[

P10 + εP11 + ε2P12 εP20 + ε2P21 + ε3P22
εPT

20 + ε2PT
21 + ε3PT

22 P30 + εP31 + ε2P32

]
=

=
[
P10 0
0 P30

]
+ ε

[
P11 P20
PT
20 P31

]
+ ε2

[
P12 P21
PT
21 P32

]
.

Equations for K10 and K30 are the Lyapunov type equations and the equa-
tion for K20 is a two-term Sylvester type equation, where K20H − FK20 =
Y, H ∈ Rm×m, F ∈ Rn×n, ∈ Rn×m , H = B4(x2)R

−1
2 BT

4 (x2)K30 − A4(x2), F =
K10B1(x1)R

−1
1 BT

1 (x1) − AT
1 (x1), K20 ∈ Rn×m—a rectangular matrix. The detailed

calculations are presented in [13]. Let us define the spectra of matrices H and F
by σ(H) = {μ1, . . . , μn} , σ (F) = {λ1, . . . , λm}, respectively. According to [19], if
σ(H) ⊂ {λ : Reλ < 0} , σ (F) ⊂ {λ : Reλ > 0}, then there exist a unique solution
of this equation K20 = − ∫ ∞

0 e−t FY etHdt . For ε, ε2 we get the Lyapunov equations
for K11, K31 and K12, K32, and the Sylvester equations for K21, K22.
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Here, only a one-point Padé approximation of [1/2] order is constructed on the
basis of the asymptotics by small values of the parameter, which allows one to expand
the interval of the parameter variation where the corresponding Padé regulator is
stabilizing.

Remark 4.3 Some of mentioned results have been used for discrete weakly coupled
systems [14].

4.3 Conclusions

The numerical experiments show that two-point Padé regulators based on two asymp-
totic approximations are more efficient than the controllers based on individual
asymptotic expansions. The sufficient conditions used in theorems restrict the classes
of admissible systems where the proposed technique is applicable. The weakening
of these conditions, however, is possible with some modification of the approach by
selection of specific classes of system matrices and application of other asymptotic
constructions.

Acknowledgements Research supported by the Russian Foundation for Basic Research (project
No. 17-29-07053).
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Chapter 5
Galerkin’s Method was not Developed
by Ritz, Contrary to the Timoshenko’s
Statement

I. Elishakoff, J. Kaplunov, and E. Kaplunov

Abstract In the context of its title, this paper we discuss two letters sent to S.
P. Timoshenko (1878–1972), as well as a letter of response sent by Timoshenko
to Grigolyuk. B. G. Galerkin (1871–1945) is the author of the first letter to S. P.
Timoshenko. Second letter to him is by E. I. Grigolyuk. The letters are concerned
with themethod known as theGalerkinmethod (in theWest), or theBubnov-Galerkin
method or the Bubnov method (in Russia). The letters are fully reproduced here in
English translation. Their originals in Russian language are stored at the Timoshenko
Archive at Stanford University. The copies of the originals are also obtainable from
the authors. Galerkin’s letter appears to be the only document until now where B. G.
Galerkin relates to this method, apart from his 1915 paper. The author of the second
letter is E. I. Grigolyuk (1923–2005). Grigolyuk suggests to Timoshenko to co-author
a paper on the priority associated with the Galerkin method, claiming that it belongs
solely to I. G. Bubnov (1872–1919). Although a joint paper by Timoshenko and
Grigolyuk was never written, Timoshenko expressed an interest in such an endeavor.
These correspondents, namely, B. G. Galerkin, S. P. Timoshenko, and E. I. Grigolyuk
have made important contributions to theoretical and applied mechanics of the last
century, and their interaction appears to be of interest to the mechanics community.
This paper is devoted to their correspondence concerning the priority of authorship,
that was questioned by both S. P. Timoshenko and E. I. Grigolyuk, albeit in a different
manner.
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5.1 Introduction: Origins of the Method

Grigolyuk [22, pp. 3–4] tells the story of the origins of the method (translated from
Russian): “In 1910, S. P. Timoshenko submitted his monograph, “On Stability of
Elastic Systems” (published in Proceedings of the Kiev Polytechnic Institute) for
the Zhuravsky Prize named after the famous Russian engineer Dmitrii Ivanovich
Zhuravsky (1820–1891). In his monograph, Timoshenko presented solutions of a
number of stability problems for different structures under various boundary condi-
tions using Ritz’s method. He did not deal with the convergence study of the method
but compared the two-term approximations with a single term result, using a variant
of the energy method, and showed improvement of the results.

The Zhuravsky prize was established in 1902, and was equal to the yearly profes-
sorial salary (in monetary value), it was not awarded to just anyone. This work was
sent to six Professors for review: I. G. Bubnov, N. A. Beloliubsky, G. I. Belzetsky,
V. L. Kirpichev, G. V. Kolosoff, G. N. Soloviev. In May 1911 the prize Commit-
tee…decided the prize to be awarded to S. P. Timoshenko, who was one of the five
candidates. The reviews of Timoshenko’s work were submitted in the written form.
Four of the six reviews were published, two years later, in volume 81, in 1913, of the
Proceedings of the Railway Engineering University under the general title “Reviews
of Professors Kirpichev, Belzetsky, Bubnov and Kolosoff on the work of Professor
Timoshenko, the winner of D. I. Zhuravsky prize.” (Fig. 5.1).

Bubnov wrote [6] about the Ritz method: “the essence of this method consists in
that expressing the deflections of the body’s points in a series w = a1ϕ1 +a2ϕ2 +
a3ϕ3 +… where ϕ are normal functions of coordinates x and y, or of only a single
coordinate x (for beams), author forms an expression for V-change of energy of
elastic bodies of the system and T-the work performed by external forces; making
these expressions equal, author finds expressions for the critical load P, choosing
in them the relations between coefficients a1, a2, a3 … so that P takes a minimal
value…”.

Later in the review, Bubnov disagrees with Timoshenko who stated that the
“method used by him makes it easier obtaining results in comparison with other
methods which he (Timoshenko) or his predecessors used earlier. This statement
appears to me not totally correct.” Bubnov also writes on a particular mistake made

Fig. 5.1 Ivan Grigoryevich
Bubnov
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by Timoshenko by using a trial function that did not reflect correctly the plate’s
behavior.

Bubnov further made the following comment: “Quite simple solutions can be
obtained also by usual method, i.e. by not resorting to system’s energy, if only the
convergence of the series for w is sufficiently great. By simple substitution into the
differential equation of equilibrium; then by multiplying the obtained expression by
dxdy and integrating over the entire volume, we obtain equation that connects the
coefficient ak along with all others, if the functions ϕ are chosen so that

¨
ϕnϕkdxdy = 0 when n �= k

This equality is valid in almost all problems of the considered work, since the
author usually takes the expression for w in the form of trigonometric series, where
this condition is satisfied…Writing from the obtained relationship as many equations
as we want to keep, and equating the determinant consisting of factors in front
of coefficients, we will reduce the problem of determining the critical load to the
determination of the smallest root of a rational function, the highest degree of which
equals the number of kept terms.”.

According to Grigolyuk [22, p. 21], “I. G. Bubnov contrasts the orthogonalization
method to the energy method. He formulates an alternative method, as it were. It is
not surprising, that in this context I. G. Bubnov does not connect his method with
variational problem, and thus formulates his method as a method of pure orthogo-
nalization. The straightforward solution of the differential equation by the method
of orthogonalization is the principal achievement, it is a difficult and decisive step,
since before that mechanicians and mathematicians were under a great influence of
Lord Rayleigh and W. Ritz.”.

Galerkin’s paper appeared in 1915. According to Grigolyuk, Galerkin was the
“first one who applied the Bubnov method.”. However, Galerkin’s paper mentions
that it is “devoted to the development and application of a different method of the
approximate solution of some problems of equilibrium, proceeding directly from the
equation of elastic curve or surface…”.

One has to pay attention to the words “development and application.”. Thus,
Galerkin claims the method to belong to him. Who does this method belong to? To
Bubnov? Or to Galerkin?

Grigolyuk arrives at the conclusion [23, p. 43]: “In the paper by Galerkin, [the
name of] Bubnov is not mentioned as the predecessor and the author of the orthogo-
nalization method. One recalls the folk-Latin word “plagiatus” “Grigolyuk translates
“plagiatus” as “robbery” in this case. Grigolyuk continues: “Galerkin passed away in
1945—the question of I. G. Bubnov as the founder of the orthogonalization method
was never raised by him.”.

Below we highlight that in the letter to Timoshenko [17–20], Galerkin discusses
the method, and claims it fully as belonging to him (Fig. 5.2).

Filin in [14, pp. 21–23] reports on key details of the scientific conference in honour
of the 100th Anniversary of B. G. Galerkin organized by the Leningrad Scientific
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Fig. 5.2 Boris Grigoryevich
Galerkin

Technological Society for Civil Engineering in 1971. This conference was separate
from the memorial event organised by the Institute for Problems in Mechanics at the
USSR Academy of Sciences. The former took place in the Oak Hall at the House
of Scientists on the embankment of Neva river (former palace of Prince Vladimir
Alexandrovich). The meeting included three lectures by A. I. Lurie, S. G. Mikhlin
and L. N. Mkrtychan.

The authorship of the method since recently known as the Galerkin method was
of utmost interest for all the conference participants. S. G. Mikhlin started from the
assumption that Galerkin may have not been aware of the I. G. Bubnov review of the
book called “Stability of Elastic Systems” by S. P. Timoshenko, published in the local
proceedings of the Railway Engineering University. In the aforementioned review,
a method called the Bubnov-Galerkin method” had been suggested as an alternative
to the energy approach adapted by S. P. Timoshenko. However, I. G. Bubnov only
announced the method in the review but did not follow up with its implementation.
In contrast, B. G. Galerkin not only clearly formulated the idea behind the method,
but also applied it to a variety of specific problems.

5.2 V. V. Novozhilov’s Views on the Method

In his article dedicated to Bubnov, Novozhilov writes [35, p. 380]: “each scientist
has, as a rule, his beloved mathematical methods. Thus, S. P. Timoshenko and Yu.
A. Shimansky were getting the majority of their results by using the energy method,
i.e. they were reducing the boundary-value problems of structural mechanics to vari-
ational treatments. I. G. Bubnov preferred solving boundary-value problems using
differential equations. The discovery of the approximatemethod that carries his name
is associated with his predilection to differential equations.”.

Thus, in the above passage, V. V. Novozhilov seemingly concurs with Grigolyuk
in stating that the method ought to be referred to as “Bubnov method”.
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In another article, in the same book, dedicated to B. G. Galerkin, he writes about
[36, p. 381]: “Development by him of the famous and widely used method of the
approximate solution of mathematical physics.”. From this passage it sounds as
though Novozhilov is attributing the method under discussion to Galerkin! A natural
question arises as to whether Novozhilov trying to have it both ways.

Let us continue quoting him: “One has to touch upon the history of this method,
in order to avoid any misinterpretation, since the priority side of the question is
associated with some details that demand precision. The method under discussion
was given in a rough form by our outstanding naval engineer and mechanician Ivan
Grigorievich Bubnov in his review on Timoshenko’s work that was submitted in
1911 for the Zhuravsky prize.

Timoshenko consideredmany stability problems for columns and plates, using the
Ritz energy method. But Bubnov never used energy methods in his works and thus
could not agree with the statement that Timoshenko’s problems cannot be solved
differently. In his review, he showed how one can solve these problems, utilizing
solely differential equations and boundary conditions. The review [6] was published
in 1913, in the Proceedings of the Railway Engineering University, and one year
later, the second volume of his book “Structural Mechanics of Ships” appeared,
in which the new method was used to solve two problems of plate stability. But
while suggesting this method, Bubnov did not reveal its essence in the problems of
mechanics and thusmade the possibility of its use considerably difficult. In particular,
if one has only the above works of Bubnov, then it remains unclear if one can solve
two- or three-dimensional problems via the method, and if yes, then how? And even
while solving one-dimensional problems (if one has the information available in the
works of Bubnov), one can arrive at incorrect results.

Full clarity on how to use in the problems of mechanics what was suggested by
Bubnov, was brought by B. G. Galerkin, connecting this method with the method
of virtual displacements. After Galerkin’s work, published in the very beginning of
1915, it became clear how to also extend themethod to inhomogeneous problems, and
how to avoid mistakes in choosing the functions utilized in projecting the differential
equation.

The paper by Galerkin soon became known, and from the mid-twenties it found a
wide dissemination. As far as Bubnov’s review of Timoshenko’s work is concerned,
it was exposed in a way, in a rough blueprint, and for a long time remained forgotten.
It was remembered about 25 years ago, and if before that the method was associated
only with Galerkin, after that some researchers connected this method only with
Bubnov. It is clear from the above that one of the actions is unjustified. Undoubtedly,
the idea was suggested by I. G. Bubnov, and the first examples of its application for
solving concrete problems belong to him. But it is no less undoubted that the key
for conscious employment of Bubnov’s idea was given by B. G. Galerkin, and with
exhaustive clarity. It is sufficient to read his paper of 1915, in order to utilize, without
errors, the method to arbitrary boundary-value problem of mechanics. Hence it is
justified to call this wonderful method the Bubnov-Galerkin method, as it is currently
done by the majority of authors.”.
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This comment was surely a rebuke to Grigolyuk who was obsessed with idea that
Galerkin resorted to plagiarism. In fact, Grigolyuk’s first appearance on this topicwas
on December 31, 1970 when he gave a seminar at theMoscowAviation Institute. His
seminar was titled “Towards Development of Bubnov’s OrthogonalizationMethod.”.

5.3 Boris Grigorievich Galerkin and Heinrich Hencky

It appears that the life of Boris Grigorievich Galerkin was closely intertwined with
that of the German engineer Heinrich Hencky whose paper on the Galerkin method
was the first harbinger, informing the West of this method. As stated by Altenbach
and Bruhns, Heinrich Hencky (1885–1951), was “an engineer with contributions
to plasticity, continuum mechanics, and plate theory, among others…He received a
doctorate in 1913 with a thesis on the numerical calculation of stresses in thin plates.
After completing his doctorate, he sought for a newposition in railway engineering (in
those days one of themost attractive branches in civil engineering) and in 1914moved
to Kharkov (Kharkiv) in the Ukraine, an emerging industrial and commercial center.
His career was abruptly terminated when World War I broke out, he was interned in
theUral region and sent back toGermany after the war ended” [2]. Tanner and Tanner
inform [47]: “During this time he met his Russian wife, Aleksandra Yuditskaya; they
got married in January 1918.”.

To digress, let us cite here again [47] on Hencky’s doctoral dissertation: “In 1913
he received his doctorate of engineering from Technical University of Darmstadt.
The title of his thesis was “Über den Spannungszustand in rechteckigen ebenen
Platten bei gleichmäßig verteilter und bei konzentrierter Belastung” (On the stress
state in rectangular flat plates under uniformly distributed and concentrated loading).
Hencky’s thesis [24] used a numerical method to study the stresses in flat plates; the
thesis has been cited at least 74 times since 1974–2003 when the paper [47] was
published. The authors state that Hencky’s thesis “was a substantial contribution to
the elastic plate theory, which became one of his favourite subjects. He published
his findings in the paper [25].

Grigolyuk provides an additional detail [22, p. 30]: “Heinrich Hencky, former
prisoner of war during the WWI, with knowledge of the Russian language, had a
good acquaintance with Galerkin; he was the first, see [26], to cite the paper [16]
…”. The acquaintance with B. G. Galerkin, while he was in Russia as a POW, was
prompted, by all probability, by the keen interest of both in plate theory.

The paper [26] appeared in the volume dedicated to Professor August Föppl
(1854–1924), famous German mechanician and author, in the book devoted to his
70th birthday. Incidentally, Föppl also died the same year. It should be mentioned
that S. P. Timoshenko attended Föppl’s lectures during his summer visit toMunich in
early 1900s, andwas also invited to contribute to Föppl’s volume.Another connection
with Timoshenko was through Ludwig Prandtl (1875–1953), whose lectures S. P.
Timoshenko also attended during his visits to Germany, receiving the topic of his
doctoral dissertation from Prandtl, who became the son-in-law of Föppl.
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Hencky later moved to Delft University of Technology following not securing a
permanent position in Dresden. According to [47], “he joined the department headed
by Professor C. B. Biezeno, situated in the old Mechanical engineering building
which now is an apartment block.”. There, Hencky brought the Galerkin method to
the attention of Biezeno.

In 1924, the First Congress in Theoretical and Applied Mechanics took place in
Delft, where Biezeno contributed the paper on the Galerkin method [3]. Thus, the
misfortune of being the POW in Russia lead to Hencky getting to know both Galerkin
and his method. Hencky’s failure to obtain a permanent position in Germany brought
him to the Netherlands and supported the propagation of themethod in theWest, with
further papers being contributed by [7, 8] as well as many others. Thus, the Galerkin
method owes its celebrated status to Hencky’s lack of luck. By the way, this unlucky
chain of events continued throughout Hencky’s life—on the 26th of July Hencky left
Delft and took a position at the Massachusetts Institute of Technology in June 1930,
serving there as anAssociate Professor.According to [2] “Unfortunately, this position
again was not permanent and ended in 1932, when the MIT was reorganized…”.

One could wonder if Hencky even wrote to S. P. Timoshenko, who at that time
was at Stanford University, to solicit help in obtaining another position in the United
States. He might have not applied to S. P. Timoshenko, if he knew of Timoshenko’s
negative attitude to the Galerkin method.

The authors of [2] inform that “As of 1935 an offer arrived fromBoris G. Galerkin,
whom he knew from his Delft period, he accepted a position as professor of Engi-
neering mechanics at the Kharkov Polytechnic Institute and later at the Institute of
Mechanics of Lomonosov University in Moscow with Aleksei A. Ilyushin. Unfortu-
nately, information about Hencky in the Soviet Union is very rare. This is certainly
due to the secrecy of those days. However, it is belied that with the help of Galerkin,
Hencky was hired to improve the Soviet Union lightweight (airplane) construction.
His deformation theory could contribute a lot to this matter, and it is known that
Ilyushin was very much impressed by this theory. It is not clear what really happened
in those pre-war days in Moscow, but in 1938, he and his family had to leave the
Soviet Union within 24 h (the latter fact, leaving the former Soviet Union, and alive,
perhaps were, these authors should interject, the happiest moment in his life, IE, JK,
EK).” There, in Germany, he is “suspiciously observed by the security service (SD)
of the Nazi regime, but under the protection of his supervisor”.

According to [47, p. 98], Galerkin and Hencky “had become acquainted at the
International Conference on Mechanics held in Delft in 1924 and Galerkin had
shown an interest in Hencky’s work.” According to Wikipedia entry on Galerkin
[60], “In 1924 he made his last trip abroad—he participated in the Congress on
applied mechanics in the Netherlands,” or the first IUTAM Congress. By the way,
the fiftieth anniversary of the first congress took place in the city of Delft again, now
in 1976, with one of us (IE) being its participant.

About Hencky’s misfortunes Tanner and Tanner write [47]: “One must admit that
his life was not easy—the early Russian internment and later problems with the
Soviets, his teaching problems in Dresden, his difficulties with Biezeno in Delft, and
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ultimately his loss of the MIT position, need to be born in mind.”. His end was tragic
too: Hencky died in a climbing accident in the Alps in Tyrol, Austria, in 1951.

5.4 Interrelation Between Ritz and Galerkin Method

Hencky wrote apparently the first paper outside Russia, on the Galerkin method
[27]. Leipholz devoted many papers to the application of the Galerkin method to
various problems in mechanics, e.g. see [29]. In this paper he writes [29, p. 315]:
“Galerkin’s method is shown to be independent of Ritz method and applicable to
non-conservative, non-self-adjoint problems.”. He also emphasizes that [29, p. 317]
“…for conservative, self-adjoint problems there is no essential difference between
Galerkin andRitzmethod [4]. For this reason,Galerkin’smethod has been considered
for a long time to be only a special case of Ritz’s method, a point of view which
is not very favourable to the independent development of Galerkin’s method. This
situation changed when it was required to solve new engineering problems, mainly in
the field of aeroelasticity, which are non-conservative and non-self-adjoint. For such
problems, Ritz’s method in its classical form cannot be used, and a different method
has to be applied. Since it is obvious that the basic condition…of Galerkin’s method
does not refer to any variational principle, Galerkin’s method seemed to be adequate
for non-conservative, non-self-adjoint problems. This Galerkin’s method was proved
to be in fact more general than Ritz’s method, or, in other words, Ritz’s method was
seen to be a restricted, special case of Galerkin’s method. Indeed, investigations by
Repman [43], Petrov [37], Keldysh [28], and Mikhlin [34] and later on of Pflueger
[38] and Leipholz [30] indicated clearly the applicability of Galerkin’s method to
quite general problems…”. The interested reader can consult also with the paper
by Afendikova [1] on the role of Galerkin’s method in work of academician M. B.
Keldysh (1911–1978), whomade numerous outstanding contributions to science and
technology, including being “one of the key figures behind Soviet space program.”,
see Wikipedia [61].

Leipholz summarized that [29, p. 318] “Galerkin’s method, being now a very
generalmethod, had to have a foundation of its own, and theorems on the convergence
of the approximate solution. This requirement naturally led to a strong development
of the theory involved with this method.” In conclusion of his study, he reiterated
[29, p. 328]: “it was shown that Galerkin’s method is independent of Ritz’s method
and is applicable to non-conservative, non-self-adjoint problems.”.

One of the strengths of Galerkin’s paper was the fact that he considered some
problems where he summed up the contributions of all the terms. An analogous
approach was taken by Elishakoff and Lee [11], as well as Elishakoff and Zingales
[12, 13]. Interested readers can also consult with the book by Svirsky [46], along
with a review by Vorovich [56] dedicated to 100th anniversary of B. G. Galerkin’s
birth, as well as a more recent paper by Repin [42] devoted to a centenary of the
method’s discovery.
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5.5 Relationship Between S. P. Timoshenko and B. G.
Galerkin

Filin writes [14, p. 40]: “I remember that A. I. Lurie (who held S. P. Timoshenko
in high regard) said, that B. G. Galerkin did not have an amicable relationship with
neither S. P. Timoshenko nor with P. F. Papkovich. B. G. Galerkin apparently felt
that Timoshenko thought of him as a theoretician as opposed to a more practically
oriented scientist. Galerkin could not agree with this. In fact, he could provide
strong evidence to the contrary (for example, his involvement and supervision of
the engineering design of the large thermal power station building in Leningrad
using a metallic fachwerk (truss)). Namely, S. P. Timoshenko expressed his skeptical
view of Galerkin’s specialization during the conversation at the Leningrad Railway
Engineering University.”.

It cannot be said with full certainty whether S. P. Timoshenko was objective. Karl
S. Pister, Professor at the University of California at Berkley, writes in his paper [39]:
“On the 8th October, 1926 at the meeting of the structural group of the American
Civil Engineering Society held in Philadelphia, PA, Professor H.Westergaard (1988–
1950), who was a professor of theoretical and applied mechanics at the University
of Illinois at Urbana Champaign during that time, delivered the paper titled “On
hundred and fifty years of advances in structural analysis”.”. Westergaard briefly
mentioned bothGalerkin and Timoshenko in his survey. Specifically, he [emphasized
that [59, p. 240] “Dr. Timoshenko’s presence in this country is a reminder, at the
same time of the international character of the science of structural mechanics.”. He
discussed, specifically, contributions made by the French Tradition [59, pp. 232–
233], the English tradition [59, p. 233] as well as contributions made by scientists of
Germany, United States, Italy, Denmark, and others. He specifically mentioned that
“there is a Russian tradition which may be traced back to the influence of Euler.”.

The discussion of the paper involved several interesting comments. S. P. Timo-
shenko, Professor of the Michigan University at the time, wrote that “It is said that
the ancient project of the Babylon tower resulted in the language barriers that have
slowed down the progress in science. These barriers were but a minor hindrance for
English speakers with regards to many languages, especially French and German,
but, unfortunately, it is not easy to overcome the Russian barrier. The author of these
remarks wants to fix this issue and reference the Russian tradition.”.

Next, Pister notes that [39] “Timoshenko then lists the names and contributions of
the famous figures in the history of mechanics: D. Bernoulli, Euler (no one of them
were Russian, both were Swiss), Zhuravsky (who developed tangential stresses in
beams), Golovin (curved roads), Krylov and Bubnov (the theory for naval struc-
tures).” He then emphasizes that [39] “It is worth noting that Timoshenko does not
mention Galerkin’s name.”.

It would seem that Timoshenko is biased in this case, as he was not fully reflecting
on the role of the achievements of the Russian tradition in applied mechanics. The
pertinent question arises, on whether or not Timoshenko considered Galerkin as
belonging to the Russian tradition in the first place.
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5.6 Timoshenko’s Sensitivity to the Priority Question: His
Letter to the Editor of Philosophical Magazine

In 1921, on 30 August, Timoshenko sent a letter to the editor of the journal Philo-
sophical Magazine. He writes: “Gentlemen, –In connection with two papers on the
Buckling of Deep Beams published in your periodical (see Dr. J. Prescott, xxxvi,
p. 297 and xxxix, p. 194), I beg to communicate the following:–

The question of the buckling of beams can be regards as solved a long time already.
The first paper on this subject was published in your periodical by A. G. M. Michell,
in 1899, vol. xlviii. The same problem was investigated with more details by Prof.
L. Prandtl, 1899 (Munich Dissert.). In both these papers, as also in the paper by Dr.
J. Prescott, the bending of the flanges of girders by sideways buckling is neglected,
and in consequence of that results cannot be applied to the calculation of I girders.

The influence of the flexion of flanges of the girder was studied by me, and
the results were published in Russia, 1905 (Bulletins of the Polytechnical Institute,
Petersburg).

The translation of this paper in German can be found in Zeitschr. f. Math. u.
Phys., Bd. lviii (1910). Other manner of solution is given in my memoir published in
French (Annales des ponte et chaussees, Fasc. iii, -v). There are given the numerical
tables, which enable us to calculate very easily I girders under different conditions
of loading and fastening of ends.”. As it can be seen, Timoshenko brings to the
attention of readers some work that was performed by him, and written in Russian,
and because of inaccessibility of the journal, unappreciated by the community. To
avoid the narrow distribution to his results he submitted these to German and French
journals. As we saw in the previous section, he neglected to bring the work of B. G.
Galerkin to the attention of the readers.

5.7 Galerkin’s Letter to S. P. Timoshenko

Leningrad, 26 February 1932

Dear Stephan Prokofyevich!

I received your letter from 16th of January. I would be very grateful if you could
send me your book on the Theory of Elasticity when it is released. I am reporting to
you my most important developments on plates.

Rectangular plates supported along the edges (Proceedings of St. Petersburg Poly-
technic Institute, 1915, v. XXIV, pp. 279–282). You referred to this paper in part II of
your Theory of Elasticity, published in Russian. The solution for a simply supported
plate under a uniformly distributed load is also given here; besides, this solution,
thanks to the selected function f(x) for the load in the form of a fourth-order poly-
nomial, satisfying the equation N∇2∇2 f = p, reduces to rather rapidly converging
series. The cases of plates on elastic supports are investigated and the solution for a
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plate simply supported at 4 points is presented as a particular example. In the same
place the solution for a plate with fixed edges on inelastic supports is given. Then
the solution for an infinite (in width and length) plate under uniform load, supported
in points, is given. In this work the Table is also presented.

Besides, I have now developed a solution for “Pilzdecke” (a plate supported along
rectangular regions), the solution is given in terms of rapidly converging series,
virtually for an arbitrary load. A solution is also obtained for the case when a plate is
infinite in two directions, and when it is bounded in one direction (simply supported
by walls or beams, or clamped, along two edges). Now Tables are being generated.

In the paper “Bending of rectangular plates and walls” (Proceedings of St. Peters-
burg Polytechnic Institute, 1916, v. XXVI, pp. 124–254 and 1918, v. XXVII, pp. 187–
319) plates under a fairly general load and at various support clamping types are
considered (the general solution for a continuous plate, as well as the Tables are
given for bending characteristics (transverse displacement, moments, shear forces,
and reaction forces). Among particular cases, a plate simply supported along three
sides (the fourth one is free, i.e. without support), a plate clamped along two sides,
and a plate clamped along one side, are considered. Tables are given for a uniformly
distributed load, as well as a load in the form of a triangle (hydrostatic pressure);
in addition, examples for other loads are presented, such as a line load or a point
load. In the paper “Deformation and stresses in rectangular plates under point loads”
(a collection of articles called “Engineering structures and structural mechanics”,
Leningrad, 1924, pp. 3–23), I give the solution for the case when a load is distributed
along a rectangular located arbitrarily along the plate. This solution gives an oppor-
tunity to obtain an arbitrary load and, also a point load. There are detailed Tables
given to show when a part of the plate is subjected to a uniform load. I published
roughly the same paper, but without the Tables, in “Messenger of Mathematics”,
Cambridge, 1925, June, pp. 26–39 (“Equilibrium of thin rectangular elastic plates
under the action of continuous and concentrated loads”). In the paper “Contribution
à la théorie des plaques continues” (Le Génie civil, 1928, t. 92, pp. 181–184) the
solution for a continuous plate (with one span along one of the directions, and an
arbitrary number of spans along other directions); the problem is reduced to the solu-
tion of a set of equations with three unknowns (the solution in this respect looks like
that for a continuous beam).

I gave the solution for triangular plates (Proceedings of the Russian Academy of
Sciences, 1919, pp. 111–118, C.R. de l” Acad. des Sc. de Paris 1925, t. 181, p. 369,
Journal of Leningrad Physical and Mathematical Society, 1926, vol. 1). Tables for
various types of loading are given (Proceedings of thePetrogradPolytechnic Institute,
1919, vol. XXVIII, pp. 1–57). The solution for a point load is given in the collection
of articles of Leningrad Institute of Railway Engineering, 1927, issue 94).

I gave the solution for a plate bounded by two arcs of concentric circles and two
radii (Proceedings of the Russian Academy of Sciences, 1919, pp. 415–426) for the
case when the plate is simply supported along the radii, with arbitrary supports along
the arcs. The Tables are composed for the case of a full sector: (a) the arc is clamped—
Proceedings of the Leningrad Polytechnic Institute, 1925, vol. XXIX, pp. 271–334,
(b) the arc is simply supported—same journal, 1927, vol. XXX, pp. 461–485 (c)
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the arc is free (suspended freely)—same journal, 1928, vol. XXXI, pp. 229–246.
Then I give the solution for the case of a point load (“Plaques minces blastiques,
limitées par deux ares de cercles concentriques et deux rayons sous l”action des
forces concentrées” in C.R., 1924, t. 178, p. 919). The stability issue of such a plate
under the compressive stresses is considered by myself in the paper ‘sur la stabilité
d”une plaque uniformément comprimée parallélement à la surface, limitée pas deux
ares….” in C.R. 1924, t. 178, p. 1392.

In the paper “Adaptation of curvilinear isothermal coordinates to integrate the
equations of equilibrium of elastic plates”. In Mess. of Math., 1922, Nov., pp. 99–
109) I apply isothermal coordinates for investigating displacements and stresses in
plates; circular, elliptic, and semi-elliptic plates are presented as examples. In the
paper “Berechnung der frei gelagerten elliptischen Platte auf Biegung” (Z. t. angev.
Math. Mech., 1923, S. 113–117) I use isothermal coordinates for investigating a
simply supported elliptic plate under uniform load. Here the tables for displacement,
bending moments, and shear forces are presented.

The last contributions on thick plates are known to you. In the Reports of the
USSR Academy of Sciences, 1931, I give the solution for simply supporting thick
rectangular and triangular plates under an arbitrary load. The solution is presented
in double series. It has a significant disadvantage—the series are slowly convergent.

In the C. R. paper, 1931, I give the solution for a rectangular plate in single series,
this solution may be extended to arbitrary support clamping. For some loads it is
not difficult to compile Tables as well, since the series converge. It would appear
that I have presented everything which may be of a certain interest to you. I have
only forgotten about the paper “Rods and Plates. Series in some problems of elastic
equilibriumof rods and plates.”. EngineeringHerald, 1915, pp. 897–908.Aparticular
interest in this paper is presented by an approximatemethod of integration; I consider,
and apparently some others as well, that it may substitute the Ritz method. I believe
that this is the case. My method is simpler, even considerably simpler, than the
Ritz method, and leads to the same results. There are several publications about this
method (Biezeno wrote about this in two papers and also in the lecture at the Delft
Congress (Proceedings of the 1st International Congress for Applied Mechanics,
1924), Hencky (Z. f. angew. Math. Mech., 1927, S. 80–81). Presently, this method
is included in the Handbuch der Physik, B. VI, S. 345. However, the proof, with the
help of the variation calculus, belongs to Hencky; I approached this issue in a simpler
way.

Should you require something from what I have listed above, write to me; I do
not have everything, but anything I have I will readily send to you, I inform you of
my new address: Zhukovskii Street 4, apartment 7.

Yours,

B. Galerkin.
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5.8 Discussion of Galerkin’s Letter to Timoshenko

As was written by Grigolyuk [22]: “Galerkin passed away in 1945—the question on
I. G. Bubnov as the founder of the orthogonalization method was never raised by
him.”. Fortunately, in the above letter [17–20], Galerkin comments on his method,
this letter being, up to now, the only document where he makes such comments.
Galerkin emphasizes: “My method is simpler, even considerably simpler, than the
Ritz method, and leads to the same results.”. He uses the term “my method” not
“Bubnov’s method”. Galerkin informs Timoshenko what the latter probably already
knew, that Biezeno devoted two papers to Galerkin’s method, as well as Hencky [27],
Galerkin gives credit to Hencky in providing the proof, thus he is giving credit when
it is due. Galerkin writes these not without some pride, that his method, although
developed in Russia, became known in the West.

Galerkin emphasizes that his method “may substitute the Ritz method”. He
repeats, as it were: “I believe that this is the case. My method is simpler, even
considerably simpler, than the Ritz method, and leads to the same results.”.

Galerkin suggests that Timoshenko may contact him in case Timoshenko has any
questions.We do not know if Timoshenko ever responded toGalerkin. Unfortunately,
Galerkin Archive, if it exists, is not available to us.

The pertinent question arises: how does S. P. Timoshenko, if at all, present the
method of Galerkin?

Timoshenko does “not provide” his “opinion about this method” in his “works”.
This is indeed correct. In his book on history of strength of materials [52], in the
sections entitled, respectively as “Progress in Strength of Materials during the Twen-
tieth Century” [52, pp. 354–388] and “Theory of Elasticity during the Period 1900–
1950” [52, pp. 389–421], he exposed his beloved method of Ritz he refrains from
mentioning the Galerkin method, although he does quote some works of Bubnov, as
well as of Galerkin, in other contexts.

Timoshenko’s book on vibration problems in engineering [49], again reviews the
Rayleigh and Ritz methods but is silent about Galerkin’s method. Second and third
editions of his book [51]—written after the correspondence he hadwith Galerkin, see
[17–20]—again omits even the mentioning of the Galerkin method. Then, the fourth
edition of the book [53], now co-authored with Donovan Harold Young (1904–1980)
does include the method. Specifically, on p. 390, after exposition of Ritz’s method,
the authors note: “the calculations can be simplified by using the second form of the
Ritz method*, in which, instead of calculating strain energy and kinetic energy of
a vibrating system, we use directly the differential equation of vibration.”. Authors
use the two-term Galerkin method and conclude, on p. 391: “from this example, it
may be appreciated that the second form of the Ritz method represents a considerable
simplification, since it does not require the calculation of the strain energy which was
used in our preceding examples.”. As is seen above the word method was supplied
by Timoshenko and Young by an asterisk, the associated footnote mentions: “The
method is sometimes attributed to Galerkin, but was introduced by W. Ritz, see
p. 228, loc. cit.”. Now, p. 228 does not mention Ritz at all! But this is a mild error.
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The grand error of both Timoshenko andYoung is thatWalther Ritz (1878–1909) had
nothing to do with the Galerkin method, except, possibly providing an inspiration!

Who wrote this passage, Timoshenko or Young? If even it was written by Timo-
shenko, thenYoung could have read the papers byRitz,which do not containGalerkin
method, or papers by [7, 8] if he could not read Galerkin’s paper [16] in Russian,
or Hencky’s paper [27] in German! The same remark applies to Professor Weaver,
who was a co-author of Timoshenko and Young. Later, he was the first author of the
book by Weaver, Timoshenko and Young [58] with the same statement unchanged.
Also, what is this ‘second form of the Ritz method’?! This term is a mislabeling of
Timoshenko and Young. If Timoshenko is the one whomisnomered it, Young should
have opposed to the term. He could have read papers by Ritz (1908,1909) and told
Timoshenko that these papers do not contain the “second form of Ritz method.”.

5.9 Letter from Grigolyuk to Timoshenko

10 October 1965

Dear Stepan Prokofievich!

I am sending you a list of your original works.What is your opinion about the current
division of the papers by volumes? Do you feel that all of these papers should be
included? Do you disagree with the inclusion of any of them? Are there any gaps? If
a decision was made about the publication of the volumes, would you agree to write
an introduction?

Howwould you feel about the proposed review of your contribution into the devel-
opment of deformable systems? This review could be written by me and improved
by you in the future.

I am awaiting your swift reply.
I have another question for you. You remember of course the review of Bubnov

I. G. about your work which received the Zhuravsky prize in 1912 (Bubnov I. G.
“Review of the work of Professor Timoshenko S. P. “On the stability of elastic
systems.” Proceedings of St. Petersburg Railway Engineering Institute. Volume
81, 1912, pp. 33–36. Reprint: Bubnov I. G. Selected publications of Sudpromgiz.
Leningrad 1956, pp. 136–139). The solution for differential equations proposed by
Bubnov I. G. constitutes a powerful tool in mathematical physics. Sadly, you did not
provide your opinion about this method in your works. The work of Bubnov I. G.
is not known in the West. This method is known under a different name there. Your
opinion is very influential for both scientists and within wider engineering circles.
Could you please take some public steps in this regard, such as by publishing a paper.
I have all the necessary materials and perhaps it might be possible to publish a joint
paper about this issue.

I wish you health and great vigor.

E. I. Grigolyuk



5 Galerkin’s Method was not Developed by Ritz, Contrary to the … 77

Corresponding member of Academy of Sciences of the USSR
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5.10 Discussion of Grigolyuk’s Letter to Timoshenko

Grigolyuk edited two volumes in the Russian language collecting Timoshenko’s
papers. His letter starts with a question pertaining to the distribution of Timoshenko’s
papers in these two volumes. He also wrote an extensive review of Timoshenko’s
scientificworks. In this letter he asks Timoshenko about the feasibility ofwriting such
a review. Then he asks about the Zhuravsky prize S. P. Timoshenko was awarded
in 1911. Grigolyuk mentions Bubnov’s review of Timoshenko’s work submitted
for a prize. Grigolyuk emphasizes that ‘sadly”, Timoshenko does “not provide” his
“opinion about this method” in his “works”. This is indeed correct: In his book on
the history of strength of materials [52], Timoshenko does not refer to the Galerkin
method when he discusses progress made during years 1900–1950.

5.11 Letter from Timoshenko to Grigolyuk

In response to the letter sent to him by Grigolyuk, Timoshenko responded: “Next,
the question about preparation work on the papers about Bubnov’s method is of great
interest to me. I wrote my work under the Raleigh influence. By the time this piece
of work was ready to be combined with the Ritz paper, it was already too late to
change it (I was taking part in the competition for the Zhuravsky Prize at that time)
and so I only mentioned it in the introduction. As for me, the methods by Bubnov
and later by Galerkin correspond to one of the Ritz’s approaches. Neither myself nor
Bubnov attended the Scientific Congress in Mechanics in 1924 in Delft. Our works
and that of Ritz were not mentioned and it seemed that the methods for approximate
evaluation of the critical load fully belonged to the presenter.”.

5.12 Personal Inputs of V. V. Novozhilov, V. V. Bolotin
and A. L. Goldenveiser

One of the authors (IE) discussed the issue with V. V. Bolotin during his visit to the
Florida Atlantic University by the invitation of Y. K. Lin who was the Director of
the Centre for Applied Stochastic Research at the Florida Atlantic University at the
time [5]. Bolotin’s (rather strong, we ought to say) opinion (translated as close to the
original source as possible) was that “the E. I. Grigolyuk’s strong focus, seemingly an
obsession, with this subject is not worthy the attention of a Correspondingmember of
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the Academy of Sciences. At the same time, I visited V. V. Novozhilov (1910–1987)
in Leningrad with the special purpose of clarifying the authorship of the method.
Novozhilov stated that it was almost impossible that Galerkin did not know about
Bubnov’s review of Timoshenko’s book as Bubnov was Galerkin’s supervisor at
the time.”. Bolotin then provided his own insight on the issue at hand: “As for me,
I would suggest that Bubnov as Galerkin’s supervisor had asked him to write the
review.”. Such a possibility is feasible. terSee Spassky’s contribution to the book
about V. V. Novozhilov [45, p. 21], where he writes the following about Bubnov:
“Ivan Grigorievich Bubnov had a strong personality and in his office, he adhered to
a full autocracy.” If indeed Bolotin’s conclusion is valid, then the method should be
attributed to Galerkin only.

One of us (IE) recalls the public defense of the doctoral habilitation dissertation of
Boris PetrovitchMakarov, in the early 1970s. Professor Eduard Ivanovich Grigolyuk
was supposed to serve as the so-called Official Opponent. The scientific secretary,
Professor Yury Nikolaevich Novichkov announced that Grigolyuk will not be in
attendance. However, his extremely short letter was read. It stated that the dissertation
was on the highest scientific level, and thatMakarov fully deserved the sought degree.
Grigolyuk had one critical comment, however. Instead of the term used by Makarov,
namely “Galerkin method”, one should use the term “Bubnov method”. Later, after
a successful defense, Novichkov informed us that Bolotin had a chance to read
Grigolyuk’s letter prior to the habilitation defense. Bolotin stated that it was a very
personal judgment, also see [14, p. 726] where it is stated that Grigolyuk related
to others by “views on people projected by national (i.e. religious—IE, JK, EK)
belonging”. And again, in Grigolyuk’s letter to Filin, see [14, p. 725], Grigolyuk
wrote: “I don’t agree with you in one terminological question: still, it is better [to
use the term]—Bubnov’s method.”.

Likewise, one of us (JK) recalls that Aleksei Lvovich Goldenveiser (1911–2003)
was rather ironic regarding Grigolyuk’s long-term focus on the authorship of the
method in question. Goldenveiser also believed that Grigolyukmight have something
personal against Galerkin. It is interesting that in 1952Grigolyuk lost the competition
for the Galerkin prize by the Supreme Council of the All-Union Civil Engineering
Society awarded for the best contribution to structural mechanics; in fact, the 1952
Galerkin prize winner was Goldenveiser.

5.13 Conclusion

The above discussed letters by B. G. Galerkin and E. I. Grigolyuk, both directed
to S. P. Timoshenko, are stored at Stanford University, and were discovered by
the first author at the S. P. Timoshenko Archive. We have no access to the letter
which Timoshenko had seemingly sent on January 1932 to B. G. Galerkin, as it is
mentioned in Galerkin’s above letter. Neither we know if Timoshenko responded
to Galerkin. It might be potentially useful to establish the Galerkin Archive based
on the correspondences he received, as the Full Member of the Soviet Academy
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of Sciences of the former USSR. Naturally, such an endeavor must be extremely
difficult task since Galerkin passed away in 1945, and his correspondences might
well get lost in the passage of time. Likewise, it appears to be desirable to establish E.
I. Grigolyuk’s Archive collecting correspondences he had received over the years, as
the Corresponding Member of the Soviet (and later) Russian Academy of Sciences,
provided that consent of the families of these late scientists was obtained. Such
correspondence could elucidate numerous interesting issues within the history of
mechanics.

We conclude that the orthogonalization method could be referred to as the
“Galerkin method’ or as the “Bubnov-Galerkin method” but surely not as the
“Bubnov method,” contrary to the claim of E. I. Grigolyuk; neither is this method
a “second form of the Ritz method” as wrongly dubbed by S. T. Timoshenko. The
other relevant papers are Refs. 9, 10, 15, 21, 31–33, 40, 44, 48, 50, 54, 55 and 57.

ADDENDUM: During the proofreading of this paper a new study (Ref. 62) by
Reddy and Srinivasa was published. The authors maintain, correctly, about the Ritz
and the Galerkin methods, that “The two methods are distinctly different” (Ref. 62,
p. 288), supporting our conclusions.
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Chapter 6
Global Bifurcation Analysis of
Polynomial Dynamical Systems

Valery A. Gaiko

Abstract We carry out a global bifurcation analysis of planar polynomial dynam-
ical systems. In particular, using a bifurcational geometric approach, we study the
global dynamics and solve the problem on the maximum number and distribution of
limit cycles in a polynomial Euler–Lagrange–Liénard type mechanical system. We
consider also a rational endocrine system carrying out a global bifurcation analysis
of a reduced planar quartic Topp system which models the dynamics of diabetes.
Studying global bifurcations and applying the Wintner–Perko termination principle,
we prove that such a system can have at most two limit cycles.

6.1 Introduction

We carry out a global bifurcation analysis of planar polynomial dynamical systems
and, first of all, we would like to recall some basic facts on their singular points and
limit cycles. In particular, the study of singular points of polynomial systems will
use two index theorems by H.Poincaré; see [2]. The definition of the Poincaré index
is the following [2].

Definition 1 Let S be a simple closed curve in the phase plane not passing through
a singular point of the system

ẋ = P(x, y), ẏ = Q(x, y), (6.1)

where P(x, y) and Q(x, y) are continuous functions (for example, polynomials),
and M be some point on S. If the point M goes around the curve S in the positive
direction (counterclockwise) one time, then the vector coinciding with the direction
of a tangent to the trajectory passing through the point M is rotated through the angle
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2π j ( j = 0,±1,±2, . . .). The integer j is called the Poincaré index of the closed
curve S relative to the vector field of system (6.1) and has the expression

j = 1

2π

∮
S

P d Q − Q d P

P2 + Q2
. (6.2)

According to this definition, the index of a node or a focus, or a center is equal
to +1 and the index of a saddle is −1. The following Poincaré index theorems are
valid [2].

Theorem 1 The indices of singular points in the plane and at infinity sum to +1.

Theorem 2 If all singular points are simple, then along an isocline without multiple
points lying in a Poincaré hemisphere which is obtained by a stereographic projection
of the phase plane, the singular points are distributed so that a saddle is followed
by a node or a focus, or a center and vice versa. If two points are separated by the
equator of the Poincaré sphere, then a saddle will be followed by a saddle again and
a node or a focus, or a center will be followed by a node or a focus, or a center.

Consider a polynomial system in the vector form

ẋ = f (x,μ), (6.3)

where x ∈ R2; μ ∈ Rn; f ∈ R2 ( f is a polynomial vector function).
Recall some basic facts concerning limit cycles of (6.3). Assume that system (6.3)

has a limit cycle
L0 : x = ϕ0(t)

of minimal period T0 at some parameter value μ=μ0∈ Rn.

Let l be the straight line normal to L0 at the point p0 = ϕ0(0) and s be the
coordinate along l with s positive exterior to L0. It then follows from the implicit
function theorem that there is a δ > 0 such that the Poincaré map h(s,μ) is defined
and analytic for |s| < δ and ‖μ − μ0‖ < δ. The displacement function for system
(6.3) along the normal line l to L0 is defined as the function

d(s,μ) = h(s,μ) − s.

We denote derivatives of d with respect to s or components of μ by subscripts,
and the m-th derivative of d with respect to s by d(m)

s . In terms of the displacement
function, a multiple limit cycle can be defined as follows [9].

Definition 2 A limit cycle L0 of (6.3) is a multiple limit cycle iff

d(0,μ0) = ds(0,μ0) = 0.

It is a simple limit cycle (or hyperbolic limit cycle) if it is not a multiple limit cycle;
furthermore, L0 is a limit cycle of multiplicity m iff



6 Global Bifurcation Analysis of Polynomial Dynamical Systems 85

d(0,μ0) = ds(0,μ0) = · · · = d(m−1)
s (0,μ0) = 0,

d(m)
s (0,μ0) �= 0.

Note that themultiplicity of L0 is independent of the point p0 ∈ L0 throughwhich
we take the normal line l.

Let us write down also the following formulae which have already become clas-
sical ones and determine the derivatives of the displacement function in terms of
integrals of the vector field f along the periodic orbit ϕ0(t) [9]:

ds(0,μ0) = exp
∫ T0

0
∇ · f (ϕ0(t),μ0) dt − 1

and
dμ j (0,μ0) = −ω 0

‖ f (ϕ0(0),μ0)‖
×

∫ T0

0
exp

(
−

∫ t

0
∇ · f (ϕ0(τ ),μ0) dτ

)
× f ∧ f μ j

(ϕ0(t),μ0) dt

for j = 1, . . . , n,whereω0 = ±1 according towhether L0 is positively or negatively
oriented, respectively, and where the wedge product of two vectors x = (x1, x2) and
y = (y1, y2) in R2 is defined as

x ∧ y = x1 y2 − x2 y1.

Similar formulae for dss(0,μ0) and dsμ j (0,μ0) can be derived in terms of integrals
of the vector field f and its first and second partial derivatives along ϕ0(t).

Now we can formulate the Wintner–Perko termination principle [31] for polyno-
mial system (6.3).

Theorem 3 Any one-parameter family of multiplicity-m limit cycles of relatively
prime polynomial system (6.3) can be extended in a unique way to a maximal one-
parameter family of multiplicity-m limit cycles of (6.3) which is either open or cyclic.

If it is open, then it terminates either as the parameter or the limit cycles become
unbounded; or, the family terminates either at a singular point of (6.3), which is
typically a fine focus of multiplicity m, or on a (compound) separatrix cycle of (6.3)
which is also typically of multiplicity m.

The proof of this principle for general polynomial system (6.3) with a vector para-
meter μ ∈ Rn parallels the proof of the planar termination principle for the system

ẋ = P(x, y, λ), ẏ = Q(x, y, λ) (6.4)

with a single parameter λ ∈ R (see [9, 31]), since there is no loss of generality in
assuming that system (6.3) is parameterized by a single parameter λ; i. e., we can



86 V. A. Gaiko

assume that there exists an analytic mapping μ(λ) of R into Rn such that (6.3) can
be written as (6.4) and then we can repeat everything that had been done for system
(6.4) in [31]. In particular, λ is said to be a field-rotation parameter if it rotates the
vectors of the field in one direction [2, 9, 31]. If λ is a field rotation parameter of
(6.4), the following Perko’s theorem on monotonic families of limit cycles is valid;
see [31].

Theorem 4 If L0 is a nonsingular multiple limit cycle of (6.4) for λ = λ0, then L0

belongs to a one-parameter family of limit cycles of (6.4); furthermore:
(1) if the multiplicity of L0 is odd, then the family either expands or contracts

monotonically as λ increases through λ0;
(2) if the multiplicity of L0 is even, then L0 bifurcates into a stable and an unstable

limit cycle as λ varies from λ0 in one sense and L0 disappears as λ varies from λ0

in the opposite sense; i. e., there is a fold bifurcation at λ0.

We use these theorems and develop our methods for studying limit cycle bifur-
cations of polynomial dynamical systems. In Sect. 6.2, applying canonical systems
with field rotation parameters and using geometric properties of the spirals filling
the interior and exterior domains of limit cycles, we solve the problem on the max-
imum number and distribution of limit cycles in an Euler–Lagrange–Liénard type
mechanical system. In Sect. 6.3, we consider an endocrine systemmodel carrying out
a global qualitative analysis of a reduced planar quartic Topp system which models
the dynamics of diabetes; in particular, studying global bifurcations and applying the
Wintner–Perko termination principle, we prove that such a system can have at most
two limit cycles. This is related to the solution of Hilbert’s sixteenth problem on the
maximum number and distribution of limit cycles in planar polynomial dynamical
systems [9].

6.2 Polynomial Mechanical System

6.2.1 Euler–Lagrange–Liénard Type Model

We study an Euler–Lagrange–Liénard type equation

ẍ + h(x) ẋ2 + f (x) ẋ + g(x) = 0 (6.5)

and the corresponding dynamical system

ẋ = y, ẏ = −g(x) − f (x) y − h(x) ẋ2. (6.6)

Equation (6.5) is a composition of two equations. One of them is

α(q) q̈ + β(q) q̇2 + γ (q) = 0, (6.7)
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where q ∈ R; α(q), β(q) and γ (q) are scalar functions, which represents a generic
form of dynamics for an n-degree of freedom Euler–Lagrange system

d

dt

(
∂L

∂ Q̇

)
− ∂L

∂ Q
= B(Q) u, (6.8)

where L(Q, Q̇) is a Lagrangian, Q ∈ Rn is a vector of generalized coordinates,
u ∈ Rn−1 and B(Q) is n × (n − 1)matrix function of full rank for each Q. Equation
(6.7) can be used, in particular, for solving the periodicmotion problem inmechanical
systems; see, e. g., [35] and the references therein.

The other one is the Liénard equation

ẍ + f (x) ẋ + g(x) = 0 (6.9)

with the corresponding dynamical systems in the form

ẋ = y, ẏ = −g(x) − f (x) y, (6.10)

particular cases of which we have considered in [10–17]; see also [7, 8, 24, 28, 29,
32, 36]. There aremany examples in the natural sciences and technology inwhich this
and related systems are applied [1, 2, 30, 34]. Such systems are often used to model
either mechanical or electrical, or biomedical systems, and in the literature, many
systems are transformed into Liénard type to aid in the investigations. They can be
used, e. g., in certain mechanical systems, where f (x) represents a coefficient of the
damping force and g(x) represents the restoring force or stiffness, when modeling
wind rock phenomena and surge in jet engines [1, 30]. Such systems can be also
used to model resistor-inductor-capacitor circuits with non-linear circuit elements.
Recently, e. g., the Liénard system has been shown to describe the operation of an
optoelectronics circuit that uses a resonant tunnelling diode to drive a laser diode to
make an optoelectronic voltage controlled oscillator [34].

There are also a number of examples of technical systemswhich aremodelledwith
quadratic damping: a term in the second-order dynamics model, which is quadratic
with respect to the velocity state variable. These examples include bearings, float-
ing off-shore structures, vibration isolation and ship roll damping models [6, 25].
In robotics, quadratic damping appears in feed-forward control and in nonlinear
impedance devices, such as variable impedance actuators [3]. Variable impedance
actuators are of particular interest for collaborative robotics [33].

We suppose that system (6.6), where g(x), h(x) and f (x) are arbitrary polyno-
mials, has an anti-saddle (a node or a focus, or a center) at the origin and write it in
the form

ẋ = y,

ẏ = −x(1 + a1 x + . . . + a2l x2l) + y(α0 + α1 x + . . . + α2k x2k)

+ y2(c0 + c1 x + . . . + c2n x2n).

(6.11)
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Note that for g(x) ≡ x and h(x) ≡ 0, by the change of variables X = x and
Y = y + F(x), where F(x) = ∫ x

0 f (s) ds, (6.11) is reduced to an equivalent system

Ẋ = Y − F(X), Ẏ = −X (6.12)

which can be written in the form

ẋ = y, ẏ = −x + F(y) (6.13)

or

ẋ = y, ẏ = −x + γ1 y + γ2 y2 + γ3 y3 + · · · + γ2k y2k + γ2k+1 y2k+1. (6.14)

In [10–13], we have presented a solution of Smale’s thirteenth problem [36]
proving that the Liénard system (6.14) with a polynomial of degree 2k + 1 can have
atmost k limit cycles andwe can conclude now that our results [10–13] agreewith the
conjecture of [28] on the maximum number of limit cycles for the classical Liénard
polynomial system (6.14). There were some attempts to construct counterexamples
to this conjecture, e. g., in [7, 8]. But that “counterexamples”were completelywrong.

In [14–17], we have studied the general Liénard polynomial system (h(x) ≡ 0)

ẋ = y, ẏ = −x(1 + a1 x + · · · + a2l x2l) + y(α0 + α1 x + · · · + α2k x2k).

(6.15)
In [14–16], under some assumptions on the parameters of (6.15), and in [17],

in the general case, we have found the maximum number of limit cycles and their
possible distribution for system (6.15).

6.2.2 Limit Cycles of the Euler–Lagrange–Liénard System

Consider system (6.11) supposing that a2
1 + · · · + a2

2l �= 0. Its finite singularities are
determined by the algebraic system

x (1 + a1 x + · · · + a2l x2l) = 0, y = 0. (6.16)

This system always has an anti-saddle at the origin and, in general, can have at
most 2l + 1 finite singularities which lie on the x-axis and are distributed so that a
saddle (or saddle-node) is followed by a node or a focus, or a center and vice versa [2].
For studying the infinite singularities, the methods applied in [2] for Rayleigh’s and
van der Pol’s equations and also Erugin’s two-isocline method developed in [9] can
be used; see [10–17].

Following [9], we will study limit cycle bifurcations of (6.11) by means of canon-
ical systems containing field rotation parameters of (6.11) [2, 9].
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Theorem 5 The Euler–Lagrange–Liénard polynomial system (6.11) with limit cycles
can be reduced to one of the canonical forms:

ẋ = y,

ẏ = −x (1 + a1x + · · · + a2l x2l)

+ y(α0−β1−· · ·−β2k−1+β1x+α2x2+· · ·+β2k−1x2k−1+α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n)

(6.17)

or

ẋ = y ≡ P(x, y),

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(α0−β1−· · ·−β2k−1+β1x+α2x2+· · ·+β2k−1x2k−1+α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n) ≡ Q(x, y),

(6.18)

where 1 + a1x + · · · + a2l x2l �= 0, α0, α2, . . . , α2k are field rotation parameters and
β1, β3, . . . , β2k−1 are semi-rotation parameters.

Proof Let us compare system (6.11) with (6.17) and (6.18). It is easy to see that
system (6.17) has the only finite singular point: an anti-saddle at the origin. System
(6.18) has at list two singular points including an anti-saddle at the origin and a
saddle which, without loss of generality, can be always putted into the point (1, 0).
Instead of the odd parameters α1, α3, . . . , α2k−1 in system (6.11), also without loss
of generality, we have introduced new parameters β1, β3, . . . , β2k−1 into (6.17)
and (6.18).

We will study now system (6.18) (system (6.17) can be studied absolutely simi-
larly). Let all of the parameters α0, α2, . . . , α2k and β1, β3, . . . , β2k−1 vanish in this
system,

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+y2(c0 + c1 x + · · · + c2n x2n)

(6.19)

and consider the corresponding equation

dy

dx
= x(x−1)(1+b1x+· · ·+b2l−1x2l−1)+y2(c0+c1 x+· · ·+c2n x2n)

y
≡ F(x, y).

(6.20)

Since F(x,−y) = −F(x, y), the direction field of (6.20) (and the vector field of
(6.19) as well) is symmetric with respect to the x-axis. It follows that for arbitrary
values of the parameters b1, . . . , b2l−1 system (6.19) has centers as anti-saddles
and cannot have limit cycles surrounding these points. Therefore, we can fix the
parameters b1, . . . , b2l−1 in system (6.18), fixing the position of its finite singularities
on the x-axis.
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To prove that the even parameters α0, α2, . . . , α2k rotate the vector field of (16),
let us calculate the following determinants:

Δα0 = P Q′
α0

− Q P ′
α0

= y2 ≥ 0,
Δα2 = P Q′

α2
− Q P ′

α2
= x2y2 ≥ 0,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Δα2k = P Q′
α2k

− Q P ′
α2k

= x2k y2 ≥ 0.

Bydefinition of a field rotation parameter [2, 9], for increasing each of the parame-
ters α0, α2, . . . , α2k, under the fixed others, the vector field of system (6.18) is rotated
in the positive direction (counterclockwise) in thewhole phase plane; and, conversely,
for decreasing each of these parameters, the vector field of (6.18) is rotated in the
negative direction (clockwise).

Calculating the corresponding determinants for the parameters β1, β3, . . . , β2k−1,

we can see that

Δβ1 = P Q′
β1

− Q P ′
β1

= (x − 1) y2,
Δβ3 = P Q′

β3
− Q P ′

β3
= (x3 − 1) y2,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Δβ2k−1 = P Q′
β2k−1

− Q P ′
β2k−1

= (x2k−1− 1) y2.

It follows [2, 9] that, for increasing each of the parameters β1, β3, . . . , β2k−1,

under the fixed others, the vector field of system (6.18) is rotated in the positive
direction (counterclockwise) in the half-plane x > 1 and in the negative direction
(clockwise) in the half-plane x < 1 and vice versa for decreasing each of these
parameters. We will call these parameters as semi-rotation ones.

Thus, for studying limit cycle bifurcations of (6.11), it is sufficient to consider
the canonical systems (6.17) and (6.18) containing the field rotation parameters α0,

α2, . . . , α2k and the semi-rotation parameters β1, β3, . . . , β2k−1. The theorem is
proved.

By means of the canonical systems (6.17) and (6.18), we will prove the following
theorem.

Theorem 6 The Euler–Lagrange–Liénard polynomial system (6.11) can have at
most k + l + 1 limit cycles, k + 1 surrounding the origin and l surrounding one by
one the other singularities of (6.11).

Proof According to Theorem 5, for the study of limit cycle bifurcations of sys-
tem (6.11), it is sufficient to consider the canonical systems (6.17) and (6.18) con-
taining the field rotation parameters α0, α2, . . . , α2k and the semi-rotation parameters
β1, β3, . . . , β2k−1. We will work with (6.18) again (system (6.17) can be considered
in a similar way).

Vanishing all of the parameters α0, α2, . . . , α2k and β1, β3, . . . , β2k−1 in (6.18),
we will have system (6.19) which is symmetric with respect to the x-axis and has
centers as anti-saddles. Its center domains are bounded by either separatrix loops or
digons of the saddles or saddle-nodes of (6.19) lying on the x-axis.
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Let us input successively the semi-rotation parameters β1, β3, . . . , β2k−1 into
system (6.19) beginning with the parameters at the highest degrees of x and alter-
nating with their signs. So, begin with the parameter β2k−1 and let, for definiteness,
β2k−1 > 0 :

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(−β2k−1 + β2k−1x2k−1) + y2(c0 + c1 x + · · · + c2n x2n).

(6.21)

In this case, the vector field of (6.21) is rotated in the negative direction (clockwise)
in the half-plane x < 1 turning the center at the origin into a rough stable focus. All
of the other centers lying in the half-plane x > 1 become rough unstable foci, since
the vector field of (6.21) is rotated in the positive direction (counterclockwise) in this
half-plane [2, 9].

Fix β2k−1 and input the parameter β2k−3 < 0 into (21):

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(−β2k−3 − β2k−1 + β2k−3x2k−3 + β2k−1x2k−1)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.22)

Then the vector field of (6.22) is rotated in the opposite directions in each of the
half-planes x < 1 and x > 1. Under decreasing β2k−3, when β2k−3 = −β2k−1, the
focus at the origin becomes nonrough (weak), changes the character of its stability
and generates a stable limit cycle.All of the other foci in the half-plane x > 1will also
generate unstable limit cycles for some values of β2k−3 after changing the character
of their stability. Under further decreasing β2k−3, all of the limit cycles will expand
disappearing on separatrix cycles of (6.22) [2, 9].

Denote the limit cycle surrounding the origin by Γ0, the domain outside the cycle
by D01, the domain inside the cycle by D02 and consider logical possibilities of
the appearance of other (semi-stable) limit cycles from a “trajectory concentration”
surrounding this singular point. It is clear that, under decreasing the parameter β2k−3,

a semi-stable limit cycle cannot appear in the domain D02, since the focus spirals
filling this domain will untwist and the distance between their coils will increase
because of the vector field rotation [10–17].

By contradiction, we can also prove that a semi-stable limit cycle cannot appear in
the domain D01. Suppose it appears in this domain for some values of the parameters
β∗
2k−1 > 0 and β∗

2k−3 < 0. Return to system (6.19) and change the inputting order
for the semi-rotation parameters. Input first the parameter β2k−3 < 0 :

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(−β2k−3 + β2k−3x2k−3) + y2(c0 + c1 x + · · · + c2n x2n).

(6.23)



92 V. A. Gaiko

Fix it under β2k−3 = β∗
2k−3. The vector field of (6.23) is rotated counterclockwise

and the origin turns into a rough unstable focus. Inputting the parameter β2k−1 > 0
into (6.23), we get again system (6.22) the vector field of which is rotated clockwise.
Under this rotation, a stable limit cycleΓ0 will appear froma separatrix cycle for some
value of β2k−1. This cycle will contract, the outside spirals winding onto the cycle
will untwist and the distance between their coils will increase under increasing β2k−1

to the value β∗
2k−1. It follows that there are no values of β∗

2k−3 < 0 and β∗
2k−1 > 0 for

which a semi-stable limit cycle could appear in the domain D01.

This contradiction proves the uniqueness of a limit cycle surrounding the origin
in system (6.22) for any values of the parameters β2k−3 and β2k−1 of different signs.
Obviously, if these parameters have the same sign, system (6.22) has no limit cycles
surrounding the origin at all. On the same reason, this system cannot have more than
l limit cycles surrounding the other singularities (foci or nodes) of (6.22) one by one.

It is clear that inputting the other semi-rotation parameters β2k−5, . . . , β1 into
system (6.22) will not give us more limit cycles, since all of these parameters are
rough with respect to the origin and the other anti-saddles lying in the half-plane
x > 1. Therefore, the maximum number of limit cycles for the system

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+y(−β1−· · ·−β2k−3−β2k−1+β1x+· · ·+β2k−3x2k−3+β2k−1x2k−1)

+y2(c0 + c1 x + · · · + c2n x2n)

(6.24)

is equal to l + 1 and they surround the anti-saddles (foci or nodes) of (24) one by
one.

Suppose that β1 + · · · + β2k−3 + β2k−1 > 0 and input the last rough parameter
α0 > 0 into system (6.24):

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(α0 − β1 − · · · − β2k−1 + β1x + · · · + β2k−1x2k−1)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.25)

This parameter rotating the vector field of (6.25) counterclockwise in the whole
phase plane also will not give us more limit cycles, but under increasing α0, when
α0 = β1 + · · · + β2k−1, we can make the focus at the origin nonrough (weak), after
the disappearance of the limit cycle Γ0 in it. Fix this value of the parameter α0

(α0 = α∗
0) :

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1) + y2(c0 + c1 x + · · · + c2n x2n).

(6.26)

Let us input now successively the other field rotation parameters α2, . . . , α2k into
system (6.26) beginning again with the parameters at the highest degrees of x and
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alternating with their signs; see [10–17]. So, begin with the parameter α2k and let
α2k < 0 :

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.27)

In this case, the vector field of (6.27) is rotated clockwise in thewhole phase plane and
the focus at the origin changes the character of its stability generating again a stable
limit cycle. The limit cycles surrounding the other singularities of (6.27) can also
still exist. Denote the limit cycle surrounding the origin by Γ1, the domain outside
the cycle by D1 and the domain inside the cycle by D2. The uniqueness of a limit
cycle surrounding the origin (and limit cycles surrounding the other singularities)
for system (6.27) can be proved by contradiction like we have done above for (6.22);
see also [10–17].

Let system (6.27) have the unique limit cycle Γ1 surrounding the origin and l limit
cycles surrounding the other antisaddles of (6.27). Fix the parameter α2k < 0 and
input the parameter α2k−2 > 0 into (6.27):

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2k−2x2k−2 + α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.28)

Then the vector field of (6.28) is rotated in the opposite direction (counterclockwise)
and the focus at the origin immediately changes the character of its stability (since
its degree of nonroughness decreases and the sign of the field rotation parameter
at the lower degree of x changes) generating the second (unstable) limit cycle Γ2.

The limit cycles surrounding the other singularities of (28) can only disappear in
the corresponding foci (because of their roughness) under increasing the parameter
α2k−2. Under further increasing α2k−2, the limit cycle Γ2 will join with Γ1 forming
a semi-stable limit cycle, Γ12, which will disappear in a “trajectory concentration”
surrounding the origin. Can another semi-stable limit cycle appear around the origin
in addition to Γ12? It is clear that such a limit cycle cannot appear either in the
domain D1 bounded on the inside by the cycle Γ1 or in the domain D3 bounded by
the origin and Γ2 because of the increasing distance between the spiral coils filling
these domains under increasing the parameter [10–17].

To prove the impossibility of the appearance of a semi-stable limit cycle in the
domain D2 bounded by the cycles Γ1 and Γ2 (before their joining), suppose the
contrary, i. e., that for some values of these parameters, α∗

2k < 0 and α∗
2k−2 > 0, such

a semi-stable cycle exists. Return to system (6.26) again and input first the parameter
α2k−2 > 0 :
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ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2k−2x2k−2)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.29)

This parameter rotates the vector field of (6.29) counterclockwise preserving the
origin as a nonrough stable focus.

Fix this parameter under α2k−2 = α∗
2k−2 and input the parameter α2k < 0 into

(6.29) getting again system (26). Since, by our assumption, this system has two
limit cycles surrounding the origin for α2k > α∗

2k, there exists some value of the
parameter, α12

2k (α12
2k < α∗

2k < 0), for which a semi-stable limit cycle, Γ12, appears
in system (6.28) and then splits into a stable cycle Γ1 and an unstable cycle Γ2

under further decreasing α2k . The formed domain D2 bounded by the limit cycles
Γ1, Γ2 and filled by the spirals will enlarge since, on the properties of a field rotation
parameter, the interior unstable limit cycle Γ2 will contract and the exterior stable
limit cycle Γ1 will expand under decreasing α2k . The distance between the spirals
of the domain D2 will naturally increase, which will prevent the appearance of a
semi-stable limit cycle in this domain for α2k < α12

2k [10–17].
Thus, there are no such values of the parameters, α∗

2k < 0 and
α∗
2k−2 > 0, for which system (6.28) would have an additional semi-stable limit cycle

surrounding the origin. Obviously, there are no other values of the parameters α2k and
α2k−2 for which system (6.28) would have more than two limit cycles surrounding
this singular point. On the same reason, additional semi-stable limit cycles cannot
appear around the other singularities (foci or nodes) of (6.28). Therefore, l + 2 is the
maximum number of limit cycles in system (6.28).

Suppose that system (6.28) has two limit cycles,Γ1 andΓ2, surrounding the origin
and l limit cycles surrounding the other antisaddles of (6.28) (this is always possible
if −α2k 
 α2k−2 > 0). Fix the parameters α2k, α2k−2 and consider a more general
system inputting the third parameter, α2k−4 < 0, into (6.26):

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2k−4x2k−4 + α2k−2x2k−2 + α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.30)

For decreasingα2k−4, the vector field of (6.30)will be rotated clockwise and the focus
at the origin will immediately change the character of its stability generating a third
(stable) limit cycle, Γ3. With further decreasing α2k−4, Γ3 will join with Γ2 forming
a semi-stable limit cycle, Γ23, which will disappear in a “trajectory concentration”
surrounding the origin; the cycle Γ1 will expand disappearing on a separatrix cycle
of (6.30).

Let system (6.30) have three limit cycles surrounding the origin:Γ1, Γ2, Γ3.Could
an additional semi-stable limit cycle appear with decreasing α2k−4 after splitting of
which system (6.30) would have five limit cycles around the origin? It is clear that
such a limit cycle cannot appear either in the domain D2 bounded by the cycles Γ1
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and Γ2 or in the domain D4 bounded by the origin and Γ3 because of the increasing
distance between the spiral coils filling these domains after decreasing α2k−4. Con-
sider two other domains: D1 bounded on the inside by the cycle Γ1 and D3 bounded
by the cycles Γ2 and Γ3.As before, we will prove the impossibility of the appearance
of a semi-stable limit cycle in these domains by contradiction.

Suppose that for some set of values of the parameters α∗
2k <0, α∗

2k−2>0 and
α∗
2k−4<0 such a semi-stable cycle exists. Return to system (26) again inputting first

the parameters α2k−2 > 0 and α2k−4 < 0 :

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2k−4x2k−4 + α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n).

(6.31)

Fix the parameter α2k−2 under the value α∗
2k−2. With decreasing α2k−4, a separatrix

cycle formed around the origin will generate a stable limit cycle Γ1. Fix α2k−4 under
the value α∗

2k−4 and input the parameter α2k > 0 into (6.31) getting system (6.30).
Since, by our assumption, (6.30) has three limit cycles for α2k > α∗

2k, there exists
some value of the parameter α23

2k (α23
2k < α∗

2k < 0) for which a semi-stable limit cycle,
Γ23, appears in this system and then splits into an unstable cycle Γ2 and a stable cycle
Γ3 with further decreasing α2k . The formed domain D3 bounded by the limit cycles
Γ2, Γ3 and also the domain D1 bounded on the inside by the limit cycle Γ1 will
enlarge and the spirals filling these domains will untwist excluding a possibility of
the appearance of a semi-stable limit cycle there [10–17].

All other combinations of the parameters α2k, α2k−2, and α2k−4 are considered in
a similar way. It follows that system (6.30) can have at most l + 3 limit cycles.

If we continue the procedure of successive inputting the field rotation parameters,
α2k, . . . , α2, into system (6.26),

ẋ = y,

ẏ = x(x − 1)(1 + b1x + · · · + b2l−1x2l−1)

+ y(β1x + · · · + β2k−1x2k−1 + α2x2 + · · · + α2k x2k)

+y2(c0 + c1 x + · · · + c2n x2n),

(6.32)

it is possible to obtain k limit cycles surrounding the origin and l surrounding one
by one the other singularities (foci or nodes) (−α2k 
 α2k−2 
 −α2k−4 
 α2k−6 

. . .).

Then, bymeans of the parameter α0 �= β1 + · · · + β2k−1 (α0 > α∗
0 , if α2 < 0, and

α0 < α∗
0 , if α2 > 0), we will have the canonical system (6.18) with an additional

limit cycle surrounding the origin and can conclude that this system (i. e., the Euler–
Lagrange–Liénard polynomial system (6.11) as well) has at most k + l + 1 limit
cycles, k + 1 surrounding the origin and l surrounding one by one the antisaddles
(foci or nodes) of (6.18) (and (6.11) as well). The theorem is proved.



96 V. A. Gaiko

6.3 Rational Endocrine System

6.3.1 Topp Model of Diabetes Dynamics

In [37], a novel model of coupled β-cell mass, insulin, and glucose dynamics was
presented, which is used to investigate the normal behavior of the glucose regulatory
system and pathways into diabetes. The behavior of the model is consistent with the
observed behavior of the glucose regulatory system in response to changes in blood
glucose levels, insulin sensitivity, and β-cell insulin secretion rates.

In the post-absorptive state, glucose is released into the blood by the liver and
kidneys, removed from the interstitial fluid by all the cells of the body, and distributed
into many physiological compartments, e. g., arterial blood, venous blood, cerebral
spinal fluid, interstitial fluid [37].

Since we are primarily concerned with the evolution of fasting blood glucose
levels over a time-scale of days to years, glucose dynamics are modeled with a
single-compartment mass balance equation

Ġ = a − (b + cI )G. (6.33)

Insulin is secreted by pancreatic β-cells, cleared by the liver, kidneys, and insulin
receptors, and distributed into several compartments, e. g., portal vein, peripheral
blood, and interstitial fluid. The main concern is the long-time evolution of fasting
insulin levels in peripheral blood. Since the dynamics of fasting insulin levels on this
time-scale are slow, we use a single-compartment equation given by

İ = βG2

1 + G2
− α I. (6.34)

Despite a complex distribution of pancreatic β cells throughout the pancreas, β-
cell mass dynamics have been successfully quantified with a single-compartment
model

β̇ = (−l + mG − nG2)β. (6.35)

Finally, the Topp model (a rational endocrine system) is

Ġ = a − (b + cI )G,

İ = βG2

1 + G2
− α I,

β̇ = (−l + mG − nG2)β

(6.36)

with parameters as in [37].
On the short timescale, β is approximately constant and, relabelling the variables,

the fast dynamics is a planar system
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ẋ = a − (b + c y)x,

ẏ = βx2

1 + x2
− α y

(6.37)

By rescaling time, this can be written in the form of a quartic dynamical system:

ẋ = (1 + x2)(a − (b + c y)x) ≡ P,

ẏ = βx2 − α y(1 + x2) ≡ Q.
(6.38)

Together with (38), we will also consider an auxiliary system (see [2, 9, 31])

ẋ = P − γ Q, ẏ = Q + γ P, (6.39)

applying to these systems new bifurcation methods and geometric approaches devel-
oped in [5, 9–21] and carrying out the qualitative analysis of (6.38).

6.3.2 Global Bifurcation Analysis of the Topp System

Consider system (6.38). Its finite singularities are determined by the algebraic system

(1 + x2)(a − (b + c y)x) = 0,
βx2 − α y(1 + x2) = 0

(6.40)

which can give us at most three singular points in the first quadrant: a saddle S and
two antisaddles (non-saddles), A1 and A2, according to the second Poincaré index
theorem (Theorem 2). Suppose that with respect to the x-axis they have the following
sequence: A1, S, A2. System (6.38) can also have one singular point (an antisaddle)
or two singular points (an antisaddle and a saddle-node) in the first quadrant.

To study singular points of (6.38) at infinity, consider the corresponding diffe-
rential equation

dy

dx
= βx2 − α y(1 + x2)

(1 + x2)(a − (b + c y)x)
. (6.41)

Dividing the numerator and denominator of the right-hand side of (6.41) by
x4(x �= 0) and denoting y/x by u (as well as dy/dx), we will get the equation

u2 = 0, where u = y/x, (6.42)

for all infinite singularities of (6.41) except when x = 0 (the “ends” of the y-axis);
see [2, 9]. For this special case we can divide the numerator and denominator of the
right-hand side of (6.41) by y4 (y �= 0) denoting x/y by v (as well as dx/dy) and
consider the equation

v2 = 0, where v = x/y. (6.43)
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According to the Poincaré index theorems (Theorems 1 and 2), the equations (6.42)
and (6.43) give us two double singular points (saddle-nodes) at infinity for (6.41):
on the “ends” of the x and y axes.

Using the obtained information on singular points and applying geometric
approaches developed in [5, 9–21], we can study now the limit cycle bifurcations of
system (6.38).

Applying the definition of a field rotation parameter [2, 9, 31], to system (6.38),
let us calculate the corresponding determinants for the parameters a, b, c, α, and β,

respectively:

Δa = P Q′
a − Q P ′

a = −(1 + x2)(βx2 − α y(1 + x2)), (6.44)

Δb = P Q′
b − Q P ′

b = x(1 + x2)(βx2 − α y(1 + x2)), (6.45)

Δc = P Q′
c − Q P ′

c = xy(1 + x2)(βx2 − α y(1 + x2)), (6.46)

Δα = P Q′
α − Q P ′

α = −y(1 + x2)2(a − (b + c y)x), (6.47)

Δβ = P Q′
β − Q P ′

β = x2(1 + x2)(a − (b + c y)x). (6.48)

It follows from (6.44)–(6.46) that in the first quadrant the signs of Δa, Δb, Δc

depend on the sign of βx2 − α y(1 + x2) and from (6.47) and (6.48) that the signs
of Δα and Δβ depend on the sign of a − (b + c y)x on increasing (or decreasing)
the parameters a, b, c, α, and β, respectively.

Therefore, to study limit cycle bifurcations of system (6.38) it makes sense
together with (6.38) to consider also the auxiliary system (6.39) with field-rotation
parameter γ :

Δγ = P2 + Q2 ≥ 0. (6.49)

Using system (6.39) and applying Perko’s results, we prove the following theo-
rem [21].

Theorem 7 The reduced Topp system (6.38) can have at most two limit cycles.

Proof In [4, 5, 27, 38], where a similar quartic systemwas studied, it was proved that
the cyclicity of singular points in such a system is equal to two and that the system
can have at least two limit cycles; see also [18, 20, 23, 26] with similar results.

Consider systems (6.38)–(6.39) supposing that the cyclicity of singular points in
these systems is equal to two and that the systems can have at least two limit cycles.
Let us prove now that these systems have at most two limit cycles. The proof is
carried out by contradiction applying Catastrophe Theory; see [9, 31].

We will study more general system (6.39) with three parameters: α, β, and γ

(the parameters a, b, and c can be fixed, since they do not generate limit cycles).
Suppose that (6.39) has three limit cycles surrounding the singular point A1, in the
first quadrant. Then we get into some domain of the parameters α, β, and γ being
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restricted by definite conditions on three other parameters, a, b, and c. This domain
is bounded by two fold bifurcation surfaces forming a cusp bifurcation surface of
multiplicity-three limit cycles in the space of the parameters α, β, and γ.

The corresponding maximal one-parameter family of multiplicity-three limit
cycles cannot be cyclic, otherwise there will be at least one point corresponding
to the limit cycle of multiplicity four (or even higher) in the parameter space.

Extending the bifurcation curve ofmultiplicity-four limit cycles through this point
and parameterizing the corresponding maximal one-parameter family of multiplici-
ty-four limit cycles by the field rotation parameter, γ, according to Theorem 4, we
will obtain two monotonic curves of multiplicity-three and one, respectively, which,
by the Wintner–Perko termination principle (Theorem 3), terminate either at the
point A1 or on a separatrix cycle surrounding this point. Since on our assumption
the cyclicity of the singular point is equal to two, we have obtained a contradiction
with the termination principle stating that the multiplicity of limit cycles cannot be
higher than the multiplicity (cyclicity) of the singular point in which they terminate.

If themaximal one-parameter family ofmultiplicity-three limit cycles is not cyclic,
using the same principle (Theorem 3), this again contradicts the cyclicity of A1 not
admitting the multiplicity of limit cycles to be higher than two. This contradiction
completes the proof in the case of one singular point in the first quadrant.

Suppose that system (6.39) with three finite singularities, A1, S, and A2, has two
small limit cycles around, for example, the point A1 (the case when limit cycles
surround the point A2 is considered in a similar way). Then we get into some domain
in the space of the parameters α, β, and γ which is bounded by a fold bifurcation
surface of multiplicity-two limit cycles.

The correspondingmaximal one-parameter family ofmultiplicity-two limit cycles
cannot be cyclic, otherwise there will be at least one point corresponding to the limit
cycle of multiplicity three (or even higher) in the parameter space. Extending the
bifurcation curve of multiplicity-three limit cycles through this point and parame-
terizing the corresponding maximal one-parameter family of multiplicity-three limit
cycles by the field rotation parameter, γ, according to Theorem 4, we will obtain a
monotonic curve which, by the Wintner–Perko termination principle (Theorem 3),
terminates either at the point A1 or on some separatrix cycle surrounding this point.
Since we know at least the cyclicity of the singular point which on our assumption
is equal to one in this case, we have obtained a contradiction with the termination
principle.

If the maximal one-parameter family of multiplicity-two limit cycles is not cyclic,
using the same principle (Theorem 3), this again contradicts the cyclicity of A1 not
admitting the multiplicity of limit cycles higher than one. Moreover, it also follows
from the termination principle that either an ordinary (small) separatrix loop or a big
loop, or an eight-loop cannot have the multiplicity (cyclicity) higher than one in this
case. Therefore, according to the same principle, there are no more than one limit
cycle in the exterior domain surrounding all three finite singularities, A1, S, and A2.
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Thus, taking into account all other possibilities for limit cycle bifurcations (see
[4, 5, 27, 38]), we conclude that system (39) (and (38) as well) cannot have either
a multiplicity-three limit cycle or more than two limit cycles in any configuration.
The theorem is proved.
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Chapter 7
Topological Shooting of Solutions
for Fickian Diffusion into Core-Shell
Geometry

T. G. de Jong and A. E. Sterk

Abstract King et al. (2019) introduced a model for Fickian diffusion into core-shell
geometry. The purpose of this model is to study diffusion of oxygen through protec-
tive shells encapsulating pancreatic Langerhan islets. These core-shells are of interest
for the preparation of artificial pancreas to treat diabetes. In this paper we prove the
existence of viable core-shell solutions for King’s model using a topological shoot-
ing method. The governing equations of the diffusion model can be reduced to a
2-dimensional non-autonomous first order ordinary differential equation. Solutions
which correspond to viable core-shell diffusion are required to satisfy global con-
straints and boundary conditions in both the core and the encapsulating shell. These
boundary conditions each give rise to one free parameter. We call solutions satisfy-
ing the core boundary condition core solutions. We identify two parameter spaces
corresponding to core solution families. The viable core-shell solutions are on the
boundary of these two core solution families. Using analytically obtained bounds we
apply the intermediate value theorem to prove the existence of core-shell solutions.
In addition, we obtain rigorous approximations for the boundary conditions of the
viable diffusion core-shell solution.

7.1 Introduction

Type 1 diabetes is a chronic disease that is characterized by the autoimmune sys-
tem destroying the insulin producing pancreatic langerhan islets. Treatment requires
monitoring and maintaining insulin levels. Insulin has to be entered externally into
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the body by means of injections or an insulin pump. Transplantation of pancreatic
Langerhan islets might provide a new medical solution for type 1 diabetes patients.
The transplanted islets need to be protected from the host immune systemwhile being
able to absorb nutrients and secrete insulin. Encapsultation by an alginate membrane
seems promising since alginates can be fabricated to selectively diffuse or block
certain molecules [7]. In addition, alginates are relatively inert when exposed to
mammalian cells [1].

King et al. [9] proposed a mathematical model for Fickian diffusion into core-
shell geometry. Specifically, their model describes the diffusion of oxygen through
protective shells encapsulating a core of donor cells with the aim of avoiding hypoxia
within the core. These core-shells are of interest for the preparation of an artificial
pancreas to treat type 1 diabetes. The governing equations of the diffusion model
are separated into a core and a shell. Under the assumption of radial symmetry, both
diffusion models are described by a 2-dimensional system of 1st-order ODEs. Viable
solutions of this model are solutions for which the oxygen levels within the core are
above the hypoxia threshold. The existence of such solutions was shown by King et
al. using non-rigorous numerics. In addition, their results suggest that these solutions
are meagre in the phase space.

The aim of this paper is to prove rigorous results for the diffusion model of King
et al. For biologically realistic parameter values taken from [2, 3, 10] we prove that
there exists a solution which corresponds to viable diffusion of oxygen in the core-
shell. More specifically, the boundary conditions imposed by the model gives rise to
one free parameter on each boundary. We call solutions satisfying the core boundary
condition core solutions. A topological shooting method is used to shoot these core
solutions to the boundary conditions of the shell. For general theory on topologi-
cal shooting we refer to [8] and for examples of topological shooting we refer to
[5, 12]. Furthermore, a non-rigorous approximation of the viable solution is com-
puted numerically to check our rigorous work.

7.2 Model

We briefly review the reaction-diffusion transport model of King et al. [9]. The core-
shell is comprised of a core which consists of pancreatic Langerhan islets and a shell
which consists of an protective alginate membrane. Based on experimental observa-
tions it is assumed that the islets and alginate encapsulation shape are described by
a radial variable, see Fig. 7.1.

Assuming Fickian diffusion and Michaelis-Menten consumption a PDE can be
derived for the concentration within the core and shell. The assumption that the
concentration is described by a radially symmetric steady state solution reduces
the concentration equations to an ODE. In [9] the equations are derived for the
dimensionless variables. The dimensionless independent radial variable is denoted
by ρ. The dependent variables are given by the dimensionless oxygen concentration
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Fig. 7.1 Core-shell
geometry. The donor cells
are represented by the core
and the protective alginate is
represented by the shell. The
core and shell are assumed to
be spherical with
outer-radius R1 and R2,
respectively

for the interior and exterior which are denoted by χi and χe, respectively. Following
[9] the resulting differential equations are

2

ρ
χ ′
i + χ ′′

i − νχi

κ + χi
= 0, for 0 < ρ < ρ1,

2

ρ
χ ′
e + χ ′′

e = 0, for ρ1 < ρ < 1, (7.1)

where ρ1 = R1
R2

with R1, R2 as given in Fig. 7.1, ν and κ are positive (dimensionless)
parameters for Michaelis-Menten consumption and the prime denotes the derivative
with respect to ρ. The boundary conditions are given by

lim
ρ→0

χi (ρ) = a > 0, lim
ρ→0

χ ′
i (ρ) = 0, lim

ρ→1
χe(ρ) = 1,

lim
ρ→ρ1

χi (ρ) = lim
ρ→ρ1

χe(ρ), η lim
ρ→ρ1

χ ′
i (ρ) = lim

ρ→ρ1

χ ′
e(ρ),

(7.2)

where a is a free parameter and η is the diffusion coefficient quotient of the interior
divided by the exterior. Oxygen deprivation of the cells inside the core occurs if χi is
below or equal to χ∗ := 4.1 × 10−3. In addition, χi cannot exceed the dimensionless
concentration at the shell’s external boundary. Consequently, we obtain the following
global condition:

χ∗ < χi (ρ) < 1 ∀ρ ∈ (0, ρ1). (7.3)

The aim of this paper is to prove that given parameters the ν, κ , η, and ρ1 there exists
a solution of the boundary value problem (7.1), (7.2) satisfying (7.3).

Definition 7.2.1 (Viable core-shell solution) A solution pair (χi , χe) of the ODE
(7.1) is called a viable core-shell solution if it satisfies boundary conditions (7.2) and
global condition (7.3).

In [9] viable core-shell solutions are computed numerically.
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7.3 Main Theorem

Our main result concerns the existence of core-shell solutions for biologically real-
istic parameters:

Theorem 7.3.1 (Existence viable core-shell solution) For ρ1 = 1/2, η = 22/13,
ν = 9, κ = 5 · 10−3 the ODE (7.1) has a viable core-shell solution (χi , χe) as given
by Definition 7.2.1. Furthermore, χi satisfies

lim
ρ→0

χi (ρ) ∈
[
39

100
,
42

100

]
, lim

ρ→ρ1

χi (ρ) ∈
[
312

425
,
159

200

]
.

Appendix provides the experimental support for the parameter values in Theorem
7.3.1.

In the remainder of this section Theorem 7.3.1 will be proven. We first reduce
the governing equations (7.1) and define a dynamical system with a reduced phase
space. Then, we define and prove the existence of so-called core solutions. These
core solutions will be used to shoot the viable core-shell solution, Definition 7.2.1.
Finally, we formulate the shooting method and give analytical bounds on core solu-
tions which will allow for the implementation of the shooting method.

7.3.1 Reduction Governing Equations

The solution χe in (7.1) with boundary condition limρ→1 χe(ρ) = 1 from (7.2) can
be solved analytically:

χe(ρ) = 1 − b + b

ρ
, (7.4)

where b is a free parameter. Note that Definition 7.2.1 imposes a condition on the
sign of b:

Proposition 7.3.1 If (χi , χe) is a viable core-shell solution as given by Definition
7.2.1, then b < 0 in (7.4).

Proof Observe that limρ→ρ1 χi (ρ) = limρ→ρ1 χe(ρ) in (7.2) and the upper bound in
(7.3) can only be satisfied if b < 0. �

The boundary value problem corresponding to (7.1) and (7.2) can be reformulated as
a boundary value problem involving only the variable χi . For notational convenience
denote χi by x . In preparation of the dynamical systems analysis we formulate the
differential equations corresponding to x given in (7.1) as the first order ODE
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x ′ = y,

y′ = νx

κ + x
− 2

ρ
y,

(7.5)

with phase space given by

M0 = {(x, y) ∈ R>0 × R}.

In the reduced setting the boundary conditions (7.2) take the form

lim
ρ→0

x(ρ) = a > 0, lim
ρ→0

y(ρ) = 0, (7.6)

x(ρ1) = 1 + b(1 − ρ1)

ρ1
, y(ρ1) = −bη

ρ2
1

. (7.7)

The boundary condition (7.7) was obtained by substituting (7.4) into (7.2). The
boundary conditions (7.6), (7.7) give the free parameters a and b.

If (x, χe) is a viable core-shell solution then (x, y) = (x, x ′) is a solution of (7.5)
satisfying (7.6), (7.7) and

χ∗ < x(ρ) < 1, ∀ρ ∈ (0, ρ1). (7.8)

Hence, our analysis will be restricted to (7.5). For notational convenience we will
denote a solution (x, y) of (7.5) by x. We introduce an equivalent definition for
Definition 7.2.1.

Definition 7.3.1 (Reduced core-shell solution) A solution x of (7.5) is called a
reduced core-shell solution if it satisfies boundary conditions (7.6), (7.7) and global
condition (7.8).

7.3.2 Reduced Phase Space

We will consider (7.5) with phase space

M = {(x, y) ∈ R>0 × R>0} ⊂ M0. (7.9)

In Sect. 7.3.4 we will show that the reduced core-shell solution, Definition 7.3.1,
exists in M . From an analysis perspective it is easier to work in M since solution
curves in M cannot change sign. In addition, we have that:

Lemma 7.3.1 Let x be a solution of (7.5) satisfying x(ρ0) ∈ M with ρ0 > 0. Then
x(ρ) ∈ M for all ρ ∈ (ρ0,∞).



108 T. G. de Jong and A. E. Sterk

Proof Let ρs > ρ0 be arbitrary. For any C2-function x : [ρ0, ρs] :→ Rwe define its
defect as

Px = x ′′ − f (ρ, x, x ′) where f (ρ, x, x ′) = νx

κ + x
− 2

ρ
x ′.

Note that f is increasing in x and locally Lipschitz in both x and x ′.
Assume that x = (x, y) is a solution of (7.5) such that x(ρ0) > 0 and x ′(ρ0) =

y(ρ0) > 0. Define the linear function

w(ρ) = ε(ρ − ρ0) + x(ρ0),

where

0 < ε ≤ min

{
x ′(ρ0),

ρ0

2
· νx(ρ0)

κ + x(ρ0)

}
.

Then, for ρ ∈ [ρ0, ρs] we have that

f (ρ,w,w′) ≥ νw(ρ0)

κ + w(ρ0)
− 2ε

ρ0
≥ 0.

In conclusion, we have the following inequalities:

w(ρ0) ≤ x(ρ0), w′(ρ0) ≤ x ′(ρ0), Pw ≤ 0 = Px ∀ ρ ∈ [ρ0, ρs].

The Comparison Theorem [14, Theorem 11.XVI] implies that

x(ρ) ≥ w(ρ) > 0 and y(ρ) = x ′(ρ) ≥ w′(ρ) = ε > 0 ∀ρ ∈ [ρ0, ρs].

This shows that x(ρ) ∈ M for all ρ ∈ [ρ0, ρs]. Since ρs > ρ0 is arbitrary, the proof
is complete. �

7.3.3 Core Solutions

We will apply topological shooting to solutions that satisfy the local conditions
corresponding to ρ → 0 in (7.6). Consequently, we introduce:

Definition 7.3.2 (Core solution) A solution x of (7.5) is called a core solution if it
satisfies (7.6). A core solution x = (x, y) satisfying limρ→0 x(ρ) = a > 0 is denoted
by xa .

We will show that the range of xa corresponds to an invariant manifold. Observe that
the vector field corresponding to (7.6) is not defined for ρ → 0. We will introduce
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variables such that the new governing equations are autonomous and have equilibria
corresponding to the limits in (7.6).

7.3.3.1 Change of Variables

Define the new independent variable t by setting ρ = et so that the limit ρ → 0
corresponds to the limit t → −∞. Denote by the sup-dot the derivative with respect
to t . If x̂(t) = x(et ), ŷ(t) = et y(et ), then

˙̂x(t) = et y(et )

= ŷ(t),
˙̂y(t) = et y(et ) + e2t y′(et )

= −ŷ + ν x̂e2t

κ + x̂
.

We introduce the variable ẑ = e2t . Hence, the first order ODE (7.5) can be written
as an autonomous system:

˙̂x = ŷ,

˙̂y = −ŷ + ν x̂ ẑ

κ + x̂
,

˙̂z = 2ẑ.

(7.10)

It follows from (7.6), (7.7) and M in (7.9) that the new phase space becomes

N := {(x̂, ŷ, ẑ) ∈ R>0 × R>0 × (0, e2ρ1)}.

7.3.3.2 Formulation in Terms of Unstable Manifolds

Observe that the limit in (7.6) corresponds to

lim
t→−∞(x̂, ŷ, ẑ)(t) = (a, 0, 0).

Wehave that q(a) := (a, 0, 0) /∈ N . Therefore, we consider the closure of N as phase
space which will be denoted by N . The Jacobian matrix of (7.10) evaluated at q(a)

has eigenvalues λ1 = 0, λ2 = −1, and λ3 = 2. The eigenvector corresponding to λ1

and λ3 will be of importance:

v1 = (1, 0, 0)T , v3 =
(

aν

6(a + κ)
,

aν

3(a + κ)
, 1

)T

. (7.11)
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Denote the unstable, stable and center manifold corresponding to q(a) byWu(q(a)),
Ws(q(a)) and Wc(q(a)). The invariant manifolds Wu(q(a)), Ws(q(a)), Wc(q(a))

are one dimensional. Denote by Wc the union of all center manifolds.

Lemma 7.3.2 We have that Wc = {(x̂, 0, 0) : x̂ > 0}.
Proof Observe thatWc(q(a)) in the ẑ-direction is 0 since otherwiseWc(q(a))would
exhibit dynamics corresponding toWu(q(a)). Then,Wc(q(a)) must also equal zero
in the ŷ-direction since otherwise Wc(q(a)) would exhibit dynamics corresponding
to the stable manifoldWs(q(a)). Hence, we have thatWc(q(a)) ⊂ {(x̂, 0, 0) ∈ R

3 :
x̂ > 0}. Consequently, we obtain that Wc = {(x̂, 0, 0) ∈ R

3 : x̂ > 0}. �

The invariant manifoldWu(q(a)) will be used to construct core solutions. We define
	 : N → M × R>0 given by

	(x̂, ŷ, ẑ) =
(
(x̂, ŷ/

√
ẑ),

√
ẑ
)

.

Lemma 7.3.3 There exists a local unstable manifold Wu
loc(q(a)) such that

Wu
loc(q(a)) ∩ N is non-empty and connected.

Proof The components of v3 have the same sign. Hence, any Wu
loc(q(a)) intersects

N . It follows from the smoothness of Wu
loc(q(a)) at q(a) that sufficiently close to

q(a) the manifold Wu
loc(q(a)) is connected. �

Take Wu
loc(q(a)) as in Lemma 7.3.3. Denote the invariant manifold generated from

Wu
loc(q(a)) ∩ N using the forward flow by Wu+(q(a)).

Lemma 7.3.4 Wu+(q(a)) is non-empty and connected. Furthermore, we have that
Wu+(q(a)) ⊂ N.

Proof From Lemma 7.3.2 it follows that Wu+(q(a)) is non-empty. From Lemma
7.3.1 and Lemma 7.3.2 it follows that Wu+(q(a)) is connected. The manifold
Wu+(q(a)) is generated fromWu

loc(q(a)) ∩ N . Hence, using Lemma 7.3.1 we get that
Wu+(q(a)) ⊂ N . �

Theorem 7.3.2 {(x(ρ), ρ) : ρ ∈ (0, ρ1)} = 	(Wu+(q(a)) if and only if x = xa is a
core solution as given in Definition 7.3.2.

Proof (⇒) Observe that we only need to prove that x = (x, y) satisfies (7.6). It
follows from Lemma 7.3.4 that Wu+(q(a)) is a non-empty, connected invariant man-
ifold. Hence, there exists a solution (x̂, ŷ, ẑ) with range Wu+(q(a)). Observe that
limρ→0 x(ρ) = limt→−∞ x̂(t) = 0. We have that

lim
ρ→0

y(ρ) = lim
t→0

ŷ(t)√
ẑ(t)

.
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From v3 it follows that aν
3(a+κ)

ŷ(t) ∼ ẑ(t) for t � 1. Hence, we have that

lim
t→0

ŷ(t)√
ẑ(t)

= 0.

(⇐) Since x is a core solution and since t → −∞ is equivalent to ρ → 0 one of
the following must be true:

(i) 	(Wc
loc(q(a)) ∩ N ) ⊂ {(x(ρ), ρ) : ρ ∈ (0, ρ1)},

(ii) 	(Wu
loc(q(a)) ∩ N ) ⊂ {(x(ρ), ρ) : ρ ∈ (0, ρ1)}.

From Lemma 7.3.2 it follows that (i) is not true. Hence, (ii) is true. The global ver-
sion of Wu

loc(q(a))) ∩ N is given by Wu+(q(a)). From Lemma 7.3.4 we get that
Wu+(q(a)) ⊂ N . Consequently, we obtain that {(x(ρ), ρ) : ρ ∈ (0, ρ1)} = 	(Wu+
(q(a))). �

Denote by Wcu the center unstable manifold induced byWc.

Lemma 7.3.5 There exists a smooth map f : R>0 × [0, e2ρ1) → R
2 satisfying

( f (a, 0), 0) = q(a) and such that

Wcu = {( f (a, z), z) ∈ N : (a, z) ∈ R>0 × [0, e2ρ1)}.

Proof To avoid working with clopen sets we first extend the phase space for (7.10)
to N̂ := {(x̂, ŷ, ẑ) ∈ R>0 × R × (−e2ρ1 , e2ρ1)}. We will show that:

Claim: There exists a neighbourhood U ⊂ R
3 of q(a), a neighbourhood V ⊂ R

2 of (a, 0),
and a smooth floc : V → R

2 satisfying

Wcu ∩U = {( floc(a, z), z) ∈ N̂ : (a, z) ∈ V },
( floc(a, 0), 0) = q(a) ∀(a, 0) ∈ V .

From the claim it follows that the parametrization exists in a local neighbourhood
of q(a). The local parametrization can be extended using transitivity of the flow and
the property that solutions of the system (7.10) satisfying ẑ �= 0 can be smoothly
parametrized in the ẑ-variable. Which proves the lemma. To show the claim observe
that the tangent space ofWcu(q(a)) at q(a) is span(v1, v3). The x̂-component of v1 is
non-zero and the ẑ-component of v3 is non-zero. Hence, using the implicit function
theorem the claim follows. �

Corollary 7.3.1 For all a ∈ R>0 there exists a unique core solution xa specified by
Definition 7.3.2. In addition, the map G : a �→ xa is continuous in a.

Proof Uniqueness of xa follows from Theorem 7.3.2. Consider Wcu ∩ N foliated
by solutions curves, applying the transformation 	 and using Lemma 7.3.5 gives
that the map G : a �→ xa is continuous in a. �
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7.3.4 Shooting Method

We consider a closed connectedU ⊂ M . We use the boundary conditions at ρ = ρ1

given by (7.7) to divide U into three subsets given by

A(U ) :=
{
(x, y) ∈ U : x < 1 − yρ1(1 − ρ1)

η

}
,

B(U ) :=
{
(x, y) ∈ U : x > 1 − yρ1(1 − ρ1)

η

}
,

X (U ) := U\ (A(U ) ∪ B(U )) .

(7.12)

We then arrive at the shooting lemma:

Lemma 7.3.6 Let xa = (xa, ya) be a core solution as given by Definition 7.3.2. If
there exist a1, a2 ∈ [χ∗, 1] with a1 < a2, U ⊂ M such that

xa1(ρ1) ∈ A(U ), xa2(ρ1) ∈ B(U ), (7.13)

xa(ρ1) ∈ U, (7.14)

then there exists an a∗ ∈ (a1, a2) such that xa∗(ρ1) ∈ X (U ) and xa∗ is a reduced
core-shell solution as specified by Definition 7.3.1.

The conditions in Lemma 7.3.6 are visualised in Fig. 7.2. In the next section Lemma
7.3.6 will be applied by computing explicit bounds on a domain.

Proof Theorem 7.3.2 implies that G : a �→ xa is continuous. Hence, it follows from
applying the intermediate value theorem and using (7.13), (7.14) that there exists an

Fig. 7.2 Conditions of Lemma 7.3.6 for an example set. U is given by the rectangle which is
subdivided into: A(U ), white area, B(U ), dark grey, and X (U ), light grey line. In addition, we have
continued X (U ) beyond U with a dashed line to show the intersection points with axes. Observe
that the core solutions xa with a ∈ [a1, a2] satisfy the conditions (7.13), (7.14) of Lemma 7.3.6
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a∗ ∈ (χ∗, 1) such that xa∗(ρ1) ∈ X (U ). Then, xa∗ satisfies the boundary condition
(7.7). Observe that limρ→0 xa(ρ) ≥ χ∗ for all a ∈ (a1, a2). Since xa∗(ρ1) ∈ X (U ), it
follows that xa∗(ρ1) < 1. Then, using the increasingmonotonicity on xa fromLemma
7.3.1 it follows that xa∗ satisfies the global condition (7.8). Consequently, xa∗ is a
reduced core-shell solution. �

Wewill compute analytical bounds on xa = (xa, ya). For the parameters of Theorem
7.3.1 these bounds allow us to apply Lemma 7.3.6. We define

B(a, ρ) :=
{
(x, y) ∈ R

2 : νaρ2

6(κ + a)
≤ x − a ≤ νρ2

6
,

νaρ

3(κ + a)
≤ y ≤ νρ

3

}
.

Lemma 7.3.7 We have that xa(ρ) ∈ B(a, ρ).

Proof Consider the term xa
κ+xa

, using Lemma 7.3.1 we obtain an under bound for
xa

κ+xa
and using the positivity of xa and κ we obtain an upper bound:

a

κ + a
≤ xa

κ + xa
≤ 1. (7.15)

From the y-equation in (7.5) it follows that

(yaρ
2)′ = νxaρ2

κ + xa
. (7.16)

Applying the bounds (7.15) to (7.16) we obtain the bounds:

νaρ

3(κ + a)
≤ ya ≤ νρ

3
. (7.17)

From the x-equation in (7.5) and using (7.17) we obtain:

νaρ2

6(κ + a)
≤ xa − a ≤ νρ2

6
. (7.18)

�

Proof (Theorem 7.3.1) To apply Lemma 7.3.6 we will show the following:

Claim. Given the parameters of Theorem 7.3.1 there exist a1, a2 ∈ [χ∗, 1] such that

χ∗ < x ∀(x, y) ∈ U . (7.19)
B(a1, 1/2) ⊂ A(U ), B(a2, 1/2) ⊂ B(U ), (7.20)
B(a, 1/2) ⊂ U, ∀a ∈ [a1, a2], (7.21)

It follows fromLemma7.3.7 that theClaimprovesTheorem7.3.1.Wecontinuewith a
proof of the claim.Takea1 = 39

100 ,a2 = 42
100 andU = [

312
425 ,

159
200

] × [
117
170 ,

3
4

]
. By choice
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of U we have that (7.19) is satisfied. The property (7.20) follows directly from the
definition of B. Finally, (7.21) can be shown by applying B on [a1, a2] × [1/2, 1/2]
and using interval arithmetic to obtain bounds on the resulting domain. For readers
unfamiliar with interval arithmetic we refer to [13]. �

7.4 Numerical Validation

Thenumerically computedviable core-shell solution corresponding toTheorem7.3.1
is displayed in Fig. 7.3. Recall A(U ), B(U ), X (U ) defined in (7.12) and visualized
in Fig. 7.2. Shooting core solutions, Definition 7.3.2, we approximated a ∈ X (U ) by
using that a is on the boundary of A(U ) and B(U ). This gives the χi -solution. The
numerical method is similar to those applied in [6, 8]. The connecting χe-solution
was computed using (7.4).

The numerical solution satisfies limρ→0 χi (ρ) ≈ 0.4087 ∈ [
39
100 ,

42
100

]
and

limρ→1/2 χi (ρ) ≈ 0.7802 ∈ [
312
425 ,

159
200

]
which is in accordance with the bounds in

Theorem 7.3.1.

7.5 Conclusion

In this paper we considered a mathematical model for Fickian diffusion into core-
shell geometry proposed by King et al. [9]. In particular, we proved the existence of
a solution which corresponds to viable diffusion of oxygen in the core-shell for bio-
logically realistic parameters. The main ingredient of the proof is an implementation
of a fully analytical topological shooting method.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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1

Fig. 7.3 Numerically computed viable core-shell solution (χi , χe)
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The analytically computed bounds from Lemma 7.3.7 give a good approximation
of solutions for application of the shooting lemma, Lemma 7.3.6, since κ in Theorem
7.3.1 is relatively small compared to the bounds on limρ→0 χi (ρ) in Theorem 7.3.1.
For κ outside this regime rigorous numerics could be used to approximate core
solutions for application of the shooting lemma.

Themodel by King et al. [9] only considers dynamics of the oxygen concentration
inside the core-shell. Biologically, the consumption of glucose and production of
insulin are important to obtain an accurate model for an artificial pancreas. Buchwald
[4] presents a local glucose-and oxygen concentration-based insulin secretion model
for pancreatic islets. The model by Buchwald could be considered in the core-shell
setting. This new model would be an extension of the model by King et al. The
governing equations will be higher dimensional and will have more parameters.
Hence, we expect that this will lead to more complex dynamics. Both the analytical
and numerical investigation of such amodel is an interesting topic for future research.

Appendix: Parameters

We show that the parameters in Theorem 7.3.1 correspond to the parameters in
an experimental setting. From the experimental results in [10] we observe that the
following radii are viable: R1 = 135µm, R2 = 270µm. Consequently, we have that
ρ = R1/R2 = 1/2. For the diffusion coefficient of the Langerhan islets we have
that Di = 1.3 · 10−9 m2/s [2] and for the diffusion coefficient of the alginate (in
vivo, intraperitoneal) we have that De = 2.2 · 10−9 m2/s [11]. Hence, we obtain that
η = 22

13 . The dimensionless Michaelis-Menten parameters are determined from

ν = VmR2
2

DiC2
, κ = Km

C2
, (7.22)

with Vm the Michaelis-Menten maximum consumption rate, Km the Michaelis con-
stant and C2 the ambient oxygen concentration. For a derivation of (7.22) see
[9]. We consider the following parameters used by [3]: Vm = 3.4 · 10−2 mol/m3s,
Km = 1.0 · 10−3 mol · m−3, C2 = 0.20mol/m3. Hence, we obtain that ν ≈ 9 and
κ = 5 · 10−3.
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Chapter 8
The Dynamic Interactions and Control
of Long Slender Continua and Discrete
Inertial Components in Vertical
Transportation Systems

Stefan Kaczmarczyk

Abstract Dynamic phenomena such as transient and steady-state resonant vibra-
tions in vertical transportation systems deployed to move goods and passengers in
the modern built environment affect the performance of the entire installation. In
extreme high rise structures traction drive elevator systems comprise long slender
continua such as ropes and cables with discrete mass elements that exhibit low-
frequencymodes and nonlinear modal interactions. This results in the need to predict
and control their non-linear stationary and non-stationary dynamic responses. The
underlying causes of these dynamic responses/vibrations are varied. They include
low frequency sway motions of the host structure induced by high winds and seismic
activities. Consequently, conditions for external, parametric and autoparametric reso-
nances can readily arise during the operation of such installations. In this context, a
general approach to model the dynamic behaviour of a typical vertical transportation
system is demonstrated. Subsequently, a mathematical model is developed which is
solved numerically to predict the non-stationary/nonlinear dynamic responses. An
active control strategy is then proposed to minimize the effects of adverse dynamic
responses of the system.

8.1 Introduction

The design and operation of high-performance systems for vertical transportation
in the modern built environment present many technical challenges due to adverse
dynamic responses that arise due to various sources of excitation present in these
systems. In the modern high-rise built environment excitations induced by winds
and earthquake/ground motion can result in large responses of buildings and civil
structures [1, 2]. The dynamic responses at low frequencies and large amplitudes
then arise that induce complex resonance interactions affecting the performance of
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vertical transportation systems (VTS) deployed in tall structures [3–5]. Passive and
active control strategies can then be applied to mitigate their effects [6, 7].

In this work a mathematical model to predict and to analyse the resonance
behaviour of the tall host structure—VTS is presented. The VTS is equipped with
a nonlinear damper/actuator ‘tie-down’ device. The performance of the installation
is studied by numerical simulation. It is shown that the characteristics of the tie-
down device can be adjusted to minimize the effects of adverse dynamic responses
of the system. The active stiffness strategy is then proposed to minimize the effects
of adverse dynamic responses of suspension and compensating ropes in VTS.

8.2 Mathematical Model

A VT system may be considered as an assemblage of axially moving elastic one-
dimensional long slender continua (LSC) divided into p = 1, 2, . . . , P sections of
slowly varying length [8, 9], constrained by discrete elements such as rigid-body
masses and rotating inertia elements. Its response can be described by a system of
nonlinear partial differential equations of the following form

ρs(xp)U
p
,t t + Cp[Up

,t ] + Lp[Up] = Np[U] + Fp
(
xp, t, θp

)
,

xp ∈ {
0 < xp < L p(τ )

}
, 0 ≤ t < ∞, (8.1)

where the boundary conditions are given as

Bp
1

(
Up

) = 0 at xp = 0, Bp
2

(
Up

) = 0 at xp = L p(τ ) (8.2)

where xp denotes the spatial co-ordinate, Up(xp, t) =[
U p

1 (xp, t),U
p
2 (xp, t),U

p
3 (xp, t)

]
is a local (component) dynamic displace-

ment vector representing motion of the component p in the lateral and longitudinal
directions, (),t designates partial derivatives with respect to time t, τ = εt represents
the slow time scale, where ε is a small parameter [9], and Cp and Lp are local linear
operators. Furthermore, Np is an operator acting upon the global displacement
vector U, and representing non-linear couplings and inter-component constraints in
the system. Fp is a forcing function with harmonic terms of frequency θ̇p = Ωp,
where the overdot indicates total differentiation with respect to time. The local
(component) mass distribution function is defined as

ρp
(
xp

) = mp +
NM∑

i=1

Miδ
(
xp − L p

)
(8.3)

In the model given by Eq. 8.1 the Lagrangian coordinates or Eulerian coordinates
may be applied as the spatial coordinate xp. If the Lagrangian formulation is applied,
then it is convenient to refer the dynamic elastic deformations of LSC to a moving
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frame associated with the overall axial transport motion of the system [9]. Otherwise,
a fixed (inertial) frame is used to describe the deformations. In order to discretize the
continuous slowly varying nonlinear system Eq. 8.1 the following expansion can be
used

U p
k

(
xp, t

) =
Np∑

n=1

Y k
n

(
xp; L p(τ )

)
q p
n (t) (8.4)

where Y k
n

(
xp; L p(τ )

)
is the nth eigenfunction of the corresponding linear system

and q p
n (t) represent the nth modal coordinate. This expansion leads to the following

first-order ordinary differential equation (ODE) system given as

ẏ(t) = A(t, τ )y(t) + Ñ(τ, y) + F̃(t, τ ) (8.5)

where y is the system state vector, A is a slowly varying linear coefficient matrix,
Ñ is a vector function which represents the non-linear coupling terms, and F̃ is the
external excitation vector. This system cannot be solved exactly. An approximate
solution can be sought using asymptotic (perturbation) methods and/or numerical
techniques. Alternatively, in some cases, the system of partial differential equations
Eq. 8.1 with the boundary conditions given by Eq. 8.2 can be treated directly without
discretization and perturbations methods (such as the method of multiple scales) can
be applied to investigate the non-stationary behaviour of the system [10–13].

8.3 Vertical Transportation System—Traction Drive
Elevator

In the modern high-rise built environment high-speed high-capacity traction drive
elevator (lift) systems are used. A diagram which illustrates the dynamic model of a
high-rise lift system is shown in Fig. 8.1. The modulus of elasticity, cross-sectional
effective area and mass per unit length of the ropes are denoted as E1, A1, m1 and
E2, A2, m2 for the compensating cables and the suspension ropes, respectively. The
compensating cables are of length L1 at the car side and the suspension ropes are of
length L2 at the counterweight side, respectively. The length of the suspension rope
at the car side and the compensating rope at the counterweight side are denoted as
L3 and L4, respectively. The lengths of suspension ropes and compensating cables
are varying with the position of the car in the shaft (denoted by lcar). The masses
and dynamic displacements of the car, counterweight and the compensating sheave
assembly are represented by Mcar, Mcwt and Mcomp, q1, q2 and q3, respectively.
The compensating sheave rotational motion is represented by the angular coordi-
nate θ and the second moment of inertia is Icomp. The compensating sheave assembly
(CSA) is equippedwith a damper/tie-downdevice. The building structure swaydefor-
mations due to ground motions sv(t), sw(t) are represented by the shape function
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Fig. 8.1 Model of a
high-rise VTS

Ψ (η) = 3η2 − 2η3, η = z
/
Z0. Consider that the ground motions are harmonic of

frequency Ω1, Ω2 in the in-plane direction and out-of-plane direction, respectively.
The deformations then result in harmonic motions v0(t) and w0(t) at the top of the
building structure, in the in-plane direction and out-of-plane direction, respectively.

The natural frequencies of the system change with the position of the car. An
adverse situation arises when the building sways at its fundamental natural frequency
which in turn is tuned to the natural frequency of the VTS, thus leading to resonance
conditions. The resonance phenomena can be captured by the development of a
suitable dynamic model. The model based on the formulation given in Eq. 8.1 is
represented by Eq. 8.6, where V, a represent the speed and acceleration/deceleration
of the car, v̄i (xi , t), w̄i (xi , t), i = 1,2,…, 4, represent the dynamic displacements of
the ropes, Ti, denote the rope quasi-static tension terms.

mi v̄i t t −
{
Ti − mi

[
V 2 + (g − ai )xi

]
+ Ei Ai ei

}
v̄i xx + mi gv̄i x + 2mi V v̄i xt = Fv

i
[
t, Li (t)

]
,
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mi w̄itt −
{
Ti − mi

[
V 2 + (g − ai )xi

]
+ Ei Ai ei

}
w̄i xx + mi gw̄ix + 2mi V w̄ixt = Fw

i
[
t, Li (t)

]
,

Mcar q̈1 − E1A1e1 + E2A2e3 = 0,

Mcwt q̈2 − E1A1e4 + E2A2e2 = 0,

Mcompq̈3 + E1A1e1 + E1A1e4 + Fd = 0,

Icomp θ̈ − RE1A1e1 + RE1A1e4 = 0, (8.6)

where m3 = m2, m4 = m1, a1 = a, a2 = −a1, a3 = a1, a4 = a2, E3A3 = E2A2,

E4A4 = E1A1 and ei denote the quasi-static axial strains in the ropes and are given
as

e1 = 1

L1(t)

⎡

⎣u1(Li , t) − q1(t) + 1

2

L1∫

0

(
v̄21x + w̄2

1x

)
dx1 + Ψ 2

1

2L1(t)

(
v20 + w2

0

)
⎤

⎦,

e2 = 1

L2(t)

⎡

⎣q2(t) + 1

2

L2∫

0

(
v̄22x + w̄2

2x

)
dx2 + (Ψh − Ψ2)

2

2L2(t)

(
v20 + w2

0

)
⎤

⎦,

e3 = 1

L3(t)

⎡

⎣q1(t) + 1

2

L3∫

0

(
v̄23x + w̄2

3x

)
dx3 + (Ψcar − Ψmach)

2

2L3(t)

(
v20 + w2

0

)
⎤

⎦,

e4 = 1

L4(t)

⎡

⎣u4(Li , t) − q2(t) + 1

2

L4∫

0

(
v̄24x + w̄2

4x

)
dx4 + Ψ 2

cwt

2L4(t)

(
v20 + w2

0

)
⎤

⎦,

(8.7)

where the constraint 2q3 − u1 − u4 = 0 needs to be applied and the force Fd given
as

Fd = ccompq̇3|q̇3|α−1, 0 < α ≤ 1 (8.8)

is the damping force provided by the hydraulic tie-down of the damping coefficient
ccomp.

8.4 The Dynamic Behaviour and Numerical Results

The dynamic responses of the system can be determined by solving the nonlinear set
of partial differential equations (PDE) given by Eq. 8.6. In this study the dynamic
interactions when the frequency of the building is tuned to the natural frequencies
of the VT system are investigated.

Figures 8.2, 8.3 and 8.4 show the variation of the natural frequencies of a VTS
comprising a car of mass 5500 kg which carries rated load of 3000 kg. The travel
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Fig. 8.2 The natural frequencies—compensating cable lateral modes

Fig. 8.3 The natural frequencies—suspension rope lateral modes

height is 300 m and the installation is equipped with compensating ropes with a
synthetic fiber core (SFC) of diameter 36 mm and mass per unit length mcr =
4.76 kg/m each. The CSA mass is 4500 kg. The car and counterweight (balanced at
50%) are suspended on 9-stranded steel core ropes of diameter 19 mm and mass per
unit length msr = 1.54 kg/m each. The horizontal (bending mode) natural frequen-
cies of the building structure are given as Ω1 = 0.1 Hz in the in-plane direction
and Ω2 = 0.15 Hz in the out-of-plane direction, respectively. The frequency curves
are plotted against the position of the car in the shaft (measured from the bottom
landing level), with the in-plane and out-of-plane excitation frequencies represented
by red solid/dashed horizontal lines, respectively. It is evident that in this arrangement
primary resonance interactions within the suspension/compensating system involve
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Fig. 8.4 The natural frequencies—vertical modes

the lateral modes of the ropes. On the other hand the frequencies of vertical mode
are much higher than the frequencies of the building.

Following the methodology outlined above the PDE system Eq. 8.6 is discretized
by using the Galerkin method so that the resulting set of nonlinear ordinary differen-
tial equations (ODE) can be simulated numerically. The simulated dynamic responses
of the system for the scenario when the car is stationary at the level corresponding
to the resonance length of L4 = 257 m of the compensating cables at the counter-
weight side (lcar = 45 m, see Fig. 8.2) are presented in Figs. 8.5, 8.6, 8.7, where
the damping force given by Eq. 8.8 is determined for ccomp = 4.0× 105 N(m/ s)−0.3

(α = 0.3). Figure 8.5 shows the in-plane and out-of plane dynamic displacements of

Fig. 8.5 The response of compensating cables at the counterweight side
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Fig. 8.6 The maximum lateral displacements of compensating cables with the hydraulic tie-down
(solid lines) and with no tie-down applied (dashed lines)

Fig. 8.7 Vertical displacements of the car, counterweight and CSA, with the hydraulic tie-down
(solid lines) and with no tie-down applied (dashed lines)

the compensating cables at the counterweight side. The time records of themaximum
lateral displacements of the cables (with the hydraulic tie-down andwith no tie-down
applied) and the vertical displacements are presented in Figs. 8.6 and 8.7, respec-
tively. It is evident that the application of the hydraulic damper (tie-down) at the CSA
results in the reduction of motions of the cables. The vertical response of the CSA is
almost completely damped out whilst the vertical motions of the car are amplified.
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8.5 Active Control Strategy

The application of a passive hydraulic tie-down can be effective in reducing the reso-
nance motions of the cables and vertical motions of the CSA. However, in practice
this does not fully mitigate the effects of the resonance conditions. The resonance
frequencies of the ropes can be shifted/changed using different masses of the CSA.
The mass of the CSA can be increased or decreased in order to shift the resonance
conditions. However, the dynamic conditions present in the building structure are
such that even small changes in the natural frequencies of the structure might result
in large changes of the resonance conditions. Thus, the potential effects of the appli-
cation of passive control techniques and the resonance shifting strategy to achieve
enough reduction the dynamic responses are limited.

The active stiffness strategy can be sought to minimize the effects of adverse
dynamic responses of suspension and compensating ropes in VTS [7]. To implement
this strategy a servo-actuator is installed within the CSA tie-down system to control
its vertical motion (q3). Themotion of the CSA is then dictated by a suitable feedback
control law. The following multimode feedback control law can be applied

q3 ≡ ucomp(t) = au

∑N
n=1 qnq̇n∑N
n=1 α2

nq
2
n

(8.9)

where au is the control factor qn represent the modes of the rope/cable system and
αn are the mode weighting coefficients. This law is implemented in the numerical
simulation to demonstrate its effectiveness in reducing the resonance responses of the
compensating ropes when the car position corresponds to the distance lcar = 45 m.
The active control is more effective than the passive damper/tie-down and results
in a substantial reduction of the rope displacements, as demonstrated by the plots
shown in Figs. 8.8 and 8.9. The control motion of the CSA (shown in black line in
Fig. 8.9) is generated by using the control factor au=0.5. The FFT (Fast Fourier
Transform) spectrum of the control signal is shown in Fig. 8.10. The control law
accommodates the in-plane as well as the out-plane modes to avoid the modal spill-
over. The dominant frequency of the signal is 0.2 Hz which is twice the frequency
of the fundamental resonance frequency of the cables.

8.6 Conclusion

Dynamic interactions that take place in VTS operating in high-rise structures result
in adverse behaviour of their components compromising the structural integrity and
safety of the installation. The application of passive hydraulic tie-down system at the
CSA can mitigate the effects of fundamental resonances that occur in the compen-
sating/suspension cable systems. The study presented in this paper demonstrates that
the active stiffness control is more effective. The case study demonstrates that when
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Fig. 8.8 The response of compensating cables at the counterweight side with active control strategy
applied

Fig. 8.9 The maximum lateral displacements of compensating ropes with active stiffness and
passive hydraulic damper/tie-down with the control motion shown
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Fig. 8.10 FFT spectrum of the control motion

the proposed active control algorithm is used the response can be reduced by about
50% (in comparison with the response levels when the passive tie-down is applied).
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Chapter 9
Free Generalized van der Pol Oscillators:
Overview of the Properties of Oscillatory
Responses

Ivana Kovacic

Abstract This work is concerned with generalized van der Pol oscillators, the
damping-like force of which depends nonlinearly on the displacement and velocity
with the powers that can be any positive real numbers, while the restoring force is
either linear or purely nonlinear. The cases of small and large values of the damping
parameter are considered. In the former case, an overview of contributions related
to the amplitude and frequency of free limit cycle oscillations of different forms of
generalized van der Pol oscillators are given and then the most general case exam-
ined. In the latter case, the jumps, outer curves and period of relaxation oscillations
are found.

9.1 Introduction

The standard (classical) van der Pol oscillator

ẍ + x = ε
(
1 − x2

)
ẋ, (9.1)

represents one of archetypical oscillators. It is named after Balthasar van der Pol
(1889–1959), a Dutch physicist, whose achievements and life have attracted the
attention of many researchers both from the viewpoint of his scientific contributions
and biography [1–4].

Balthasar van der Pol entered the University of Utrecht, where he graduated cum
laude in Physics. He then studied under JohnAmbrose Fleming, whowas an inventor
of a diode, and John Joseph Thomson, who discovered the electron. He was a friend
and colleague with Edward Appleton, who was the Nobel Prize laureate for his
discovery of a certain layer of the ionosphere. Balthasar van der Pol was assistant to
Hendrik Antoon Lorentz, who shared the 1902 Nobel Prize in Physics in recognition
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of the research on the influence of magnetism upon radiation phenomena. Balthasar
van der Pol worked for Philips Company and also had an academic career at the
Technical University, Delft. He held a temporary professorship at the University of
California, Berkeley and the Victor Emanuel Professorship at Cornell in Ithaca, New
York.

Balthasar van der Pol pioneered the fields of radio and telecommunications [1].
However, his scientific work did not cover only radio and electrical engineering, but
also pure and appliedmathematics, which included number theory, special functions,
operational calculus and nonlinear differential equations.

He was a theoretician and an experimentalist. While conducting experiments with
oscillations in a vacuum tube triode circuit, he concluded that all initial conditions
converged to the same periodic orbit of finite amplitude. He proposed a nonlinear
differential equation (9.1) as a nondimensionalmathematicalmodel for the behaviour
observed experimentally [5]. The nonlinear ‘damping-like’ force that appears on
the right-hand side of Eq. (9.1) dissipates energy for large displacements as the
expression in the parentheses is negative; it feeds energy for small displacements
since this expression is then positive. This behaviour gives rise to self-sustaining/self-
exciting oscillations. For small values of the ‘damping coefficient’ ε (0 < ε � 1),
this behaviour is characterized by the appearance of a stable limit cycle with the
steady-state amplitude

∣∣aLC,s

∣∣ = 2 (note that the index ‘s’ stans for the ‘standard van
der Pol oscillator’ and this abbreviation will be used through the whole manuscript)
and the angular frequency approximately equal to unity (Fig. 9.1).

While investigating the case ε � 1, van der Pol discovered the importance of what
has become known as relaxation oscillations [6]—themotion consisting of very slow
asymptotic behaviour along outer curves followed by a sudden discontinuous jump.
The jump-down points xjd,s are located at xjd,s = 1, from which the amplitude jumps
to xd,s = − 2. Then the motion proceeds along the outer curve and undergoes a
jump-up from xju,s = − 1 to xu,s = 2 (Fig. 9.2). Ginoux pointed out in [7] that around
the same time when van der Pol published the paper [6] in English, he also published

Fig. 9.1 Characteristic behaviour of the van der Pol oscillator (1) for 0 < ε � 1: a oscillations;
b phase trajectory



9 Free Generalized van der Pol Oscillators … 131

Fig. 9.2 Characteristic behaviour of the van der Pol oscillator (1) for ε � 1: a oscillations; b phase
trajectory

three more contributions in Dutch and German. They were all introducing relaxation
oscillations, while ‘their conclusions differ in the choice of the devices exemplifying
the phenomenon of relaxation oscillations’. A few years later, van der Pol and van der
Mark modelled the electric activity of the heart by using relaxation oscillations [8].

In this work, the generalized van der Pol oscillator governed by the following
nondimensional equation of motion is considered:

ẍ + sgn(x)|x |α = ε f (x, ẋ),

f (x, ẋ) = (
1 − |x |β)|ẋ |γ sgn(ẋ), (9.2a,b)

where α > 0, β > 0, γ ≥ 0 and ε > 0. Here, the nonlinearity appears in both terms of
the ‘damping-like’ force given by Eq. (9.2b) as well as in the restoring force, which
is given by the second term on the left side of Eq. (9.2a); the sign and absolute value
functions are used in Eqs. (9.2a,b) to assure that these forces have the properties
of odd and even functions as in the standard van der Pol oscillator modelled by
Eq. (9.1). The aim is to show how the properties of oscillatory responses of this
generalized van der Pol oscillator differ with respect to the one described above for
the standard van der Pol oscillator. This work also contains a literature survey on
previous achievements related to these characteristics of different generalized van
der Pol type oscillators.

9.2 Small Values of the Damping Coefficient: Limit Cycle

Minorsky [9] examined the generalized van der Pol Eq. (9.2a,b) for α = γ =1 and
β = 2n, where n is a positive integer (n ≥ 1). He used the stroboscopic method,
obtained the steady-state amplitude, concluding that this amplitude is smaller than∣∣aLC,s

∣∣ = 2. In addition, he indicated that for 0 < n < 1, this amplitude is higher
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than
∣∣aLC,s

∣∣ = 2. Moremedi et al. [10] used a perturbation scheme to conclude that
for α = γ = 1 and β = 2n, where n is a positive integer, one has |aLC | → 1,
when n → ∞. They also concluded that the effect of increasing n is to increase the
period of the limit cycle oscillations. Obi [11] analysed the model (9.2a,b) with γ

= 1, but only for the case when the powers α = 2n + 1 and β = 2n + 2 (n ≥ 1)
are an odd and even number, respectively. He gave an approximate value of the
amplitude of the limit cycle as |aLC | = (3n + 4)

1
2n+2 . By applying the harmonic

balance method and the averaging method, Mickens and Oyedeji [12] found that the
oscillatory response of a cubic van der Pol oscillator with α = 3, β = 2 and γ =
1 is characterised by |aLC | = 2 and the angular frequency ωLC = √

3. This work
was the motivation for the subsequent papers [13, 14], where the same oscillator
was considered, and its limit cycle described analytically in terms of Jacobi elliptic
functions. The approach of elliptic averaging gave |aLC | = 1.9098 and the period
TLC = 3.8833, with an error of less than 1‰ with respect to the corresponding
numerical result. The elliptic balancing used in [14] produced the result that depends
on ε, which gave more accurate approximate solutions. By developing an elliptic
perturbation method, improved accuracy is achieved in [15] even for higher values
of ε. Mickens [16] adjusted the averaging method to derive the expression for the
limit cycle of the generalized van der Pol oscillator with α = 1, β = 2 and γ =
1/3, showing that its steady-state amplitude is lower than that of the standard van
der Pol oscillator: |aLC | = 1.82574, while the frequency stays the same at the level
of approximation used. By applying an iterative technique, the same author [17]
showed that when α = 1/3 and β = 2, the amplitude of the limit cycle stays the same,
but the frequency decreases for about 15% with respect to the standard van der Pol
oscillator. Oyedeji [18] considered the quadratic van der Pol oscillator (α = β = 2
and γ = 1) and used the first order harmonic balance method to calculate the limit
cycle amplitude aLC,s = 2 and the frequency ωLC = √

16/(3π) ≈ 1.30294. Waluya
and van Horssen constructed asymptotic results on long time-scales t for the periods
of the generalized van der Pol Eqs. (9.2a,b) with β = 2, γ = 1 and α = (2m + 1)/(2n
+ 1), m, n ∈ N [19]. First, they showed how approximations of first integrals can
be obtained and, then, how the existence, stability, and the period of time-periodic
solutions can be determined from them. In [20], a more general class of oscillators
with α being any positive real number is dealt with. Approximate expressions for the
period is obtained for α �1, α � 1 and α → 1. Kovacic [21] applied the averaging
method for purely nonlinear systems to determine the amplitude of the limit cycle
for α > 0, β > 0, γ = 1 [21], while Kovacic and Mickens [22] generalized this case
to γ ≥ 0. Some of their results are summarised below. They also showed how to
calculate the time needed to reach the limit cycle.
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9.2.1 General Case

In order to determine the properties of the response of the oscillators governed by
Eqs. (9.2a,b) in a general case α > 0, β > 0, γ ≥ 0 and 0 < ε � 1, the averaging
method for purely nonlinear systems is used [21].When ε = 0,Eq. (9.2a) corresponds
to conservative purely nonlinear oscillators. Their energy integral can be used to
derive the exact value of their frequency:

ω(a) = c
√

|a|α−1, c =
√

π(α + 1)

2

Γ
(

α+3
2(α+1)

)

Γ
(

1
α+1

) , (9.3a,b)

where Γ is the Euler gamma function and a is the amplitude of motion.
The first approximation to motion of the perturbed systems (9.2a,b) can then be

assumed as

x = a cosψ, ẋ = −aω sinψ, (9.4a,b)

where

ψ = t∫
0
ω(a)dt + θ(t), (9.5)

while the frequency ω depends on the amplitude a and the power α was defined by
Eqs. (9.3a,b)

Differentiating Eq. (9.4a) with respect to time, one follows

ẋ = ȧ cosψ − aω sinψ − aθ̇ sinψ, (9.6)

which, owing to Eq. (9.4b), imposes the following constraint:

ȧ cosψ − aθ̇ sinψ = 0. (9.7)

Substituting the second time derivative of Eqs. (9.4b) together with Eq. (9.4a) into
Eq. (9.2a,b), one can derive:

−ȧω sinψ − a
dω

da
ȧ sinψ − aωθ̇ cosψ − aω2 cosψ + sgn(a cosψ)|a cosψ |α =

−ε
(
1 − |a cosψ |β)|−aω sinψ |γ sgn(−aω sinψ).

(9.8)

It should be noted that the last term on the left-hand side of Eq. (9.8) can be
approximated by the first term from the corresponding Fourier series expansion [23]
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sgn(a cosψ)|a cosψ |α ≈ |a|αb1α
cosψ, b1α

= 2√
π

Γ
(
1 + α

2

)

Γ
(
3+α
2

) . (9.9a,b)

Now, this term can be cancelled by the term in front of it

−aω2 cosψ + |a|αb1α
cosψ = 0, (9.10)

assuming that ω2 ≈ b1α
|a|α−1 ≈ c|a|α−1, as given by Eqs. (9.3a,b)

Next, based on Eqs. (9.3a,b), the second term on the left-hand side of Eq. (9.8)
can be expressed as:

dω

da
= α − 1

2a
ω. (9.11)

Substituting Eqs. (9.10) and (9.11) into Eqs. (9.8) and combining it with Eq. (9.7),
one can derive

ȧ

(
1 + α − 1

2
sin2 ψ

)
=

ε
(
1 − |a cosψ |β)|−aω sinψ |γ sgn(−aω sinψ) sinψ, (9.12)

aθ̇ + ȧ
α − 1

2
sinψ cosψ =

ε
(
1 − |a cosψ |β)|−aω sinψ |γ sgn(−aω sinψ) cosψ. (9.13)

Averaging Eqs. (9.12) and (9.13), the following first-order differential equations
for the amplitude a and the phase shift θ are obtained:

ȧ = − 2ε

πc(α + 3)|a| α−1
2

2π∫
0

(
1|a cosψ |β)|−aω sinψ |γ sgn(−aω sinψ) sinψdψ,

(9.14)

aθ̇ =
− ε

2πc|a| α−1
2

2π∫
0

(
1 − |a cosψ |β)|−aω sinψ |γ sgn(−aω sinψ) cosψdψ. (9.15)

Solving the integrals on the right-hand sides, yields:

ȧ = 4εcγ−1

π(α + 3)

|a|γ α+1
2 − α−1

2 Γ
(
1 + γ

2

)[√
πΓ

(
3+β+γ

2

)
− |a|βΓ

(
1+β

2

)
Γ

(
3+γ

2

)]

Γ
(
3+γ

2

)
Γ

(
3+β+γ

2

) ,

(9.16)
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θ̇ = 0. (9.17)

Based on Eq. (9.17) one concludes that in all generalized van der Pol type oscil-
lators modelled by Eqs. (9.2a,b), the phase shift is constant to terms of order ε. The
amplitude of the limit cycle aLC corresponds to ȧ = 0 and is calculated to be

|aLC | =
⎡

⎣

√
πΓ

(
3+β+γ

2

)

Γ
(
1+β

2

)
Γ

(
3+γ

2

)

⎤

⎦

1/β

, (9.18)

while Eqs. (9.3a) define the corresponding frequency

ωLC = c
√

|aLC |α−1. (9.19)

The expression (9.18) is also obtained in [21] for the generalized van der Pol with
γ = 1 and indicates that the first approximation for the amplitude of the limit cycle
depends on the parameters appearing in the model of the ‘damping-like’ force.

Equation (9.18) is used to plot how the amplitude of the limit cycle changes with
the parameter β for two different values of the power γ (Fig. 9.3a, b).

In addition, numerically obtained amplitudes of the limit cycle are also presented
in this figure for three different values of the parameter α corresponding to the linear
α = 1, under-linear α = 2/3 and over-linear restoring forces α = 2. It is seen that
the analytical and numerical result agree reasonably well for the whole range of the
powers considered.

As the power of the restoring force α increases, the amplitude of the limit cycle
decreases. As the power of the geometric term in the ‘damping’ force β increases,
the amplitude of the limit cycle decreases as well.

9.2.2 Special Case: γ = 1

If the velocity term in the ‘damping’ force is linear as in the standard van der Pol
oscillator, the amplitude of the limit cycle is [21]:

|aLC | =
⎡

⎣

√
πΓ

(
4+β

2

)

Γ
(
1+β

2

)

⎤

⎦

1/β

. (9.20)

The way how this amplitude changes with the parameter β is plotted in Fig. 9.4.
Numerically obtained amplitudes of the limit cycle calculated for different values of
the parameter α are also shown.
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Fig. 9.3 Amplitude of the limit cycle obtained analytically Eq. (9.18) (solid line) and numerically
for ε = 0.1, α = 2/3 (stars), α = 1 (circles) and α = 2 (triangles): a γ = 0.8; b γ = 1.2
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Fig. 9.4 Amplitude of the limit cycle for γ = 1, ε = 0.1 obtained analytically Eq. (9.20) (solid
line) and numerically: α = 2/3 (stars), α = 1 (circles) and α = 2 (triangles)

Equation (9.20) implies thatwhenβ → 0, |aLC | → 2
√
e aswell aswhenβ → ∞,

|aLC | → 1, which agrees with the results found in [10]. When β = 2, as is in the
standard van der Pol oscillator, the amplitude is obtained |aLC | = 2, which is also
seen in Fig. 9.1.

Using Eqs. (9.19) and (9.20), the frequency of the limit cycle oscillations is plotted
in Fig. 9.5. For the under-linear case (α < 1), this frequency is lower than ωLC,s and
increases with β; for the over-linear case (α > 2), this frequency is higher than ωLC,s

and decreases with β.

9.2.3 Special Case: γ = 0

When the parameter γ is equal to zero, Eq. (9.18) yields the following amplitude for
the limit cycle

|aLC | = (1 + β)1/β . (9.21)

Thus, when β → 0, one has |aLC | → e. For the case when β = 2, one can
calculate |aLC | = √

3.
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Fig. 9.5 Frequency of limit cycle oscillations for γ = 1 and different values of α, Eqs. (9.19),
(9.20), (9.3a,b)

9.3 Large Values of the Damping Coefficient: Relaxation
Oscillations

As illustrated in Fig. 9.2, the oscillatory response of the standard van der Pol oscillator
(1) corresponding to ε � 1 has the form of relaxation oscillations. Besides the
characteristic coordinates labelled in Fig. 9.2, their period has also attracted the
interest of researchers. Based on geometrical considerations, van der Pol wrote in
[6] that ‘the period T, instead of being 2π (as was the case when ε � 1) increases
with increase of ε, and when ε � 1 becomes equal to approximately ε itself’. Later
on, he improved this conclusion to T = 1.61ε [8]. This expression was found not to
be accurate for larger values of ε, such as, for example ε = 10, as the experiments
had showed T ≈ 20. Haag [24, 25] and Dorodnitsyn [26] provided more accurate
approximations, giving the expressions whose first term coincided with Ts = 1.61ε,
while additional ones were either power or log-forms of ε. Stoker’s approximation
for the period [27] was even more accurate, with the error of 0.8% for ε = 5 and
0.1% for ε = 10. The interested reader is referred to [7] for a rich historical review
of the discovery and investigations of relaxation oscillations.

The aim of this section is to analyse relaxation oscillations of the generalized
van der Pol oscillator (9.2a,b) and to determine the analytical expressions for the
coordinates of jump points, outer curves, and the period. To that end, a perturbation
approach with slow and fist time scales will be used. First, time is scaled by setting
t1 = εϑ t , where ϑ is to be determined. Equations (9.2a,b) turns into

ε2ϑ
d2x

dt21
+ sgn(x)|x |α − ε1+γϑ

(
1 − |x |β)

∣∣∣∣
dx

dt1

∣∣∣∣

γ

sgn

(
dx

dt1

)
= 0. (9.22)
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Selecting ϑ = −1/γ , the third and the second term are of the same order, while
the first term becomes of the order (1/ε)2/γ . This term can be neglected as being
small for γ being around unity. Thus, for the remaining procedure, it will be selected
that γ = 1. As a result, one has ϑ = −1 now. The slow time scale is defined as
t1 = t/ε, and Eq. (9.22) turns into

1

ε2

d2x

dt21
+ sgn(x)|x |α − (

1 − |x |β) dx
dt1

= 0. (9.23)

The first term can be neglected as being small, which yields

dx

dt1
= sgn(x)|x |α

1 − |x |β . (9.24)

Jumps occur when dx/dt1 is infinite, i.e. when the nominator in Eq. (9.24) is zero,
giving the jump-down xjd and jump-up xju values of the coordinates: xjd = 1 and xju
= −1. These values are the same as the one in the standard van der Pol oscillator
(see Fig. 9.2) and are obtained as independent of the values of the powers α and β.

In order to define the characteristic amplitudes xd and xu labelled in Fig. 9.2 for
a generalized van der Pol oscillator, the fast time scale is introduced as t2 = εt ,
resulting in

d2x

dt22
+ 1

ε2
sgn(x)|x |α − (

1 − |x |β) dx
dt2

= 0. (9.25)

By neglecting the term of O
(
1/ε2

)
, the following first integral can be derived

dx

dt2
− x + x |x |β

β + 1
= C, (9.26)

where C is a constant. Its value can be calculated by considering jumps for which
dx/dt2 = 0.When xjd = 1, one can calculateC = −β/(β + 1), giving the following
implicit equation for the amplitude xd:

xd − xd|xd|β
β + 1

− β

β + 1
= 0. (9.27)

In a similar way, the value of C corresponding to xju = −1 can be obtained,
resulting in the following implicit equation for xu:

xu − xu|xu|β
β + 1

+ β

β + 1
= 0. (9.28)
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Fig. 9.6 Change of the coordinates xd and xu with the power β, Eqs. (9.27) and (9.28)

Equations (9.27) and (9.28) imply that xd and xu depend on the damping power
β, but do not depend on the power of the restoring force α.

The solutions of Eqs. (9.27) and (9.28) are plotted in Fig. 9.6 as a function of
the power β. As β increases infinitely, the values of xd and xu approach 1 and −1,
respectively, i.e. xjd and xju. Thismeans that outer curves will be flatter as β increases.

Integration of Eq. (9.26) can give analytical expressions for the outer curves. Thus,
for α = 1, one can derive [21]:

ln|x | − |x |β
β

= t1 + D, (9.29)

where D is a constant.
When α > 1 and β = α − 1, one can obtain

|x |1−α

1 − α
− ln|x | = t1 + D. (9.30)

If α �= 1andβ �= α − 1, the integration gives

|x |1−α

1 − α
− |x |β−α+1

β − α + 1
= t1 + D. (9.31)
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Fig. 9.7 Relaxation
oscillations of the
generalized van der Pol
oscillators modelled by
Eqs. (9.2a,b) for γ = 1, ε =
10: numerical solution for α

= 5/3, β = 2/3 (red dotted
line); numerical solution for
α = 2, β = 1 (blue dashed
line), numerical solution for
α = 5/2, β = 3/2 (green solid
line); outer curves defined by
Eq. (9.30) are depicted by
stars; jump-up points xju and
jump-down points xjd by
circles; points xd by triangles
and points xu by squares

To validate the analytical results obtained, their comparison with the numerical
results from direct integration of the equation of motion is carried out for different
values of the powers α and β. Figure 9.7 shows this comparison for the outer curves,
and the characteristic coordinates: xu, xd, xjd and xju.

For the sake of easier visual comparison, the legend used for the characteristics
coordinates corresponds to the one used in Fig. 9.2 for the standard van der Pol
oscillator. It is seen that the analytical results obtained are in good agreement with the
numerical results. These figures illustrate the effects of the powers α and β influence
on the relaxation oscillations, including their amplitude, i.e. the coordinates xd and
xu. They also give insight into the time spent moving along the outer curves from
xu to xjd, which corresponds to the first half of the period. It is seen that this time is
affected by the powers α and β. In order to obtain the analytical expression for the
half of the period, one can utilize the previously derived analytical expression for
the outer curves and the coordinate xu, Eq. (9.27). Thus, the half-period on the slow
time scale t1 corresponding to α = 1 is

T1
2

=
[
ln|x | − |x |β

β

]xjd=1

xu

= − 1

β
− ln xu + xβ

u

β
, (9.32)

where the absolute value of xu has been omitted as 0 < xu < 1. On the original time
scale t, the period of relaxation oscillations T is

T = 2

[

− 1

β
− ln xu + xβ

u

β

]

ε. (9.33)

When α > 1, β = α − 1, this period is
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T = 2

[
1

1 − α
+ ln xu − x1−α

u

1 − α

]
ε. (9.34)

If α �= 1, β �= α − 1, this period is defined by

T = 2

[
β

(1 − α)(β − α + 1)
− x1−α

u

1 − α
+ xβ−α+1

u

β − α + 1

]

ε. (9.35)

Figure 9.8 shows how the ratio of the period of relaxation oscillations and the
‘damping’ coefficient ε changes with the power β. The cases defined by Eqs. (9.33)
and (9.35) are plotted in Fig. 9.8a and c, respectively. They illustrate that the ratio
T /ε increases as β increases. Figure 9.8b is plotted based on Eq. (9.34) and shows
different trends of T /ε with respect to the value β∗ ≈ 1.84, which corresponds to
T ∗ ≈ 0.637ε. For β < β*, the ratio considered increases with the increase of β, and
then decreases.

Fig. 9.8 Ratio of the period of relaxation oscillations T and the ‘damping’ coefficient ε versus the
damping power β: a Eq. (9.33); b Eq. (9.34); c Eq. (9.35), α = 2/3 (black dashed-dotted line), α
= 5/3 (red dotted line), α = 2 (blue dashed line), discontinuity of the curves due to the condition
β �= α − 1 is depicted by circles
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9.4 Conclusions

This work has first given a tribute to Balthasar van der Pol and his contribution related
to the standard equation named after him. Two main cases and their properties have
been pointed out: (i) the case of small values of the ‘damping’ parameter with the
amplitude and frequency of free limit cycle oscillations, (ii) the case of large values of
the ‘damping’ parameter and the resulting relaxation oscillations. Then, generalized
van der Pol oscillators, have been investigated in both cases. Their restoring force
and the ‘damping-like’ force are of power-form. The results have been compared
with those for the standard van der Pol oscillator. In the former case, the method of
averaging has been used. The expressions for the amplitude and frequency of the limit
cycle have been derived, and also simplified for certain special cases related to certain
system parameters. In the latter case, the expressions for jumps and outer curves have
been obtained by using a perturbation technique for distinguishable combinations
of the system parameters. The resulting period of relaxation oscillations has been
obtained for these three combinations and the differences between them have been
pointed out.
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Chapter 10
Theoretical Determination of the Five
Physical Constants of the
Toupin-Mindlin Gradient Elasticity for
Polycrystalline Materials

Victor I. Malyi

Abstract A polycrystal is considered as a micro-inhomogeneous elastic medium,
which consists of homogeneous anisotropic crystallites with random orientation. It
is shown that the elastic energy density of the polycrystalline medium depends non-
locally on the non-uniform field of average deformations. In the case of smooth fields
of average deformations it could be considered that the energydensity locally depends
not only on the values of deformations, but also on the values of their derivatives. This
dependence in the isotropic case is characterized by five gradientmodules, in addition
to the two elastic moduli of the classical theory of elasticity. For the first time, explicit
expressions are obtained for the gradient modules of polycrystalline materials. This
makes it possible to solve problems of the Toupin-Mindlin strain gradient theory for
polycrystalline materials using real, rather than artificial parameters.

10.1 Introduction

Since the release of the classic monograph of Cosserat brothers (1909), activity has
continued in the direction of generalizations of the theory of elasticity, which expand
the possibilities for describing the effects accompanying elastic deformations of
materials with an internal structure [1–11]. A good description of these theories can
be found in comprehensive reviews, see, i.g., [1, 2]. It was expected that the results
of such work will lead to a significant change in the values of the concentration coef-
ficients and the types of stress singularities [1, 3, 12–14]. As a problem that impedes
the use of generalized theories for solving real problems, there is a lack of quantita-
tive data on the physical constants of these theories [1, 2]. As it is mentioned in [2],
Generalized elasticity theories even for isotropic materials contain many additional
constants that are difficult or impossible to determine experimentally. Theoretically,
gradientmoduli were previously determined [8] for amicro-inhomogeneousmedium
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composed of homogeneous and isotropic grains, whose Lamé‘s constants are random
variables. Recently, gradient modules have been defined for two-phase composites
in the case of a low concentration of inclusions in a homogeneous matrix [15, 16].
It is shown that it is possible to estimate the values of the gradient modules and the
corresponding characteristic lengths for the crystal lattice of metals by the methods
of the density functional theory (DFT) [11].

In this paper closed-form expressions for five physical constants of the Toupin-
Mindlin theory of isotropic gradient elasticity for polycrystalline materials were
obtained.

10.2 Description of the State of a Micro-Inhomogeneous
Elastic Medium

We consider a polycrystalline medium as micro-inhomogeneous, but statistically
homogeneous and statistically isotropic. Tensor of its elastic modules is written in
the form

λiklm(r) = 〈λiklm〉 + �iklm(r),

where the angle brackets denote averaging over the statistical ensemble of micro-
inhomogeneous media. In this case, for random deviations we have 〈�iklm(r)〉 = 0
and the Voigt average tensor of elastic moduli 〈λiklm〉 due to macroscopic homogene-
ity and isotropy of the medium must have the following structure

〈λiklm〉 = λV δikδlm + μV (δilδkm + δimδkl). (10.1)

Here δpq is the Kronecker delta, λV , μV are the Lamé‘s constants, corresponding to
the Voigt average tensor.

Static displacements ui (r) that occur in an infinite domain under the action of
distributed forces Fi (r) are described by the equations

〈λiklm〉 ul,mk(r) + (
�iklm(r) ul,m(r)

)
,k + Fi (r) = 0 (10.2)

with boundary conditions ui (r) → 0 at r → ∞. It is possible to create any displace-
ment field by selecting the appropriate forces Fi (r).

Solution of the problem (10.2) satisfies the integral equation

ui (r) = u0i (r) +
∫

dV 1gi j (r − r1)
(
� jklm(r1) ul,m(r1)

)
,k,

where

u0i (r) =
∫

dV 1gi j (r − r1)Fj
(
r1

)
(10.3)
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are displacements of a homogeneous medium in the field of forces Fi (r) and gi j (r)
is the Green’s function of a homogeneous medium with Lamé‘s constants λV , μV .
Considering �iklm(r) as a perturbation, in the 2nd approximation we obtain the
expression for displacements

ui (r) = u0i (r) + u1i (r) + u2i (r) + O(�3), (10.4)

where

u1i (r) =
∫

dV 1gi j (r − r1)
(
� jklm(r1) u0l,m(r1)

)
,k
, (10.5)

u2i (r) =
∫

dV 1gi j (r − r1)
(
� jklm(r1) u1l,m(r1)

)
,k
. (10.6)

The expressions (10.3), (10.5), (10.6) for each of the terms of the sum (10.4) are
integrals of the product of deterministic quantities Fi (r), gi j (r), u0i (r) by random
variable �iklm(r). This allows us to express the density of elastic energy

A[r, ui ] = 1
2λiklmui,kul,m

= 1
2 (〈λiklm〉 + �iklm)

(
u0i,k + u1i,k + u2i,k + · · ·) (

u0l,m + u1l,m + u2l,m + · · ·)

in terms of the same values. Since, when averaging, all the terms of the first order of
�iklm(r) turn to zero, for the average density of elastic energy we obtain

〈A[r, ui ]〉 = 1
2 〈λiklm〉 u0i,ku0l,m + 〈λiklm〉 u0i,k

〈
u2l,m

〉

+ u0i,k
〈
�iklmu

1
l,m

〉 + 1
2 〈λiklm〉 〈

u1i,ku
1
l,m

〉 + O(�3) (10.7)

10.3 Macroscopic Description of a Micro-Inhomogeneous
Medium

According to (10.3)–(10.6), the displacements ui (r) of a micro-inhomogeneous
medium and the corresponding deformations εi j (r) are random functions that are
deterministically expressed through random elastic modules. Therefore, measure-
ments at the point r0 of local values of functions ui (r) and εi j (r) for different exper-
imental samples lead to different results, u(r)

i (r0) and ε
(r)
i j (r0), depending on the

random realization of the modules �
(r)
iklm(r) in a particular sample. Due to this scat-

ter of values, the result of the experiment in the macroscopic sense is considered to
be the average value of the results, 〈ui (r0)〉 and

〈
εi j (r0)

〉
, for the entire set of samples

[17, 18]. At the same time, the number of samples must be so large that its further
increase does not affect the result of averaging. A rather representative set of sam-
ples in this sense is called the ensemble of realizations of a micro-inhomogeneous
medium [17, 18].
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Wewill proceed from the fact that inmacroscopic experiments the directly observ-
able quantities are only external forces Fi (r), the average values of the displacements
〈ui (r)〉 and the corresponding deformations

〈
εi j (r)

〉
. In this case, the average density

of elastic energy 〈A[r, ui ]〉 is determined by the work of external forces Fi (r) at
average displacements 〈ui (r)〉. On the other hand, elastic energy (10.7) is formally
expressed through the terms u0i (r), u

1
i (r) and

〈
u2i (r)

〉
of the displacement fields (10.4)

and the corresponding expression for the average values

〈ui (r)〉 = u0i (r) + 〈
u2i (r)

〉 + O(�3). (10.8)

The influence of external forces Fi (r) on the components of the displacements u0i (r)
is elementarily described by the relation (10.3), but their influence on the functions
u1i (r) and

〈
u2i (r)

〉
is difficult to analyze using the formulas (10.5), (10.6).

All macroscopic properties of an elastic medium are contained in the expres-
sion for its average elastic energy 〈A[r, ui ]〉. Therefore, for theoretical modeling of
experimental situations, it is desirable to explicitly express the functional 〈A[r, ui ]〉
through the field of average displacements 〈ui (r)〉. For this, it is necessary to exclude
from the expressions (10.5) and (10.7) the functions u0i (r) and

〈
u2i (r)

〉
. This can be

done by change of variables in expressions (10.5), (10.7)

u0i (r) = 〈ui (r)〉 − 〈
u2i (r)

〉 + O(�3), (10.9)

which is a direct consequence of equality (10.8). As a result, the general expression
of the average elastic energy density (10.7) up to the third order of smallness is
reduced to the functional depending only from the average displacements

〈A[r, ui ]〉 = 1
2 〈λiklm〉 〈

ui,k(r)
〉 〈
ul,m(r)

〉

+ 〈
ui,k(r)

〉 〈
�iklmU

1
l,m

〉 + 1
2 〈λiklm〉 〈

U 1
i,kU

1
l,m

〉 + O(�3), (10.10)

where

U 1
i (r) =

∫
dV 1gi j (r − r1)

(
� jklm(r1)

〈
ul,m(r1)

〉)
,k . (10.11)

When calculating the second and third terms of the sum (10.10), the average of
the pair products of the modules

〈
� jrpq(r)�styz(r1)

〉 = f jrpq
styz (r, r1)

appears, which is the correlation function of the field of these modules. Due to the
macroscopic homogeneity of the properties of a polycrystal, its correlation function
can depend only on the difference of the arguments [17, 18]

f jrpq
styz (r − r1) = 〈

� jrpq(r)�styz(r1)
〉
. (10.12)
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Taking into account (10.11), (10.12) expression (10.10) can be reduced to the fol-
lowing form:

〈A[r, ui ]〉 = 1
2 〈λiklm〉 〈

ui,k(r)
〉 〈
ul,m(r)

〉

+ 〈
ul,m(r)

〉 ∫
dV 1gi j,kr (r − r1) f iklmjrpq (r − r1)

〈
u p,q(r1)

〉

+ 1
2 〈λiklm〉

∫∫
dV 1dV 2gi j,kr (r − r1) gls,mt (r − r2)

· f jrpq
styz (r1 − r2)

〈
u p,q(r1)

〉 〈
uy,z(r2)

〉
. (10.13)

Although, in general, formula (10.13) for the energy densitywas obtained bymethods
traditional for the mechanics of micro-inhomogeneous media, the use of substitution
(10.9) was nontrivial. As a result, the expression for the density of elastic energy
〈A[r, ui ]〉 was freed from the cumbersome expressions for the corrections (10.3),
(10.5), (10.6) to the displacements (10.4).

According to (10.13), for a micro-inhomogeneous elastic medium, the general
structure of the relationship between the average density of elastic energy and average
displacements corresponds to the non-local theory of elasticity [8, 9, 19, 20]. In this
case, in accordance with the results of [8], the specific properties of the nonlocality of
the energy functional (10.13) are completely determined by the correlation function
of the micro-inhomogeneities of the elastic moduli f jrpq

styz (r − r1). In particular, the

characteristic length of a decrease in the correlation function f jrpq
styz (r) determines

the characteristic distances at which non-local effects occur for a medium with an
energy density (10.13). This characteristic length for polycrystals always exceeds
the grain size, since within each individual crystallite the properties are constant, i.e.
completely correlated.

Although a single sample of a polycrystalline body is described by the local clas-
sical theory of elasticity of micro-inhomogeneous bodies, the averaged macroscopic
properties of a representative ensemble of polycrystalline samples turn out to be
homogeneous in a macroscopic sense. Therefore, the transition from the considera-
tion of a particular sample to the description of the averaged macroscopic properties
of an ensemble of samples can be called homogenization. In this case, it turns out
that macroscopic properties are described by a nonlocal theory of elasticity with an
energy density (10.13).

It is necessary to distinguish the homogenization of a continuousmicroinhomoge-
neous medium (see also [8]) from the continualization of a discrete elastic medium,
such as a crystal lattice [9, 19, 20, 22, 23]. Formally, both approaches lead to theo-
ries with a nonlocal dependence of the density of elastic energy on the displacement
field, but from the physical point of view, the result of the lattice continualization
differs significantly from the homogenization of a continuous micro-inhomogeneous
medium.First, non-local effects for the lattice are include into the theory from thevery
beginning due the long-range interatomic forces. Secondly, the characteristic lengths
of nonlocal lattice effects correspond in order of magnitude to interatomic distances,
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i.e. their influence is many orders of magnitude less than in the case of polycrys-
tals. And thirdly, a correct description of the lattice behavior requires consideration
of its anisotropy, which further complicates the already cumbersome description of
non-local effects. For example, the local Toupin - Mindlin gradient theory obtained
as a result of homogenization requires the introduction of five additional physical
constants (see [8] and Sect. 6 below). But after the continualization of even a simple
cubic lattice, eleven additional physical constants appear [21].

10.4 Accounting for the Random Texture of Crystallites
Constituting a Polycrystal

Correlation function (10.12) in the general case of materials with a texture, when
the orientations of neighboring grains cannot be considered independent, can only
be determined experimentally. But for an isotropic polycrystal in the absence of
texture, when the orientations of neighboring grains are random and independent,
the average product of random variables

〈
� jrpq(r)�styz(r1)

〉
vanishes if the points

r, r1 belong to different grains. If these points r, r1 belong to the same grain, then
�iklm(r1) = �iklm(r) because of the homogeneity of the polycrystal grains, and then
we get

〈
� jrpq(r)�styz(r1)

〉 = f jrpq
styz (0). Therefore, if we define a scalar function

w(
∣∣r − r1

∣∣) as the probability of finding points r, r1 in a single grain, then for an
isotropic polycrystal in the absence of texture, the correlation function of micro-
inhomogeneities takes the form

f jrpq
styz (r − r1) = w(

∣
∣r − r1

∣
∣) f jrpq

styz (0). (10.14)

As a result, the general expression of the average density of the elastic energy (10.13)
for an isotropic polycrystal in the absence of texture is reduced to the functional

〈A[r, ui ]〉 = 1
2 〈λiklm〉 〈

ui,k(r)
〉 〈
ul,m(r)

〉

+ 〈
ul,m(r)

〉
f iklmjrpq (0)

∫
dV 1gi j,kr (r − r1)w(

∣∣r − r1
∣∣)

〈
u p,q(r1)

〉

+ 1
2 〈λiklm〉 f jrpq

styz (0)
∫∫

dV 1dV 2gi j,kr (r − r1) gls,mt (r − r2)

·w(
∣∣r1 − r2

∣∣)
〈
u p,q(r1)

〉 〈
uy,z(r2)

〉
. (10.15)
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10.5 Gradient Modules for Micro-Inhomogeneous Media

Due to the rapid decay of the probability function w(r) at distances exceeding the
average grain size R, a small neighborhood of a point r essential for integration in
(10.15). In the case of sufficiently smooth distortion fields, they can be approximated
in this region by linear expressions

〈
u p,q(r1)

〉 = 〈
u p,q(r)

〉 + 〈
u p,qv(r)

〉 (
r1v − rv

) + O
(∣∣r1 − r

∣∣2
)

. (10.16)

In this case, the functional (10.15) becomes a quadratic form of the expansion coef-
ficients (10.16):

〈A[r, ui ]〉 = 1
2�iklm

〈
ui,k (r)

〉 〈
ul,m (r)

〉 + 1
2 B

pqv
yzw

〈
u p,qv (r)

〉 〈
uy,zw (r)

〉
. (10.17)

The coefficients �iklm of the first term of the quadratic form (10.17) coincide with
the effective elastic moduli of the polycrystal, defined in [17]:

�iklm = 〈λiklm〉 − 1

15

3λV + 8μV

μV (λV + 2μV )
f lmpq
ikpq (0)

+ 1

15

λV + μV

μV (λV + 2μV )
f lm j j
ikpp (0). (10.18)

The modulus tensor Bpqv
yzw of the gradient theory of elasticity of a polycrystalline

medium appearing in (10.17) is determined by explicit expressions:

Bpqv
yzw = f jrpq

styz (0) L2 〈λiklm〉 1

4π

∮

|k|=1

d�
(
kkkrGi j (k)

)
,v (kmktGls(k)),w, (10.19)

L2 =
∞∫

0

r w(r) dr . (10.20)

Here Gi j (k) is the Fourier transform for the Green function gi j (r), and the index
after the comma denotes the derivative with respect to the corresponding component
of the vector k.

Keeping in approximation (10.16) a larger number of terms, one obtains a
quadratic form containing N th (N > 2) derivatives of displacements. Such expres-
sion for the density of elastic energy corresponds to the material grade N due Toupin
classification [6].
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10.6 Gradient Modules for Polycrystalline Materials with
Cubic Symmetry of Crystallites

Further simplifications depend on the type of symmetry of the crystallites. For cubic
symmetry single crystals, all elastic moduli are expressed in terms of three moduli
c1111, c1122, c2323 and the result of averaging the moduli over orientations is the
isotropic elastic modulus tensor (10.1) with parameter values [17, 18]

λV = 1

5
(c1111 + 4c1122 − 2c2323) , μV = 1

5
(c1111 − c1122 + 3c2323) .

Using in (10.18), (10.19) values of the correlation function f jrpq
styz (0) are well known,

see, e.g., [18].
The effective elastic moduli of the polycrystal (10.18) are reduced to the form

that coincides with the one obtained in [17]:

�iklm = λLδikδlm + μL (δilδkm + δimδkl) ,

where

λL = λV + 2c2

375μV

3λV + 8μV

λV + 2μV
, μL = μV − c2

125μV

3λV + 8μV

λV + 2μV
.

Here c = c1111 − c1122 − 2c2323 is the characteristic of the anisotropy of the elastic
moduli of cubic symmetry crystallites.

Performing integration in (10.19), we obtain the tensor of gradient modules for
an isotropic polycrystalline in the case of cubic symmetry of crystallites:

Bpqv
yzw = B1δpqδyzδvw + B2(δpyδqzδvw + δpzδqyδvw)

+ B3(δpqδvyδzw + δpqδvzδyw + δpvδqwδyz + δpwδqvδyz)

+ B4(δpvδqyδzw + δpvδqzδyw + δpyδqvδzw + δpzδqvδyw)

+ B5(δpwδqyδzv + δpwδqzδyv + δpyδqwδzv + δpzδqwδyv), (10.21)

where

B1 = −4C
(
105 − 82κ + 152κ2

)
, B2 = 4C

(
140 − 37κ + 212κ2

)
,

B3 = 2C
(
35 − 172κ + 32κ2) , B4 = −C

(
77 − 160κ + 48κ2) ,

B5 = −4C
(
7 − 89κ + 12κ2) , C = L2c2

18375μV
, κ = λV + μV

λV + 2μV
. (10.22)

The constant L in (10.19), (10.20) is calculated from the statistical data on the
average size of polycrystal grains, which are determined experimentally by standard
methods. In the absence of statistical data on the probability w(r) of finding two
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points inside a single grain, the constant L can be estimated [8] considering the
grains closing in shape to balls with a radius R. Then one obtains

w(r) =
⎧
⎨

⎩
1 − 3

4

r

R
+ r3

16R3
, r � 2R,

0, 2R � r,
, L2 =

∞∫

0

r w(r) dr = 2R2

5

10.7 Conclusions

In studies on the couple-stress elasticity [3, 5], it was concluded from dimensional
analysis that the gradient elastic moduli should be of the order B ∼ μ R2, where R
is the characteristic size of micro-inhomogeneities, and μ is the macroscopic shear
modulus. Relations (10.21), (10.22) show that themagnitude of the gradient modules
for polycrystals should be estimated as B ∼ c2R2/μ. It is evident a great influence
of anisotropy c of the crystallites elastic moduli on the gradient modules B. It is also
obvious that the real role of the macroscopic shear modulus μ is radically different
from the predictions of [3, 5].

Complete and well-posed formulation of any real problem is impossible without
specifying the values of all elastic constants. Therefore, because of the principal
difficulties for determining the values of gradient modules [1, 2], all publications on
solving problems for gradient media were characterized by non-quantitative stud-
ies of general regularities. Without a confident definition of gradient modules, it is
impossible even to determine which of the large number of considered variants of
gradient theories should be used in this particular case.

From the results of this work it follows that the general structure of the elastic
energy density (10.17) and of the tensor (10.21) of gradient modules Bpqv

yzw corre-
sponds to the Toupin-Mindlin strain gradient theory with five physical constants
[4, 6, 7]. For polycrystalline materials, the values of gradient modules (10.21) are
theoretically determined, based on the well-known values of the elastic moduli of
crystallites. This makes it possible to solve problems of the Toupin-Mindlin strain
gradient theory for polycrystalline materials using real, rather than artificial param-
eters.

Acknowledgements The author greatly appreciates discussions on different subjecs related to this
paper with Professor I. Andrianov.
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Chapter 11
A Parametrically Excited Nonlinear
Wave Equation

Ferdinand Verhulst and Johan M. Tuwankotta

Abstract When considering nonlinear waves with periodic parametric forcing the
geometry of the spatial domain plays a crucial part. If the spatial domain is a square
we find an infinite number of 1 : 1 resonances and in addition accidental resonances.
Using Galerkin projection on 2 modes in 1 : 1 resonance we find stable normal mode
periodic solutions and unstable periodic solutions in general position; the location in
phase-space is characterised as a triple resonance zone. In the limit case of vanishing
dissipation we find neutral stability and strong recurrence of the orbits. Interaction
of 1 : 1 resonances shows a selection mechanism of the 1 : 1 modes triggered off
by the parametric forcing. In addition we analyse a number of prominent accidental
resonances produced by the spectrum induced by our choice of a square in space.

11.1 Introduction

Consider the parametrically excited nonlinear wave equation formulated by Rand
et al. [4] in the one-dimensional case, see also [1]; we will consider the equation
on a square as two space dimensions often introduces new phenomena, in particular
resonances.

utt − c2(uxx + uyy) + μut + (ω0
2 + β cos(�t))u = αu3, (11.1)

where t ≥ 0 and 0 < x < π, 0 < y < π . The boundary values are ∂u/∂n|S = 0.
The parameters μ, β are positive and small in a way to be specified.
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The system of equations and conditions model the surface deflections u(x, y, t)
of a fluid in a square basin with parametric excitation and damping, c is the wave
speed.

Resonant nonlinear waves in 2 spatial dimensions were also considered in [3, 6].
We associate with the system the eigenfunctions:

vmn(x, y) = cosmx cos ny,m, n = 0, 1, 2 . . .

with eigenvalues of the space-dependent operator:

ωmn
2 = ω0

2 + (m2 + n2)c2, ωmn = ωnm = ω.

An early paper by W.T. van Horssen on the asymptotic approximation of solutions
of nonlinear wave equations is [2]. The solutions of Eq. (11.1) with boundary condi-
tions can be approximated by projection of a finite sum of eigenfunctions (Galerkin
projection) followed by averaging approximation. The process results in asymptotic
approximations in the mathematical sense. The procedure is summarised with refer-
ences in [6] Sect. 1, we do not repeat this here.

The choice of eigenfunctions is determined by the initial values of Eq. (11.1)
while keeping an eye on the resonances of the eigenvalues. It turns out that for the
geometry considered here, there are an infinite number of 1 : 1 resonances. This will
require our main attention. In addition we will briefly look at prominent accidental
resonances.

11.2 The Two-Mode 1 : 1 Resonance

We propose a two-mode expansion with:

u p(x, y, t) = u1(t) cosmx cos ny + u2(t) cos nx cosmy, (11.2)

m, n = 0, 1, 2 . . . ,m �= n. Putω0 = 1 and rescale u = √
εū (and its derivatives like-

wise) in Eq. (11.1) with ε a small positive parameter; we omit the bars. Substituting
expansion (11.2) into Eq. (11.1) and taking inner products with the eigenfunctions
we find with ωmn = ω,m �= n:

{
ü1 + ω2u1 = −μu̇1 − βu1 cos(�t) + εα( 9

16u1
3 + 3

4u1u2
2),

ü2 + ω2u2 = −μu̇2 − βu2 cos(�t) + εα( 9
16u2

3 + 3
4u1

2u2).
(11.3)

We choose� = 2ω to study prominent Floquet resonances; rescaleμ = εμ̄, β = εβ̄

after which we omit the bars. System (11.3) contains the 1 : 2 Floquet resonance and
in addition the 1 : 1 resonance of the Hamiltonian interaction force.
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Note that because of the symmetry of system (11.3) u1(t) = ±u2(t) satisfies the
system.

The coordinate planes u1, u̇1 and u2, u̇2 are invariant under the phase-flow, we
start with the analysis of these normal mode planes.

11.2.1 The Invariant Normal Mode Planes

The analysis for both coordinate planes runs exactly along the same lines with sym-
metric results sowe consider only the u1, u̇1 plane.Weput u2 = u̇2 = 0 and introduce
amplitude-phase coordinates by:

u1 = r1 cos(ωt + ψ1), u̇1 = −r1ω sin(ωt + ψ1).

Deriving the equations for r1, ψ1 and averaging over time we find the first order
averaged system:

ṙ1 = ε

2
r1(−μ + β

2ω
sin 2ψ1), ψ̇1 = ε

4ω
(β cos 2ψ1 − α

27

32
r1

2). (11.4)

Here and in the sequel, the solutions of first order averaged equationswith appropriate
initial values approximate the solutions of the original system with error O(ε) on a
long interval of time of order 1/ε. A critical point corresponding with an equilibrium
of system (11.4) is given by:

β sin 2ψ1 = 2μω, β cos 2ψ1 = α
27

32
r1

2, 0 <
2μω

β
< 1.

A critical point of the averaged equations corresponds under certain conditions with
a periodic solution of the original equations; see theorems 11.5–11.6 in [5] (this is
sometimes called the 2nd Bogoliubov theorem). We can eliminate the phase angle
to find:

r1
2 = r0

2 = 32

27α

√
β2 − 4μ2ω2.

Computing eigenvalues at the critical point shows that the periodic solution is stable
within the invariant coordinate plane. For the eigenvalues we have:

λ1,2 = −μ ±
√
5μ2 − β2

ω2
. (11.5)

If β >
√
5μω the periodic solution is complex stable in the coordinate plane, if

2μω < β <
√
5μω the periodic solution is stable with real eigenvalues. If β = 2μω

the periodic solution vanishes.
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An important question is whether the periodic solution is stable or unstable in the
full 4-dimensional system. For u2, u̇2 near zero we should not use polar coordinates.
Instead we introduce in system (11.3) the variables a, b by:

u2 = a cosωt + b

ω
sinωt, u̇2 = −aω sinωt + b cosωt.

Introducing amplitude-phase variables for u1 and a, b variables for u2 in system
(11.3) we have to average the system. To determine the stability of the normal mode
periodic solution we compute the Jacobian of the averaged system for r1, ψ1, a, b
and find the eigenvalues of the gradient of the Jacobian at the periodic u1(t) for
a = b = 0. This means that we can leave out the quadratic and cubic expressions in
a, b. For the averaged system in the variables r1, ψ1, a, b we find:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṙ1 = ε

2
r1

(
−μ + β

2ω
sin 2ψ1

)
+ . . . ,

ψ̇1 = ε

2

(
β

2ω
cos 2ψ1 − 27α

64ω
r1

2

)
+ . . . ,

ȧ = ε

2

(
−μa + β

2ω2
b + 3α

16ω
r1

2

(
(sin 2ψ1) a +

(
2 − cos 2ψ1

ω

)
b

))
+ . . . ,

ḃ = ε

2

(
−μb − β

2
a + 3α

16
r1

2

(
(2 + cos 2ψ1) a − sin 2ψ1

ω
b

))
+ . . . .

where the dots stand for the omitted higher order terms in a, b. The gradient of the
Jacobian at the periodic solution in the coordinate plane becomes when omitting the
factor ε/2:

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
r0β cos 2ψ1

ω
0 0

−27αr0
32ω

−2μ 0 0

0 0
−16μω + 3αr02 sin 2ψ1

16ω

8β + 3αr02(2 − cos 2ψ1)

16ω2

0 0
−8β + 3αr02(2 + cos 2ψ1)

16

−16μω − 3αr02 sin 2ψ1

16ω

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

The four eigenvalues are splitting up in two groups; the first group corresponds
with the eigenvalues of Eq. (11.5), the second group produces the eigenvalues λ3,4

with λ3 + λ4 = −2μ. We find:

λ3,4 = −μ ±
√

13

108

β2

ω2
− 88

81
μ2 − 128

81

ω2μ4

β2
.

λ3,4 depends on the parameters μ, β, ω, α. We conclude that the 2 periodic normal
mode solutions of the 1 : 1 resonances are asymptotically stable if
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Fig. 11.1 The behaviour of the solutions of system (11.3) near the invariant u1, u̇1 coordinate plane
is shown by plotting E1(t) = 0.5(u̇21(t) + 6u21(t)) and E2(t) = 0.5(u̇22(t) + 6u22(t)) for the para-
metrically excited oscillators. The initial conditions are u1(0) = 0.5, u̇1(0) = 0, u2(0) = u̇2(0) =
0.05; ω2 = 6, μ = 0.01, β = 0.1, α = 0.05

4

√
39

2
β ≤ ωμ.

See Fig. 11.1.

11.2.2 First Order Averaging for the Orbits in General
Position

Introducing amplitude-phase coordinates by:

u = r cos(ωt + ψ), u̇ = −rω sin(ωt + ψ),

we find by first order averaging:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṙ1 = ε

2

(
−μr1 + β

2ω
r1 sin 2ψ1 − 3α

16ω
r1r2

2 sin 2(ψ1 − ψ2)

)
,

ψ̇1 = ε

8ω

(
β cos 2ψ1 − 27α

16
r1

2 − 3α

2
r2

2 − 3α

4
r2

2 cos 2(ψ1 − ψ2)

)
,

ṙ2 = ε

2

(
−μr2 + β

2ω
r2 sin 2ψ2 + 3α

16ω
r1

2r2 sin 2(ψ1 − ψ2)

)
,

ψ̇2 = ε

8ω

(
β cos 2ψ2 − 27α

16
r2

2 − 3α

2
r1

2 − 3α

4
r1

2 cos 2(ψ1 − ψ2)

)
.

(11.6)

The solutions of system (11.6) approximate the exact solutions with given initial
values to O(ε) on the timescale 1/ε; with some abuse of notationwe kept the notation
r, ψ for the approximating system.
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It is important to note that the damping term (coefficient μ) is not scaled by the
frequency ω, but on the other hand the parametric excitation (coefficient β) and the
nonlinear interaction (coefficient α) are reduced considerably for high frequency
modes (ω large). If ω is O(1/ε), system (11.6) is dominated by the damping terms.

Assuming that ω is O(1) with respect to ε we have for the resonant combination
angle χ = ψ1 − ψ2:

χ̇ = ε

8ω

(
β(cos 2ψ1 − cos 2ψ2) − 3α

16

(
r1

2 − r2
2
) − 3α

4

(
r2

2 − r1
2
)
cos 2χ

)
.

(11.7)
The resonance zones are corresponding with domains in phase-space where the

three angles ψ1, ψ2, χ are not timelike, they are determined by the zeros of the
equations for the 3 angles. FromEq. (11.7)wefind for angleχ two possible resonance
zones M1, M2 given by:

r1 = r2, ψ1 = ψ2, orψ1 = ψ2 + π, . (11.8)

Dynamicallymost interesting is the case thatwe have intersection of resonance zones.
For the angles ψ1, ψ2, using system (11.6), this leads in M1, M2 to the equations:

β cos 2ψ1,2 = 63α

16
r1

2. (11.9)

So for triple intersection of resonance zones we have the necessary condition: r1 =
r2, 0 < 63α

16β r1
2 < 1.

11.3 Triple Resonance for the 1 : 1 Case

We will distinguish the dynamics for the dissipative and volume-preserving cases.

11.3.1 Periodic Solutions in the Dissipative Case

Assume μ > 0 and consider the resonance zones M1, M2 determined by Eq. (11.8).
An interesting type of periodic solution may arise if ṙ1,2 = 0 and simultaneously
χ̇ = 0. With these assumptions we find in M1, M2:

ṙ1,2 = ε

2
r1,2

(
−μ + β

2ω
sin 2ψ1,2

)
= 0,

ψ̇1,2 = ε

8ω

(
β cos 2ψ1,2 − 63α

16
r1,2

2

)
= 0.

(11.10)
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Conditions (11.10) are satisfied if the periodic solutions are located in the triple
resonance zone determined by Eq. (11.9) and moreover:

sin 2ψ1,2 = 2μω

β
,

∣∣∣∣2μω

β

∣∣∣∣ ≤ 1 orμ ≤ β

2ω
, (11.11)

which puts a bound on the size of the dissipation with respect to the other parameters.
In a Galerkin projection of Eq. (11.1) with large eigenvalues ω, these periodic solu-
tions vanish. From sin2 ψ + cos2 ψ = 1 we find for the amplitudes of the periodic
solutions:

r1,2
2 = 16

63α

√
β2 − 4μ2ω2. (11.12)

11.3.2 Stability in the Dissipative Case, µ > 0

To establish the stability of the periodic solutions in the triple resonance zone we use
theorems 11.5–11.6 from [5] (the 2nd Bogoliubov theorem). We need the Jacobian
of the vector field F of the averaged system (11.6). Omitting the factor ε/2 we find
for Jacobian ∇F :⎛

⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

A1 −3αr1r2 sin 2χ

8ω
B1

3αr1r22 cos 2χ

8ω
3αr1r2 sin 2χ

8ω
A2

3αr12r2 cos 2χ

8ω
B2

−27αr1
32ω

−3αr2 (2 + cos 2χ)

8ω
C1 −3αr22 sin 2χ

8ω

−3αr1 (2 + cos 2χ)

8ω
−27αr2

32ω

3αr12 sin 2χ

8ω
C2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

where

A1 = −μ + β

2ω
sin 2ψ1 − 3α

16ω
r2

2 sin 2χ, A2 = −μ + β

2ω
sin 2ψ2 + 3α

16ω
r1

2 sin 2χ,

B1 = β

ω
r1 cos 2ψ1 − 3α

8ω
r1r2

2 cos 2χ, B2 = β

ω
r2 cos 2ψ2 − 3α

8ω
r1

2r2 cos 2χ,

C1 = − β

2ω
sin 2ψ1 + 3α

8ω
r2

2 sin 2χ, and C2 = − β

2ω
sin 2ψ2 − 3α

8ω
r1

2 sin 2χ.

Applying the Jacobian at the periodic solutions using Eqs. (11.8), (11.9), (11.11)
with notation r1 = r2 = r we find the matrix:
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J (r) =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 0
57α

16ω
r3

3α

8ω
r3

0 0
3α

8ω
r3

57α

16ω
r3

− 27α

32ω
r − 9α

8ω
r −μ 0

− 9α

8ω
r − 27α

32ω
r 0 −μ

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

It is easy to see that if r > 0 we have |J (r)| > 0. The implication is from [5] that
periodic solutions obtained from nontrivial equilibria of the averaged system (11.6)
do exist in an ε-neighbourhood of the equilibria. Note that this also holds if μ = 0.

A Mathematica calculation produces the eigenvalues of matrix J (r):

λ1,2 = −μ

2
± 1

2

√
μ2 + 459α2

128ω2
r4, λ3,4 = −μ

2
± 1

2

√
μ2 − 3969α2

128ω2
r4.

The eigenvalues λ1,2 are real, the plus sign results in a positive eigenvalue so we
have instability of the periodic solutions. The instability is caused by the parametric
excitation, it is weakened for large ω. In Fig. 11.2 we show the instability by starting
near the solution where u1(t) = u2(t).

11.3.3 Stability in the Volume-Preserving Case, µ = 0

Without dissipation the flow in the time-extended phase-space is volume-preserving,
the dynamics is more delicate. For the angle χ the resonance zones M1, M2 are
unchanged. Looking for periodic solutions with constant, nontrivial amplitudes r1, r2
we find from system (11.6):

Fig. 11.2 The behaviour of
the solutions of system
(11.3) near the general
position solution
u1(t) = u2(t) is shown by
plotting
E1(t) = 0.5(u̇21(t) + 6u21(t))
and E2(t) =
0.5(u̇22(t) + 6u22(t)). The
initial conditions are
u1(0) = 0.51, u̇1(0) =
0.05, u2(0) = 0.49, u̇2(0) =
0.05; ω2 = 6, μ =
0.01, β = 0.1, α = 0.05
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Fig. 11.3 Left we illustrate the behaviour of the solutions of system (11.3) (m = 1, n = 2) by
plotting I1(t) = I2(t) in the case ω = √

6, μ = 0, α = β = 1, ε = 0.01 with initial conditons
u1(0) = u2(0) = r0, ψ1(0) = ψ2(0) = 0. Right we show the Euclidean distance d(t) to the ini-
tial conditions

β sin 2ψ1 = 3

8
αr2

2 sin 2χ, β sin 2ψ2 = −3

8
αr1

2 sin 2χ.

These conditions lead in M1, M2 to the solutions:

ψ1 = ψ2 = 0 andψ1 = 0, ψ2 = π.

In system (11.6) we have ψ̇1 = ψ̇2 = 0 if:

r1
2 = r2

2 = r0
2 = 16β

63α
.

Using this value of r and the eigenvalues (11.1) we obtain for the eigenvalues in the
volume-preserving case:

λ1,2 = ± β

21ω

√
51

2
, λ3,4 = ± β

2ω

√
2i. (11.13)

We have again instability of the periodic solutions. The periodic solutions in the triple
resonance zone are illustrated in Fig. 11.3. The behaviour for the cases ψ2 = 0, π is
identical. We use the expression I1,2(t) = 1

2 (u̇
2
1,2 + ω2u1,22). The recurrence in the

volume-preserving case μ = 0 is illustrated by plotting the Euclidean distance d(t)
to the initial values, we have:

d2(t) =
2∑

i=1

(ui (t) − ui (0))
2 + (u̇i (t) − u̇i (0))

2.

With ε = 0.01 the typical timescale of recurrence is 3500 timesteps.
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11.3.4 Interaction of 1 : 1 Resonances

As we have an infinite number of 1 : 1 resonances it is natural to study a combination
of N eigenfunctions of the form:

u p(x, y, t) =
N∑
i=1

(u1i (t) cosmi x cos ni y + u2i (t) cos ni x cosmi y), (11.14)

where m j , n j ∈ {0, 1, 2, . . . , N }. We choose mi �= ni , i = 0, 1, . . . , N and avoid
accidental resonances (to be discussed in the next section) in (11.14). Substitution in
wave equation (11.1) and taking inner products with the individual eigenfunctions
produces a systemof 2N secondorder coupledODEs. The ε-scaling as before enables
us to apply averaging; the results depend on the choice of �. Suppose that for
one of the (mi , ni ) combinations we have the frequency ωi with � = 2ωi . The
corresponding eigenfunction will show dynamics that is different from the other
modes.

We will discuss the dynamics in a particular case of N = 2 as this shows the
essential behaviour and avoids too much notation. The results can easily be gener-
alised for N > 2. Choose m1 �= n1 with corresponding ω1 and � = 2ω1. Choose a
different setm2 �= n2 with correspondingω2,� �= 2ω2.We associate withm1, n1 the
time-dependent amplitudes u1, u2, with m2, n2 the amplitudes u3, u4. Substituting
the expansion containing 4 modes:

2∑
i=1

u1(t) cosmi x cos ni y + ui+1(t) cos ni x cosmi y

into the wave equation (11.1) and taking inner products with the eigenfunctions we
obtain after the usual ε-scaling the system:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ü1 + ω2

1u1 = −εμu̇1 − εβu1 cos(2ω1 t) + εαP(u1, u2, u3, u4),

ü2 + ω2
1u2 = −εμu̇2 − εβu2 cos(2ω1 t) + εαP(u2, u1, u3, u4),

ü3 + ω2
2u3 = −εμu̇3 − εβu3 cos(2ω1 t) + εαP(u3, u1, u2, u4),

ü4 + ω2
2u4 = −εμu̇4 − εβu4 cos(2ω1 t) + εαP(u4, u1, u2, u3),

where P(u1, u2, u3, u4) = 9
16u1

3 + 3
4u1u2

2 + 3
4u1u3

2 + 3
4u1u4

2. We assume that
there are no accidental resonances as discussed in the next section. First order aver-
aging produces in amplitude-phase coordinates for orbits in general position:
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ṙi = ε

2

((
−μ + β

2ω1
sin 2ψi

)
ri + (−1)i

3α

16ω1
r1

i r2
3−i sin 2(ψ1 − ψ2)

)
,

ψ̇i = ε

8

(
β

ω1
cos 2ψi − 27α

16ω1
ri

2 − 3α

2ω1

(
r3−i

2 + r3
3 + r4

2
)

− 3α

4ω1
r3−i

2 cos 2(ψ1 − ψ2)

)
, for i = 1, 2

ṙ j = ε

2

(
−μr j + (−1) j

3α

16ω2
r3

j−2r4
5− j sin 2(ψ3 − ψ4)

)
,

ψ̇ j = ε

8

(
− 27α

16ω2
r j

2 − 3α

2ω2

(
r1

2 + r2
2 + r7− j

2
)

− 3α

4ω2
r27− j cos 2(ψ3 − ψ4)

)
, for j = 3, 4

From the equations for r3, r4 we find:

1

2

d

dt
(r3

2 + r4
2) = −ε

2
μ(r3

2 + r4
2),

so the amplitudes r3, r4 will vanish with time. For the wave equation (11.1) the
behaviour of the eigenfunctions corresponding with m1, n1 will be prominent.

We illustrate the results for an explicit case. Consider the combination (m, n) ∈
{(1, 2), (2, 1)} (coefficientsu1(t), u2(t)) and {(1, 3), (3, 1)} (coefficientsu3(t), u4(t)).
We have ω1 = √

6, ω2 = √
11, the parametric excitation frequency � = 2

√
6. We

introduce as measures for the energy of the oscillators u1, u2 the quantity

E1 = 1

2
(u̇1

2 + 6u1
2 + u̇2

2 + 6u2
2)

and similarly for u3, u4 the quantity

E2 = 1

2
(u̇3

2 + 11u3
2 + u̇4

2 + 11u4
2).

The initial values of the two groups of oscillators are equal, the first group is excited,
the second group is damped out; see Fig. 11.4.

11.4 Remarks on Accidental Resonances

The instability of periodic solutions in general position in the case of two modes
with symmetric eigenfunctions (11.1) suggests the question whether energy can be
transferred to other modes by accidental resonance. We consider a few prominent
cases, the topic can be extended considerably. Choose for the eigenvalues (11.1)
ω0 = c = 1.
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Fig. 11.4 The behaviour of
the solutions of system (3.4)
by plotting E1(t) for the
parametrically excited
oscillators u1, u2 and E2(t)
for the oscillators u3, u4. The
initial conditions are
u1(0) = u2(0) =
0.5, u3(0) = u(4(0) = 0.4
with initial velocities zero;
ω2
1 = 6, ω2

2 = 11, μ =
0.01, β = 0.1, α = 0.05

11.4.1 The 1 : 1 : 3 resonance

Consider the 3 eigenfunctions with (m, n) ∈ {(1, 3), (3, 1), (7, 7)}. In this case the
frequencies of the linear oscillations are given by 11, 11, and 99, producing the
1 : 1 : 3 resonance. The eigenfunction expansion of the corresponding 3 modes is:

u p(x, y, t) = u1(t) cos x cos 3y + u2(t) cos 3x cos y + u3(t) cos 7x cos 7y.
(11.15)

Substitution of expansion (11.15) into Eq. (11.1) and taking inner products with the
eigenfunctions we find with ω = √

11, ω1 = 2ω:

⎧⎪⎨
⎪⎩
ü1 + ω2u1 = −εμu̇1 − εβu1 cos(2ωt) + εαP(u1, u2, u3),

ü2 + ω2u2 = −εμu̇2 − εβu2 cos(2ωt) + εαP(u2, u1, u3),

ü3 + 9ω2u3 = −εμu̇3 − εβu3 cos(2ωt) + εαP(u3, u2, u1),

(11.16)

where P(u1, u2, u3) = 9
16u1

3 + 3
4u1u2

2 + 3
4u1u3

2. Although we have a primary res-
onance it turns out that because of the symmetries of system (11.16) the 1 : 1 : 3
resonance is not effective. First order averaging produces for the amplitude r3 of
u3(t) the equation

ṙ3 = −ε
μ

2
r3,

so there is no interaction with the modes u1(t), u2(t) and no quenching or transfer
of energy of the first two modes. Higher order approximation will not change this
picture qualitatively.
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11.4.2 The 1 : 1 : 1 Resonance

Consider the 3 eigenfunctions with (m, n) ∈ {(1, 7), (7, 1), (5, 5)}. In this case the
frequencies of the linear oscillations are the same, i.e. ω = √

51, producing the
1 : 1 : 1 resonance. The eigenfunction expansion of the corresponding 3 modes is:

u p(x, y, t) = u1(t) cos x cos 7y + u2(t) cos 7x cos y + u3(t) cos 5x cos 5y.
(11.17)

We substitute expansion (11.17) into Eq. (11.1) and we take inner products with the
eigenfunctions. Put ω1 = 2

√
51 and rescale

√
51 t �−→ t, ε/51 �−→ ε; we find the

system:

⎧⎪⎨
⎪⎩
ü1 + u1 = −εμu̇1 − εβu1 cos(2t) + εαP(u1, u2, u3),

ü2 + u2 = −εμu̇2 − εβu2 cos(2t) + εαP(u2, u1, u3)

ü3 + u3 = −εμu̇3 − εβu3 cos(2t) + εαP(u3, u1, u1),

where P(u1, u2, u3) = 9
16u1

3 + 3
4u1u2

2 + 3
4u1u3

2. Because of the symmetry of the
system we can recover the solutions of the preceding 1 : 1 resonances in 2 degrees-
of-freedom invariant manifolds. This means that we find periodic solutions in the
3 normal mode planes and unstable periodic solutions in 3 invariant 4-dimensional
manifolds when putting successively the initial conditions of onemode equal to zero.

However, we are interested in general position orbits.We can extend the averaging
by adding to system (11.6) 2 equations, the angle ψ3 and the combination angles
ψ1 − ψ3 and ψ2 − ψ3. Apart from the normal mode solutions and because of the
symmetry of system (11.18) we can enumerate a number of exact solutions in general
position, for instance:

u1(t) = u2(t) = u3(t). (11.18)

Wecan alsoputu2(t) = −u1(t), u3(t) = −u1(t)oru3(t) = −u1(t), u2(t) = −u3(t).
In the case of Eq. (11.18) we have the special solution from:

u1(t) = u2(t) = u3(t) = u(t), , ü + u = −εμu̇ − εβu cos(2t) + εα
33

16
u3.

With amplitude-phase coordinates as before the solutions are approximated by aver-
aging:

ṙ = ε

2
r(−μ + β

2
sin 2ψ), ψ̇ = ε

4
(β cos 2ψ − α

99

32
r2). (11.19)

In system (11.19) r = r1 = r2 = r3 and ψ = ψ1 = ψ2 = ψ3. A critical point of the
averaged vector field is determined by:

μ = β

2
sin 2ψ, β cos 2ψ = α

99

32
r2.
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Elimination of the phase-angle yields:

r2 = 32

99α

√
β2 − 4μ2. (11.20)

11.4.3 The 1 : 1 : 1 : 1 Resonance

Consider the 4 eigenfunctions with (m, n) ∈ {(3, 4), (4, 3), (0, 5), (5, 0)}. In this
case the frequencies are ω = √

26, producing the 1 : 1 : 1 : 1 resonance. The eigen-
function expansion of the corresponding 4 modes is:

u p(x, y, t) = u1(t) cos 3x cos 4y + u2(t) cos 4x cos 3y + u3(t) cos 5y + u4(t) cos 5x .

The analysis by averaging and of exact solutions runs as before. This is left to the
reader.

11.5 Conclusions

1. The analysis of a nonlinear wave equation with 2 spatial dimensions introduces
many new problems involving resonances. The 1 : 1 resonance dominates the
dynamics in the case of a square domain.

2. In contrast to the case of systems without forcing, see [6], the excitation forces a
strong selection of modes. This has become clear in the analysis of interaction of
1 : 1 resonances.

3. An important aspect of the analysis is the choice of the parametric excitation
frequency � = 2ω in Eq. (11.1). In the cases of modes with � �= 2ω and μ > 0
we expect reduction of these modes by damping. This becomes already clear for
the 1 : 1 : 3 resonance in Sect. 11.4.1.

4. We have omitted the analysis of detuning. Inspection of the frequencies generated
by the space-dependent operator suggests a number of interesting cases. The
formulation of the initial-value problem for Eq. (11.1) raisesmanymore questions
that will hopefully be discussed in later papers.
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Chapter 12
Chaotic Dynamic of a Symmetric
Tree-Shaped Wave Network

Fei Wang and Jun-Min Wang

Abstract The chaotic dynamic behavior of a symmetric tree-shaped network of
wave equations described by a system of partial differential equations is considered.
The nonlinearities of van der Pol type are proposed at three boundary endpoints that
can cause the total energy of the system to rise and fall within certain bounds. At the
interconnected point of the wave equations, the energy is injected into the system
through an anti-damping velocity feedback. We show that when the parameters sat-
isfy certain conditions, the snapback repeller is existence and the system is chaotic.
Finally, we give some numerical simulations to illustrate the theoretical outcomes.

12.1 Introduction

In the past few decades, the phenomena of chaos has attracted many researchers
because of its wide applications for example human brain [1], image encryption [2,
3], secure communication [4], sound encryption [5], etc. The term “chaos”, literally,
means confusion, disorder, disorganization, turbulence. There are several definitions
to describe the chaos, Li-Yorke [6], Devaney [7], Robinson [8] and the total variation
[9], and each of which reflects its physical background, respectively. There are many
papers have studied the chaotic behavior for one-dimensional wave equation. For
example, in [10–14], the authors proved different one-dimension wave equation is
chaotic in the sense of the total variation, respectively. In [15], the author prove the
one-dimension wave equation with mixed energy transports is chaotic in the sense
of Li-Yorke. The same 1D wave equation as [12] is also proved to be chaotic in the
sense of Devaney and Li-Yorke under some conditions in [16].
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Fig. 12.1 A tree-shaped
network of wave equations

In [17], the authors studied a coupled wave equation. In the coupled system, the
left boundary condition is fixed and the right end is a van der Pol type nonlinear
condition. By analyzing the existence of the snap-back theory, the authors proved
the system is chaos.

In this paper, we consider the following wave equations (Fig. 12.1):

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w
(i)
t t (x, t) − w

(i)
xx (x, t) = 0, x ∈ (0, 1), t > 0, i = 1, 2, 3,

w(1)(0, t) = w(2)(0, t) = w(3)(0, t), t > 0,

w
(1)
x (0, t) + w

(2)
x (0, t) + w

(3)
x (0, t) = −ηw

(1)
t (0, t), t > 0, η > 0, η �= 3,

w
(i)
x (1, t) = αw

(i)
t (1, t) − β

(
w

(i)
t (1, t)

)3
, t > 0, 0 < α < 1, β > 0, i = 1, 2, 3,

w(i)(x, 0) = w
(i)
0 (x) ∈ C1([0, 1]), w

(i)
t (x, 0) = w

(i)
1 (x) ∈ C([0, 1]), i = 1, 2, 3.

(12.1)

The energy function E(t) for system (12.1) is

E(t) = 1

2

∫ 1
0

[ (
w

(1)
t (x, t)

)2 + (
w(1)

x (x, t)
)2 +

(
w

(2)
t (x, t)

)2 + (
w(2)

x (x, t)
)2

+
(
w

(3)
t (x, t)

)2 + (
w(3)

x (x, t)
)2

]
dx,

(12.2)
and the derivative of E(t) with respective to the time t yields

dE(t)

dt
= η

(
w

(1)
t (0, t)

)2 + α
(
w

(1)
t (1, t)

)2 − β
(
w

(1)
t (1, t)

)4 + α
(
w

(2)
t (1, t)

)2

−β
(
w

(2)
t (1, t)

)4 + α
(
w

(3)
t (1, t)

)2 − β
(
w

(3)
t (1, t)

)4
.

(12.3)
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Let �1 = η
(
w

(1)
t (0, t)

)2
. It is found that the energy is pumping into the system

through the intersection point at x = 0 in (12.1), and such a property is called anti-
damping. Let

�2i = α
(
w

(i)
t (1, t)

)2 − β
(
w

(i)
t (1, t)

)4
, i = 1, 2, 3.

Then �2i is “self-regulating” and

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

�2i < 0, if |w(i)
t (1, t)| >

√
α

β
,

�2i ≥ 0, if |w(i)
t (1, t)| ≤

√
α

β
,

for i = 1, 2, 3.

As in [17], we define

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ξi (x, t) = w(i)
x (x, t) + w

(i)
t (x, t)

2
,

χi (x, t) = w(i)
x (x, t) − w

(i)
t (x, t)

2
,

for i = 1, 2, 3. (12.4)

Then system (12.1) is converted into a first-order hyperbolic system

∂

∂t

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ξ1

ξ2

ξ3

χ1

χ2

χ3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 −1 0 0

0 0 0 0 −1 0

0 0 0 0 0 −1

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

∂

∂x

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ξ1

ξ2

ξ3

χ1

χ2

χ3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, for 0 < x < 1, t > 0. (12.5)

The reflection relation at x = 0, according to the second and third equalities of
equation (12.1), is
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⎡

⎢
⎢
⎣

χ1(0, t)

χ2(0, t)

χ3(0, t)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

η − 1

η − 3
ξ1(0, t) + 2

η − 3
ξ2(0, t) + 2

η − 3
ξ3(0, t)

2

η − 3
ξ1(0, t) + η − 1

η − 3
ξ2(0, t) + 2

η − 3
ξ3(0, t)

2

η − 3
ξ1(0, t) + 2

η − 3
ξ2(0, t) + η − 1

η − 3
ξ3(0, t)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

= R0

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

ξ1(0, t)

ξ2(0, t)

ξ3(0, t)

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for t > 0, η > 0, η �= 3,

(12.6)

and the boundary condition at x = 1, according to the fourth equality of equation
(12.1), is

⎡

⎢
⎢
⎣

ξ1(1, t)

ξ2(1, t)

ξ3(1, t)

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

F
(
χ1(1, t)

)

F
(
χ2(1, t)

)

F
(
χ3(1, t)

)

⎤

⎥
⎥
⎦ = R1

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

χ1(1, t)

χ2(1, t)

χ3(1, t)

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for t > 0, (12.7)

where for each given χi ∈ R, ξi = F(χi ), i = 1, 2, 3 is defined through the follow-
ing cubic equation

β(ξi − χi )
3 + (1 − α)(ξi − χi ) + 2χi = 0, for i = 1, 2, 3, 0 < α < 1, β > 0,

(12.8)
and the equation (12.8) has the unique real solution ξi [18]. Moreover, F is a con-
tinuously differentiable function inR. The initial conditions for ξ1, ξ2, ξ3,χ1,χ2,χ3

are

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ξ1(x, 0)

ξ2(x, 0)

ξ3(x, 0)

χ1(x, 0)

χ2(x, 0)

χ3(x, 0)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ξ1,0(x)

ξ2,0(x)

ξ3,0(x)

χ1,0(x)

χ2,0(x)

χ3,0(x)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

=

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

1

2

(
w(1)

x (x, 0) + w
(1)
t (x, 0)

)

1

2

(
w(2)

x (x, 0) + w
(2)
t (x, 0)

)

1

2

(
w(3)

x (x, 0) + w
(3)
t (x, 0)

)

1

2

(
w(1)

x (x, 0) − w
(1)
t (x, 0)

)

1

2

(
w(2)

x (x, 0) − w
(2)
t (x, 0)

)

1

2

(
w(3)

x (x, 0) − w
(3)
t (x, 0)

)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

, for 0 ≤ x ≤ 1.

(12.9)
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Using the method of characteristic, it is straight to show that system (12.5)–(12.9)
has a unique solution the solution for t = 2k + τ , k = 0, 1, 2, ..., 0 ≤ τ ≤ 2 and
0 ≤ x ≤ 1,

⎡

⎢
⎢
⎣

ξ1(x, t)

ξ2(x, t)

ξ3(x, t)

⎤

⎥
⎥
⎦ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(R1 ◦ R0)
k

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

ξ1,0(x + τ )

ξ2,0(x + τ )

ξ3,0(x + τ )

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for 0 ≤ τ ≤ 1 − x,

(R1 ◦ R0)
k ◦ R1

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

χ1,0(2 − x − τ )

χ2,0(2 − x − τ )

χ3,0(2 − x − τ )

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for 1 − x < τ ≤ 2 − x,

(R1 ◦ R0)
k+1

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

ξ1,0(x + τ − 2)

ξ2,0(x + τ − 2)

ξ3,0(x + τ − 2)

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for 2 − x < τ ≤ 2,

(12.10)
and

⎡

⎢
⎢
⎣

χ1(x, t)

χ2(x, t)

χ3(x, t)

⎤

⎥
⎥
⎦ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(R0 ◦ R1)
k

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

χ1,0(x − τ )

χ2,0(x − τ )

χ3,0(x − τ )

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for 0 ≤ τ ≤ x,

(R0 ◦ R1)
k ◦ R0

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

ξ1,0(τ − x)

ξ2,0(τ − x)

ξ3,0(τ − x)

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for x < τ ≤ 1 + x,

(R0 ◦ R1)
k+1

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

χ1,0(2 + x − τ )

χ2,0(2 + x − τ )

χ3,0(2 + x − τ )

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ , for 1 + x < τ ≤ 2,

(12.11)
where (R0 ◦ R1)

k denotes the k-times iterative composition of R0 ◦ R1 with itself.
From the expression of the solution, we can know the dynamical behavior of the
system (12.5)–(12.9) can be completely determined by two 3D maps R0 ◦ R1 and
R1 ◦ R0, which are mutually topologically conjugate. As [19] and [20], we say the
system is chaotic if the 3D map R0 ◦ R1 has chaotic behavior.

The organization of the paper is as follows. In Sect. 12.2, we present basic proper-
ties of the map R0 ◦ R1. In Sect. 12.3, we prove the existence of snapback repellers,
which can cause the chaotic behavior of system (12.5)–(12.9). In Sect. 12.4, some
numerical simulations are used to illustrate the theoretical results.
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12.2 Map of R0 ◦ R1

It is known that for each given 0 < α < 1, β > 0 and η > 0, η �= 3, themaps R0 ◦ R1

and R1 ◦ R0 are topologically conjugate. Hence, we only study the properties of
R0 ◦ R1.

From (12.6) and (12.7), we have the expression of R0 ◦ R1

⎡

⎢
⎢
⎣

u1

u2

u3

⎤

⎥
⎥
⎦ = R0 ◦ R1

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

v1

v2

v3

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

η − 1

η − 3
F(v1) + 2

η − 3
F(v2) + 2

η − 3
F(v3)

2

η − 3
F(v1) + η − 1

η − 3
F(v2) + 2

η − 3
F(v3)

2

η − 3
F(v1) + 2

η − 3
F(v2) + η − 1

η − 3
F(v3)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

.

(12.12)
First, for 0 < α < 1 and β > 0, we define a new function

g(v) = u − v = F(v) − v, (12.13)

then it follows from (12.8) that g(v) is the unique real solution of the cubic equation
[18]

βg3(v) + (1 − α)g(v) + 2v = 0. (12.14)

Moreover, we have the following lemma about g(v) and F(v) from [18].

Lemma 12.1 Let g and F be given by (12.13). We have the following assertions:

(i) g(v) is odd: g(−v) = −g(v), and g(v) < 0 for all v > 0;
(ii) g(v) is strictly decreasing, that is,

g′(v) = −2

3βg2(v) + 1 − α
< 0; (12.15)

(iii) F(v) is odd;
(iv) F(v) = 0 has three zeros v = −vI , 0, vI , where

vI =
√
1 + α

β
; (12.16)

(v) F ′(v) = 1 + g′(v),

F ′(0) = −1 + α

1 − α
; (12.17)

(vi) F ′(v) = 0 if v = ±vc, where
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vc = 2 − α

3

√
1 + α

3β
. (12.18)

We define

G = η + 3

η − 3
and y = G ◦ F(v) = η + 3

η − 3
F(v), v ∈ R. (12.19)

then, we have the following lemma.

Lemma 12.2 Let G and y = G ◦ F(v) be given by (12.19). For 0 < α < 1, β > 0,
η > 0, η �= 3, and α, β, η be fixed, we have the following assertions:

(1) y = G ◦ F(v)has three intercepts atv = −vI ,0,vI , wherevI is givenby (12.16).
(2) (i) If 0 < η < 3, then y = G ◦ F(v) has two local extremal values:

M1 = G ◦ F(vc) = − (1 + α)(3 + η)

3(η − 3)

√
1 + α

3β
> 0, (12.20)

and

− M1 = G ◦ F(−vc) = (1 + α)(3 + η)

3(η − 3)

√
1 + α

3β
< 0 (12.21)

where vc is given by (12.18), and M1 and −M1 are the local maximum
and minimum of y = G ◦ F(v) inR, respectively, (as depicted by Fig. 12.2,
for the case of α = 0.65, β = 1 and η = 1.6). The function y = G ◦ F(v)

is strictly decreasing on the intervals both (−∞,−vc) and (vc,+∞), and
strictly increasing on (−vc, vc).

(ii) If η > 3, then y = G ◦ F(v) has two local extremal values:

M2 = G ◦ F(−vc) = (1 + α)(η + 3)

3(η − 3)

√
1 + α

3β
> 0, (12.22)

and

− M2 = G ◦ F(vc) = − (1 + α)(η + 3)

3(η − 3)

√
1 + α

3β
< 0, (12.23)

where vc is given by (12.18), and M2 and −M2 are the local maximum
and minimum of y = G ◦ F(v) inR, respectively, (as depicted by Fig. 12.3,
for the case of α = 0.65, β = 1 and η = 4.8). The function y = G ◦ F(v)

is strictly increasing on the intervals both (−∞,−vc) and (vc,+∞), and
strictly decreasing on (−vc, vc).
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Fig. 12.2 The graph of
y = G ◦ F(v), for the case
of α = 0.65, β = 1 and
η = 1.6

v

y

v − y

 (−vc, −M1)

(vc, M1)

(−vd, vd)

(vd,− vd)

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

Fig. 12.3 The graph of
y = G ◦ F(v), for the case
of α = 0.65, β = 1 and
η = 4.8

v

y

v − y

 (−vc, M2)

(vc, −M2)

(va, va)

(−va,− va)

−3 −2 −1 0 1 2 3
−3

−2

−1

0

1

2

3

(3) y = G ◦ F(v) intersects the line y = v at the points

− (va, va) , (0, 0), (va, va) , where va = η + 3

6

√
3α + η

3β
. (12.24)

(4) y = G ◦ F(v) intersects the line y = −v at the points

(−vd , vd) , (0, 0), (vd , −vd) , where vd = 3 + η

2η

√
3 + αη

βη
. (12.25)
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Proof Due to fact that G is a constant, the first assertion (1) is a direct result of the
(iv) of Lemma 12.1. It follows from the fact F(v) = g(v) + v in (12.13) that

y′ = (G ◦ F)′(v) = η + 3

η − 3

(
v + g(v)

)′ = η + 3

η − 3

(
1 + g′(v)

)
= 0 (12.26)

which yields g′(v) = −1. By using (12.15), we get

g′(v) = −2

3βg2(v) + 1 − α
= −1,

and hence g(v) = ±
√
1 + α

3β
. For 0 < η < 3, there are two cases:

(a) When g(v) = −
√
1 + α

3β
, substituting this into (12.14), we have

−1 + α

3

√
1 + α

3β
− (1 − α)

√
1 + α

3β
+ 2v = 0,

and get the zero v = vc, where vc is given by (12.18). Thus, F(vc) = vc + g(vc)
and

y = G ◦ F(vc) = η + 3

η − 3

[
2 − α

3

√
1 + α

3β
−

√
1 + α

3β

]

= M1 > 0.

where M1 is given by (12.20), and y takes the local maximum at v = vc with
value M1 > 0.

(b) When g(v) =
√
1 + α

3β
, it follows from the odd properties of g and F that v =

−vc is the zero of (12.14), and y = G ◦ F(−vc) = −M1 < 0, where −M1 is
given by (12.21), and y takes the local minimum at v = −vc with value −M1 <

0.

Moreover, it is noted that F is an odd function in R, so is for y = G1 ◦ F(v). Thus,
y is strictly decreasing on the intervals both (−∞,−vc) and (vc,+∞), and strictly
increasingon (−vc, vc). Forη > 3, the proof is similar to 0 < η < 3.This is assertion
(2).

Now we show assertion (3). By y = G ◦ F(v) = v, we have

η + 3

η − 3
F(v) = η + 3

η − 3

[
v + g(v)

]
= v

which gives g(v) = − 6

η + 3
v. Substituting g(v) into (12.14), we have
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β

( −6

η + 3
v

)3

− (1 − α)
6

η + 3
v + 2v = 0,

which has three zeros v = 0 and v = ±va , where va is given by (12.24). The third
assertion (3) is then concluded.

Same arguments to the case y = G ◦ F(v) = −v, we have

η + 3

η − 3
F(v) = η + 3

η − 3

[
v + g(v)

]
= −v, g(v) = − 2η

η + 3
v.

Substituting g(v) into (12.14), v satisfies the following equation

β

( −2η

η + 3
v

)3

− (1 − α)
2η

η + 3
v + 2v = 0,

which has three zeros v = 0 and v = ±vd , where vd is given by (12.25). The fourth
assertion (4) is then concluded. 	

Lemma 12.3 Let 0 < α < 1, β > 0, and η > 0, η �= 3.

(1) If 0 < η < 3 and α, η satisfy the following inequality

− (1 + α)(3 + η)

3(η − 3)

√
1 + α

3β
≤ 3 + η

2η

√
3 + αη

βη
, (12.27)

then E1 = [−vd , vd ] is the invariant set of function y = G ◦ F(v).
(2) If η > 3 and α, η satisfy the following inequality

(1 + α)(η + 3)

3(η − 3)

√
1 + α

3β
≤ η + 3

6

√
3α + η

3β
, (12.28)

then E2 = [−va, va] is the invariant set of function y = G ◦ F(v).

Proof First we consider 0 < η < 3. From (12.18) and (12.25), we obtain

vc = 2 − α

3

√
1 + α

3β
<

3 + η

2η

√
3 + αη

βη
= vd .

From the assertion (2) of Lemma 12.2, we have that y is strictly decreasing on
(−vd ,−vc) and (vc, vd), and strictly increasing on (−vc, vc). Thus, if y(vc) ≤ vd , for
each v ∈ [0, vd ], we have y(v) ≤ y(vc) ≤ vd and y(−v) ≥ y(−vc) ≥ −vd . Hence
E1 is invariant set of y. Similarly, for η > 3, we prove E2 is the invariant set of y. 	
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Theorem 12.1 Let 0 < α < 1, β > 0, η > 0 and η �= 3. We have

(1) when 1 ≤ η < 3, and α, η satisfy (12.27), then

D1 =
{
(v1, v2, v3) ∈ R

3
∣
∣
∣ |v1| ≤ vd , |v2| ≤ vd , |v3| ≤ vd

}

is invariant under R0 ◦ R1, i.e., (R0 ◦ R1)(D1) ⊂ D1.
(2) when η > 3, and α, η satisfy (12.28), then

D2 =
{
(v1, v2, v3) ∈ R

3
∣
∣
∣ |v1| ≤ va, |v2| ≤ va, |v3| ≤ va

}

is invariant under R0 ◦ R1, i.e., (R0 ◦ R1)(D2) ⊂ D2.

Proof First, we consider 1 ≤ η < 3. Assume (v1, v2, v3) ∈ D1. We need to show
(u1, u2, u3) ∈ D1. From Lemma 12.3, we know [−vd , vd ] is invariant of y = G ◦
F(v), and for v ∈ [−vd , vd ], we have

−vd ≤ η + 3

η − 3
F(v) ≤ vd , and

η − 3

η + 3
vd ≤ F(v) ≤ −η − 3

η + 3
vd .

Since 1 ≤ η < 3, for each v ∈ [−vd , vd ], we further have

− η − 1

η + 3
vd ≤ η − 1

η − 3
F(v) ≤ η − 1

η + 3
vd (12.29)

and

− 2

η + 3
vd ≤ 2

η − 3
F(v) ≤ 2

η + 3
vd (12.30)

Now we are in a position to show that D1 is invariant under R0 ◦ R1. For each
(v1, v2, v3) ∈ D1, it follows from (12.12) that

u1 = η − 1

η − 3
F(v1) + 2

η − 3
F(v2) + 2

η − 3
F(v3),

u2 = 2

η − 3
F(v1) + η − 1

η − 3
F(v2) + 2

η − 3
F(v3),

and

u3 = 2

η − 3
F(v1) + 2

η − 3
F(v2) + η − 1

η − 3
F(v3).

By (12.29) and (12.30), we have

[
η − 1

η + 3
+ 2

η + 3
+ 2

η + 3

]

(−vd) ≤ u1, u2, u3 ≤
[
η − 1

η + 3
+ 2

η + 3
+ 2

η + 3

]

vd
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and −vd ≤ u1, u2, u3 ≤ vd . Therefore, D1 is invariant under R0 ◦ R1. Similarly, for
η > 3, we prove D2 is the invariant set of R0 ◦ R1. The proof is complete. 	

Lemma 12.4 Let 0 < α < 1, β > 0 and η > 0, η �= 3. Then (0, 0, 0)T is the fixed
point of the map R0 ◦ R1.

Since F is continuously differentiable, we define the Jacobian matrix of R0 ◦ R1

at (v1, v2, v3)T by

D(R0 ◦ R1)

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

v1

v2

v3

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

η − 1

η − 3
F ′(v1)

2

η − 3
F ′(v2)

2

η − 3
F ′(v3)

2

η − 3
F ′(v1)

η − 1

η − 3
F ′(v2)

2

η − 3
F ′(v3)

2

η − 3
F ′(v1)

2

η − 3
F ′(v2)

η − 1

η − 3
F ′(v3)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (12.31)

We give the following definition from [7, p. 215].

Definition 12.1 Afixed point (z1, z2, z3)T of R0 ◦ R1 is called a repelling point if all
of the eigenvalues of D(R0 ◦ R1)(z1, z2, z3)T are greater than one in absolute value.

Theorem 12.2 Let 0 < α < 1, β > 0, and η > 0, η �= 3, the fixed point (0, 0, 0)T

is a repelling fixed point of R0 ◦ R1.

Proof Due to fact that (0, 0, 0)T is a fixed point of R0 ◦ R1, according the Definition
12.1, we only need to show all eigenvalues of D(R0 ◦ R1)(0, 0, 0)T are greater than
one in absolute value. From (12.17) and (12.31), we have

A ≡ D(R0 ◦ R1)(0, 0, 0)
T =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

−1 + α

1 − α

η − 1

η − 3
−1 + α

1 − α

2

η − 3
−1 + α

1 − α

2

η − 3

−1 + α

1 − α

2

η − 3
−1 + α

1 − α

η − 1

η − 3
−1 + α

1 − α

2

η − 3

−1 + α

1 − α

2

η − 3
−1 + α

1 − α

2

η − 3
−1 + α

1 − α

η − 1

η − 3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

and

λI − A =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

λ + 1 + α

1 − α

η − 1

η − 3

1 + α

1 − α

2

η − 3

1 + α

1 − α

2

η − 3

1 + α

1 − α

2

η − 3
λ + 1 + α

1 − α

η − 1

η − 3

1 + α

1 − α

2

η − 3

1 + α

1 − α

2

η − 3

1 + α

1 − α

2

η − 3
λ + 1 + α

1 − α

η − 1

η − 3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (12.32)

Hence, we have
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det(λI − A) =
(

λ + 1 + α

1 − α

η + 3

η − 3

) (

λ + 1 + α

1 − α

)2

. (12.33)

Then when det(λI − A) = 0, we have

λ1 = −1 + α

1 − α

η + 3

η − 3
, and λ2 = λ3 = −1 + α

1 − α
.

Due to 0 < α < 1, β > 0, and η > 0, η �= 3, we obtain |λ1| > 1, |λ2| = |λ3| > 1. 	


12.3 Snapback Repellers and Chaos

In this section, we consider the snapback repellers of R0 ◦ R1 which will cause the
chaos in the sense of Li-Yorke for R0 ◦ R1.

Let f : I → I be a continuously differentiable function in I ⊂ R. We recall from
[7] the definitions of homoclinic points and orbits for f . Let p be a repelling fixed
point of f , that is,

f (p) = p, | f ′(p)| > 1.

Then there is an open interval about p on which f is one-to-one and satisfies the
expansion property | f (x) − p| > |x − p|. We define the local unstable set at p,
denoted by Wu

loc(p), to be the maximal such open interval about p. A point q ∈ I is
said to be homoclinic to p if q ∈ Wu

loc(p) and f n(q) = p for some n ∈ {1, 2, 3, ...}.
For a homoclinic point q, the set { f j (q)| j = 1, 2, ..., n} is said the homoclinic orbit
of q. The homoclinic orbit of q is said to be nondegenerate if f ′(x) �= 0 for all points
x on the orbit. Otherwise, the homoclinic orbit is said to be degenerate (Figs. 12.4
and 12.5).

Theorem 12.3 Let 0 < α < 1, β > 0, and η > 0, η �= 3.

(1) If 1 ≤ η < 3 and α, β, η satisfy the following inequality

√
1 + α

β
< − (1 + α)(3 + η)

3(η − 3)

√
1 + α

3β
≤ 3 + η

2η

√
3 + αη

βη
, (12.34)

then the repelling fixed point 0 of y has nondegenerate homoclinic orbits.
(2) If η > 3 and α, β, η satisfy the following inequality

√
1 + α

β
<

(1 + α)(η + 3)

3(η − 3)

√
1 + α

3β
≤ η + 3

6

√
3α + η

3β
, (12.35)

then the repelling fixed point 0 of y has nondegenerate homoclinic orbits.
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Fig. 12.4 The region �1
represents the inequality
(12.34)

Fig. 12.5 The region �2
represents the inequality
(12.35)

Proof First, we consider 1 ≤ η < 3, according to Theorem 12.1, we know D1 is
invariant of y. Next, it follow from the (v) of Lemma 12.1 that

y′(0) = (G ◦ F)′(0) = η + 3

η − 3
F ′(0) = −η + 3

η − 3

1 + α

1 − α
> 1,

where we have used 0 < α < 1 and 1 ≤ η < 3. Therefore 0 is a repelling point of
y. It is easy to prove the existence of homoclinic points near 0. Due to the fact

√
1 + α

β
<

(1 + α)(3 + η)

3(3 − η)

√
1 + α

3β
≤ 3 + η

2η

√
3 + αη

βη
,
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it is easy to see that the homoclinic orbit of 0 is nondegenerate. Similarly, for η > 3,
we prove the repelling fixed point 0 of y has nondegenerate homoclinic orbits. The
proof is complete. 	


Here is a definition of a snapback repeller of a differentiable function f from [21].

Definition 12.2 Suppose z is a fixed point of f with all eigenvalues of Df (z)
exceeding 1 in magnitude, and suppose there exists a point x0 �= z in a repelling
neighborhood of z, such that xM = z and det(Df (xk)) �= 0 for 1 ≤ k ≤ M , where
xk = f k(x0). Then z is called a snapback repeller of f .

Theorem 12.4 Let 0 < α < 1, β > 0, and η > 0, η �= 3.

(1) If 1 ≤ η < 3 and α, β, η satisfy (12.34), (0, 0, 0)T is a snap-back repeller of
R0 ◦ R1.

(2) If η > 3 and α, β, η satisfy (12.35), (0, 0, 0)T is a snap-back repeller of R0 ◦ R1.

Proof First, we consider 1 ≤ η < 3. It is noted from Theorem 12.2 that (0, 0, 0)T

is the fixed point of R0 ◦ R1 with all eigenvalues of D(R0 ◦ R1)(0, 0, 0)T exceeding
1 in magnitude. Let Br (X) denote the closed ball in R

n of radius r centered at the
point X , and B0

r (X) its interior.

It follows from F ′(0) = −1 + α

1 − α
given in (12.17) and the properties of continuous

functions that there exists a positive constant r > 0, such that for each v ∈ B0
r (0),

we have |F ′(v)| > 1. According to Theorem 12.3, we can choose 0 �= v1 ∈ B0
r (0)

that satisfies

(G ◦ F)K (v1) =
(

η + 3

η − 3
F

)K

(v1) = 0,

where K is some positive constant. Let v1 = v2 = v3. Due to (12.31), we have

Q ≡ D(R0 ◦ R1)

⎛

⎜
⎜
⎝

⎡

⎢
⎢
⎣

v1

v2

v3

⎤

⎥
⎥
⎦

⎞

⎟
⎟
⎠ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

η − 1

η − 3
F ′(v1)

2

η − 3
F ′(v1)

2

η − 3
F ′(v1)

2

η − 3
F ′(v1)

η − 1

η − 3
F ′(v1)

2

η − 3
F ′(v1)

2

η − 3
F ′(v1)

2

η − 3
F ′(v1)

η − 1

η − 3
F ′(v1)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

and

det(λI − Q) =
(
λ − η + 3

η − 3
F ′(v1)

)(
λ − F ′(v1)

)2
.

When det(λI − Q) = 0, we have λ4 = η + 3

η − 3
F ′(v1), λ5 = λ6 = F ′(v1). Due to

|F ′(v1)| > 1, then we can obtain |λ4| > 1, |λ5| = |λ6| > 1.
By (12.12) and the mathematical deduction, we have
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(R0 ◦ R1)
n

⎛

⎜
⎜
⎜
⎝

⎡

⎢
⎢
⎢
⎣

v1

v2

v3

⎤

⎥
⎥
⎥
⎦

⎞

⎟
⎟
⎟
⎠

=
[(

η + 3

η − 3
F

)n

(v1)

(
η + 3

η − 3
F

)n

(v1)

(
η + 3

η − 3
F

)n

(v1)

]T

Let n = K and (
η + 3

η − 3
F

)K

(v1) = 0.

Then we have (R0 ◦ R1)
K (v1, v2, v3)

T = (0, 0, 0)T . Since the homoclinic orbit of
v1 is nondegenerate, that is,

((
η + 3

η − 3
F

) j
)′

(v1) �= 0, j = 1, 2, ..., K ,

we have det
(
D(R0 ◦ R1)

s(v1, v2, v3)
T
) �= 0, s = 1, 2, ..., K . Hence, (0, 0, 0)T is a

snap-back repeller of R0 ◦ R1. Similarly, for η > 3, (0, 0, 0)T is a snap-back repeller
of R0 ◦ R1. The proof is complete. 	


We cite the following theorem from [22], [21], or [17].

Theorem 12.5 Let D be an open set in RN and f : D → D be a continuous map.
If f possesses a snap-back repeller, then f is chaotic in the sense of Li-Yorke. That
is, there exists

(i) a positive integer n such that for each integer p ≥ n, f has a point of period p;
(ii) a “scrambled set” of f , i.e., an uncountable set S containing no periodic points

of f such that: f (S) ⊂ S, and

(a) for every x, y ∈ S with x �= y,

lim sup
k→∞

|| f k(x) − f k(y)|| > 0,

(b) for every x ∈ S and any periodic point y of f ,

lim sup
k→∞

|| f k(x) − f k(y)|| > 0;

(iii) an uncountable subset S0 of S such that for every x, y ∈ S0,

lim inf
k→∞

∥
∥ f k(x) − f k(y)

∥
∥ = 0.

Theorem 12.6 Let 0 < α < 1, β > 0, and η > 0, η �= 3.

(1) If 1 ≤ η < 3 and α, β, η satisfy (12.34) then R0 ◦ R1 is chaotic in the sense of
Li-Yorke.
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(2) If η > 3 and α, β, η satisfy (12.35) then R0 ◦ R1 is chaotic in the sense of
Li-Yorke.

Proof It follows from Theorem 12.4 that (0, 0, 0)T is the snap-back repeller of
R0 ◦ R1. Hence, by Theorem 12.5, R0 ◦ R1 is chaotic. The proof is complete. 	


12.4 A Numerical Example

In this section, we present the simulations to visualize the dynamics behavior of the
solutions of system (12.1). According to Theorem 12.6, we choose α = 0.65, β = 1,
η = 1.6, which satisfy

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

√
1 + α

β
≈ 1.2845,

(1 + α)(3 + η)

3(3 − η)

√
1 + α

3β
≈ 1.3402,

3 + η

2η

√
3 + αη

βη
≈ 2.2842.

(12.36)

Fig. 12.6 Spatiotemporal profiles of w
(1)
x (x, t) and w

(1)
t (x, t)

Fig. 12.7 Spatiotemporal profiles of w
(2)
x (x, t) = and w

(2)
t (x, t)
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Fig. 12.8 Spatiotemporal profiles of w
(3)
x (x, t) and w

(3)
t (x, t)

For i = 1, 2, 3, we choose

⎧
⎪⎪⎨

⎪⎪⎩

w(i)(x, 0) = 1

8
(x − 1

2
)4 − cos x,

w
(i)
t (x, 0) = 1

2
(x − 1

2
)3 − sin x,

⎧
⎨

⎩

ξi = 1

2
(x − 1

2
)3,

χi = sin x .

We present the graphics in some detail, for w(i)
x , w

(i)
t , i = 1, 2, 3 for time durations

t ∈ [16, 18]. From Figs. 12.6, 12.7 and 12.8, it is found that w(i)
x , w

(i)
t , i = 1, 2, 3,

are extremely oscillatory in every direction of space and time, respectively.
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Chapter 13
A New Spatial and Temporal
Incremental Harmonic Balance Method
for Obtaining Steady-State Responses of
a One-Dimensional Continuous System

Xuefeng Wang and Weidong Zhu

Abstract A new spatial and temporal incremental harmonic balanced (STIHB)
method is developed for obtaining steady-state responses of a one-dimensional con-
tinuous system. In the STIHB method, Galerkin procedure in the spatial coordinate
and the harmonic balance procedure in the temporal coordinate are combined simul-
taneously to obtain the spatial and temporal harmonic balanced residual, and integra-
tions in Galerkin procedures are replaced by the fast discrete sine transform (DST) or
fast discrete cosine transform (DCT) in the spatial coordinate and the fast Fouriour
transform (FFT) in the temporal coordinate. The harmonic balanced residual for an
arbitrary second-order PDE can be automatically and efficiently obtained by a com-
puter program when the expression of the PDE is given. The exact Jacobian matrix
for the arbitrary PDE can be automatically and efficiently obtained by following a
calculation routine when the linearized expression of the PDE is given, and it can
be easily implemented by a computer program. The exact Jacobian matrix can also
be used to study stability of steady-state responses, where no more extra derivations
are needed.

13.1 Introduction

A governing partial differential equation (PDE) of a one-dimensional continuous
vibratory system can be generally obtained by the extended Hamilton’s principle.
There are two classes of methods to deal with the PDE. The first class of meth-
ods are analytical methods such as perturbation methods [4–6]. This class of meth-
ods are usually not suitable for problems with strong nonlinearities, and significant
derivation work is required. The second class of methods are local and global spatial
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discretizationmethods. The finite element method (FEM) is a local spatial discretiza-
tion method; it is a good choice if the geometric shape of the system is complex or
there are discontinuities in it, since dense meshs around critical regions can ensure
convergence of solutions. Compared with the FEM, a global spatial discretization
method is more convenient and faster if the geometric shape is simple and smooth.
If eigenfunctions of the PDE are available, its exact solutions can be obtained. How-
ever, eigenfunctions of the PDE do not usually exist. Galerkin method employs a
series of trial functions that satisfy all boundary conditions of the system as basis
functions to determine approximated solutions [1]. A drawback of a global spatial
discretization method is its derivation complexity. Derivation work on Galerkin pro-
cedure of nonlinear terms of the PDE significantly increases with the number of trial
functions used. Chen et al. [7] proposed a technique that aims to reduce the calcula-
tion complexity. While amount of calculation is reduced, the calculation procedure
is still complex and its derivation can vary with problems.

When a set of spatially discretized ordinary differential equations (ODEs) in
terms of generalized coordinates are obtained by Galerkin procedure, it can be used
to calculate transient and steady-state responses. Steady-state periodic responses can
be obtained by the harmonic balance method [8], where generalized coordinates
are expanded by a truncated Fourier series and the harmonic balance procedure or
Galerkin procedure in the temporal coordinate is conducted to calculate coefficients
of the truncated Fourier series, the harmonic balance Newton-Raphson (HBNR)
method [9], where Galerkin procedure in the temporal coordinate is followed by
Newton-Raphsonmethod, and the incremental harmonic balance (IHB)method [10–
12], where Newton-Raphson method is conducted before Galerkin procedure, which
is amenable for computer implementation [13]. Ferri [14] showed the equivalance
of the HBNR and IHB methods. Ling and Wu [15] incorporated the fast Fourier
transform (FFT) into the IHB method to reduce computation time. Wang and Zhu
[16] introduced a modified IHB method where the FFT and Broyden’s method that
is a quasi-Newton method are combined to avoid tedious derivations of the Jacobian
matrix. There is a Jacobian-free Newton-Krylov (JFNK) method that can also be
combined with the harmonic balance method to solve for steady-state responses
of nonlinear ODEs [17]. A proper preconditioner is usually required for the JFNK
method to make it efficient [18].

Stability of steady-state responses is always a matter of concern in dynamic anal-
ysis. A common method to study stability of steady-state responses of a set of ODEs
is based on Floquet theory. A set of linearized ODEs for the set of original ODEs
and its state-space form should be derived, which yield state-space equations of a
linear-time-periodic (LTP) system. There are two ways to calculate eigenvalues of
the LTP system. The first way is to calculate eigenvalues of its transformation matrix
that can be obtained by a numerical method [19]. The second way is to calculate
eigenvalues of Toeplitz form of its system matrix [2]. Both ways are dependent on
derivations of the set of linearized ODEs, which can be complex and tedious when
the degree of freedoms (DOF) of the set of original ODEs is large.

In this work, a new spatial and temporal incremental harmonic balance (STIHB)
method is developed to solve for steady-state responses of the governing PDE of
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a general second-order one-dimensional continuous system, and it can be extended
to fourth-order and multi-dimensional continuous systems. There are two parts in
the STIHB method. In the first part, the spatial and temporal harmonic balanced
residual of the PDE is obtained by simultaneously conducting Galerkin procedures
on the spatial and temporal coordinates. The main advantage of the STIHB method
is that derivations of the set of ODEs by Galerkin procedure in the spatial coordinate
and the hamonic balanced residual of the resulting ODEs are replaced by the fast
discrete sine transform (DST) or fast discrete cosine transform (DCT) in the spatial
coordinate depending on boundary conditions of the system and the FFT in the
temporal coordinate, which is referred to as a DST-FFT or DCT-FFT procedure, and
it can be automatically and efficiently conducted by a computer program when the
expression of the PDE is given. In the second part, a type of Newton methods is
used to find solutions of the PDE to make the harmonic balanced residual vanish.
The DST-FFT or DCT-FFT procedure combined with Broyden’s method gives a
simple version of the STIHB method. However, Newton-Raphson method using the
exact Jacobian matrix can lead to faster convergence. It is shown here that when
the linearized expression of the PDE is given, the exact Jacobian matrix can be
automatically obtained via a calculation routine that can be easily implemented by a
computer program, which gives a complex version of the STIHB method. It is also
shown that the exact Jacobianmatrix is directly related to Toeplitz form of the system
matrix of the LTP system, which implies that stability of steady-state responses can
be studied from the exact Jacobian matrix. Hence, stability analysis is free from
derivations of the set of ODEs by Galerkin procedure.

The remaining part of this chapter is organized as follows: general expressions of
the harmonic balanced residual of a general second-order governing PDE of a one-
dimensional continuous system are presented in Sect. 13.2.1, and the simple version
of the STIHB method, where the harmonic balanced residual is derived using the
DST-FFT procedure, is described there. The complex version of the STIHB method,
where the exact Jacobianmatrix is derived, is described in Sect. 13.2.2. Themethod to
study stability of steady-state responses when the exact Jacobian matrix is available
is introduced in Sect. 13.2.3. The STIHBmethod is applied to the transverse vibration
problemof a stringwith geometric nonlinearity in Sect. 13.3. In Sect. 13.4, frequency-
response curves of the string with different parameters are calculated and stability of
solutions on the curves are shown. Finally, some concluding remarks are presented
in Sect. 13.5.

13.2 Description of the STIHB Method

13.2.1 Basic Equations for the STIHB Method

The STIHB method is developed here for a general one-dimensional second-order
continuous system. With the normalized spatial coordinate x ∈ [0, 1] and temporal
coordinate t ∈ [0, 2π ], a general second-order PDE can be written as
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F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) = 0

x ∈ [0, 1), t ∈ [0, 2π) (13.1)

where w is the dependent variable, f is an external periodic excitation with the
normalized fundamental frequency of one, and subscripts x and t denote spatial and
temporal partial derivatives, respectively. Note that wxt is included Eq. (13.1) so
that one can deal with a translating string [20]; parametrically-excited continuous
systems can also be studied [11]. Galerkin procedure for Eq. (13.1) in the spatial
coordinate yields a set of ODEs with respect to t :

∫ 2

0
dxHT F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) = 0N×1 (13.2)

where H = [η1(x) · · · ηN (x)] is a vector of orthonormal trial functions ηn(x), in
which N is the number of trial functions used, and the superscript T denotes transpose
of a vector or matrix. To solve for steady-state responses of Eq. (13.1) by simulta-
neously conducting Galerkin procedures in the spatial and temporal coordinates, the
dependent variable can be expressed by

w(x, t) =
N∑

n=1

M∑
m=−M

an,mηn(x)φm(t) (13.3)

where M is the truncated number of Fourier series in the temporal coordinate,
φm(t) = exp(jmt) are basis functions of Fourier series, j denotes the imaginary unit,
an,m are coefficents for combined spatial and temporal bases ηn(x)φm(t), and an,−m

are complex conjugates of an,m . A vector form of an,m is

q = [aT−M · · · aTM ]T (13.4)

where am = [a1,m · · · aN ,m]T . Note that there are other forms of an,m ; the form
in Eq. (13.4) is consistent with the structure of Toeplitz matrix and it is amenable
for stability analysis in Sect. 13.2.4. By collecting φm(t) in a vector form, � =
[φ−M(t) · · · φM(t)]T , a compact form of w(x, t) is

w(x, t) =
M∑

m=−M

φm(t)Ham

= �T [Ha−M · · · HaM ]T
= �T (E2M+1 ⊗ H)q (13.5)

where E2M+1 is the 2M + 1 by 2M + 1 identity matrix and ⊗ denotes Kronecker
product. The form of w(x, t) in Eq. (13.5) can be converted to
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w(x, t) = �T (E2M+1 ⊗ H)q

= (�T ⊗ [1])(E2M+1 ⊗ H)q

= (�T ⊗ H)q

= (
([1]�T ) ⊗ (HEN )

)
q

= H(�T ⊗ EN )q (13.6)

where [1] is the matrix with only one element that is one, the mix-product property of
Kronecker product is used in the third and fifth steps, and EN is the N by N identity
matrix. For convenience,�T ⊗ EN is denotedby�T⊗,whichyieldsw(x, t) = H�T⊗q.
The first- and second-order spatial derivatives of w(x, t) are

wx (x, t) = HG�T
⊗q (13.7)

wxx (x, t) = HG2�T
⊗q (13.8)

respectively, whereG is a constant matrix to transformH to dH/dx , which depends
on the choice of H. The first- and second-order temporal derivatives of w(x, t) are

wt (x, t) = H�T
⊗D⊗q (13.9)

wtt (x, t) = H�T
⊗D

2
⊗q (13.10)

respectively, where D is the constant diagonal matrix of [−jM · · · jM] to trans-
form �T to d�T /dt , and (�TD) ⊗ EN = �T⊗D⊗ by using the mix-product property
of Kronecker product with the notation D⊗ = D ⊗ EN . The second-order mixed
derivative of w(x, t) is

wxt (x, t) = HG�T
⊗D⊗q (13.11)

Substituting Eqs. (13.6)–(13.11) with a guess solutioin of q into Eq. (13.2), where
the set of ODEs may not hold and its left-hand side is its residual, and conducting
Galerkin procedure for the residual in the temporal coordinate yield

r(q) =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT F (13.12)

where �̂ = [φM(t) · · · φ−M(t)]T is orthonormal to �, i.e.,
∫ 2π
0

dt
π

��̂T = E2M+1,

and �̂⊗ = �̂ ⊗ EN . Equation (13.12) is the basic form of the harmonic bal-
anced residual of F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) at q and it is amenable for
derivations of its Jacobian matrix. An increment of r(q) is �r(q). Linearizing
F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) with respect to w, wx , wxx , wxt , wt , and wtt in
�r(q) yields
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�r(q) =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT�F

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT

(
∂F

∂w

∂w

∂q
+ ∂F

∂wx

∂wx

∂q
+ ∂F

∂wxx

∂wxx

∂q

+ ∂F

∂wxt

∂wxt

∂q
+ ∂F

∂wt

∂wt

∂q
+ ∂F

∂wtt

∂wtt

∂q

)
�q

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT

(
∂F

∂w
H�T

⊗ + ∂F

∂wx
HG�T

⊗ + ∂F

∂wxx
HG2�T

⊗

+ ∂F

∂wxt
HG�T

⊗D⊗ + ∂F

∂wt
H�T

⊗D⊗ + ∂F

∂wtt
H�T

⊗D
2
⊗

)
�q (13.13)

where �q is an increment of q. The Jacobian matrix of r(q) with respect to q is

J(q) =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT

(
∂F

∂w
H�T

⊗ + ∂F

∂wx
HG�T

⊗ + ∂F

∂wxx
HG2�T

⊗

+ ∂F

∂wxt
HG�T

⊗D⊗ + ∂F

∂wt
H�T

⊗D⊗ + ∂F

∂wtt
H�T

⊗D
2
⊗

)
(13.14)

where �r(q) = J(q)�q is used.

13.2.1.1 Simple Version of the STIHB Method Using an Approximated
Jacobian Matrix

Derivations in Galerkin procedures in Eqs. (13.12) and (13.14) are complex and
tedious, or even undoable when there is some complex nonlinear function. Approxi-
mations of the Jacobianmatrix J(q) and harmonic balanced residual r(q) can be used
in the STIHBmethod. The harmonic balanced residual r(q) can be approximated by
the DST-FFT or DCT-FFT procedure. To illustrate this procedure, the vector form
of an,m in Eq. (13.4) is converted to a matrix form

Q = [a−M · · · aM ] (13.15)

and the form of the dependent variable in Eq. (13.5) is converted to

w(x, t) =
M∑

m=−M

φm(t)Ham = HQ� (13.16)

Sampling w(x, t) at discretized spatial points
{
xk := k

Ns

}
k=1, ..., Ns−1

with the inte-

ger Ns > N and temporal points
{
ti := 2π i

Ms

}
i=0, ..., Ms−1

with the integer Ms > 2M

yields
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w = H̄Q�̄ (13.17)

where elements of w at the kth row and i th column are w(xk, ti ),

H̄ =
⎡
⎢⎣

η1
(

1
Ns

) · · · ηN
(

1
Ns

)
...

. . .
...

η1
( Ns−1

Ns

) · · · ηN
( Ns−1

Ns

)

⎤
⎥⎦ (13.18)

�̄ =
⎡
⎢⎣
exp

(
j(−M) 2π0Ms

) · · · exp (
j(−M) 2π(Ms−1)

Ms

)
...

. . .
...

exp
(
jM 2π0

Ms

) · · · exp
(
jM 2π(Ms−1)

Ms

)

⎤
⎥⎦ (13.19)

The first- and second-order spatial derivatives and first- and second-order temporal
derivatives of w(x, t) that are sampled at {xk}k=1, ..., Ns−1 and {ti }i=0, ..., Ms−1 are

wx = H̄GQ�̄ (13.20)

wxx = H̄G2Q�̄ (13.21)

wxt = H̄GQD�̄ (13.22)

wt = H̄QD�̄ (13.23)

wt t = H̄QD��̄ (13.24)

respectively. Thematrix formof the harmonic balanced residual of F(x, t,w,wt ,wtt ,

wx ,wxx ,wxt , f ) is

R(Q) =
∫ 2π

0

dt

π

∫ 2

0
dxHT F�̂T (13.25)

where R(Q) is a N by 2M + 1 matrix, which is a variation of r(q) in Eq. (13.12).
Elements of R(Q) at the nth row and mth column are coefficients rn,m of bases
ηn(x)φm(t) in F with w, wx , wxx , wxt , wt , and wtt evaluated at Q. The relationship
between r(q) and R(Q) is

r(q) = [RT
−M · · · RT

M ]T (13.26)

whereRm = [r1,m · · · rN ,m]T . The harmonic balanced residual canbeused to approx-
imate F(x, t,w,wt ,wtt ,wx ,wxx , f ):
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F̃(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) =
N∑

n=1

M∑
m=−M

rn,mηn(x)φm(t) = HR(Q)�

(13.27)
Replacingw,wt ,wtt ,wx ,wxt , andwxx byw,wt ,wt t ,wx ,wxt , andwxx , respectively, in
F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ), substituting Eqs. (13.17) and (13.20–13.24) into
the resulting equation, and evaluating x and t at {xk}k=1, ..., Ns−1 and {ti }i=0, ..., Ms−1,
respectively, yield

F = F
(
xk, ti ,w,wt ,wt t ,wx ,wxx ,wxt , f

)
(13.28)

where f and F are Ns − 1 by Ms matrices whose elements at the kth row and i th
column are values of f and F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) evaluated at xk and
ti , respectively. On the other hand, if F̃(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) is a good
approximation, F can be obtained by sampling F̃(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f )
at {xk}k=1, ..., Ns−1 and {ti }i=0, ..., Ms−1 in Eq. (13.27), which yields

F = H̄R(Q)�̄ (13.29)

With use of orthonormal relations
∫ 2
0 dxHTH = H̄T H̄ = EN and

∫ 2π
0

dt
π

��̂T =
�̄ ˆ̄�T = E2M+1, where

ˆ̄� =
⎡
⎢⎣

exp
(
jM 2π0

Ms

) · · · exp
(
jM 2π(Ms−1)

Ms

)
...

. . .
...

exp
(
j(−M) 2π0Ms

) · · · exp (
j(−M) 2π(Ms−1)

Ms

)

⎤
⎥⎦ (13.30)

in the spatial and temporal coordinates, respectively, in Eq. (13.29), the harmonic
balanced residual in Eq. (13.25) can be obtained by

R(Q) = H̄TF ˆ̄�T (13.31)

If trial functions in H are ηn(x) = sin(nπx), the left multiplication of F by H̄ is
the DST of every column in F, which can be implemented by a fast algorithm [3],

and the right multiplication of F by ˆ̄� is the discrete Fourier transform of every row
of F, which can be efficiently implemented by the FFT. Combination of the two
transforms is the DST-FFT procedure, which can be used to obtain the harmonic
balanced residual R(Q) without integrations, and the basic form of the harmonic
balanced residual r(q) can be obtained from Eq. (13.26). If trial functions in H are
ηn(x) = cos(nπx), the fast DST can be replaced by the fast DCT, and the DST-FFT
procedure becomes the DCT-FFT procedure.

A quasi-Newton method, called Broyden’s method, can be used to find q using
Eq. (13.14) to make r(q) vanish without deriving the exact Jacobian matrix J(q).
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The nonlinear function F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) can be divided into two
parts:

F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) = Flin + Fnonl (13.32)

where Flin and Fnonl are linear and nonlinear parts of F(x, t,w,wt ,wtt ,wx ,wxx ,

wxt , f ), respectively. First, an initial guess of q can be chosen as q0 = 0(2MN+N )×1,
and an initial guess of J(q) can be chosen as the Jacobian matrix of the harmonic
balanced residual for Flin, which is denoted by J0. The harmonic balanced residual

in the kth iteration is rk = r(qk), where qk is a trial solution of q in this iteration.
If Euclidean norm of rk is larger than a preset tolerance, a trial solution of q can be
updated by

qk+1 = qk − J−1
k rk (13.33)

where Jk is an approximation of J(q) in the kth iteration and the superscript −1
denotes inverse of a matrix. If the norm of rk+1 = r(qk+1) is less than the preset
tolerance, qk+1 is an acceptable solution of q. Otherwise, approximation of J(q) is
updated by

Jk+1 = Jk + (yk − Jksk)sTk
sTk sk

(13.34)

where sk = qk+1 − qk and yk=rk+1 − rk . A new trial solution of q can be obtained
from Eq. (13.33). The above procedure is repeated until the norm of the harmonic
balanced residual is less than the preset tolerance, which means that the solution of
q is found, or the number of iterations is very large, which means that the procedure
to find the solution of q is not convergent. This is the simple version of the STIHB
method.

13.2.2 Complex Version of the STIHB Method Using the
Exact Jacobian Matrix

The harmonic balanced residual r(q) in the complex version of the STIHBmethod is
calculated in the same way shown in Sect. 13.2.2, where q is a guess of a steady-state
solution, but the exact Jacobian matrix J(q) is derived when expressions of ∂F

∂w ,
∂F
∂wx

,
∂F

∂wxx
, ∂F

∂wxt
, ∂F

∂wt
, and ∂F

∂wtt
are given. Six terms in J(q) in Eq. (13.14) are

Jw =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂w
H�T

⊗ (13.35)

Jwx =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wx
HG�T

⊗ (13.36)
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Jwxx =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wxx
HG��T

⊗ (13.37)

Jwxt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wx
HG�T

⊗D⊗ (13.38)

Jwt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wt
H�T

⊗D⊗ (13.39)

Jwtt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wtt
H�T

⊗D
2
⊗ (13.40)

UsingEq. (13.28)with F(x, t,w,wt ,wtt ,wx ,wxx ,wxt , f ) replaced by ∂F
∂w ,

∂F
∂wx

, ∂F
∂wxx

,
∂F
∂wxt

, ∂F
∂wt

, and ∂F
∂wtt

yields Fw, Fwx , Fwxx , Fwxt , Fwt , and Fwtt , respectively. Using the
DST-FFT procedure in Eq. (13.31) with F replaced by Fw, Fwx , Fwxx , Fwxt , Fwt , and
Fwtt , and rearranging the resulting matrices using Eq. (13.26) withR replaced by the
resulting matrices yield r̂w, r̂wx , r̂wxx , r̂wxt , r̂wt , and r̂wtt , respectively. Six terms of
partial derivatives of F in J(q) are then expressed by

∂F

∂w
= HG�T

⊗rw (13.41)

∂F

∂wx
= H�T

⊗rwx (13.42)

∂F

∂wxx
= HG�T

⊗rwxx (13.43)

∂F

∂wxt
= H�T

⊗rwxt (13.44)

∂F

∂wt
= HG�T

⊗rwt (13.45)

∂F

∂wtt
= HG�T

⊗rwtt (13.46)

where rw = (E2M+1 ⊗ G)−1r̂w, r̂wx = rwx , rwxx = (E2M+1 ⊗ G)−1r̂wxx , r̂wxt = rwxt ,
rwt = (E2M+1 ⊗ G)−1r̂wt , and rwtt = (E2M+1 ⊗ G)−1r̂wtt . Since
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HTHG�T
⊗ = HTHG(�T ⊗ EN )

= ([1] ⊗ (HTHG)
)
(�T ⊗ EN )

= (�TE2M+1) ⊗ (ENHTHG)

= (�T ⊗ EN )
(
E2M+1 ⊗ (HTHG)

)
= �T

⊗
(
E2M+1 ⊗ (HTHG)

)
(13.47)

where the mix-product property of Kronecker product is used in the third and fourth
steps, one has

HTHG�T
⊗ = �T

⊗
(
E2M+1 ⊗ (HTHG)

)
(13.48)

Similarly, one has
HTH�T

⊗ = �T
⊗
(
E2M+1 ⊗ (HTH)

)
(13.49)

Substituting Eqs. (13.41)–(13.46) into Eqs. (13.35)–(13.40) and using Eqs. (13.48)
and (13.49) in the resulting equations yield

Jw =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTHG�T

⊗rwH�T
⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTHG)

)
rwH�T

⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Sw�T
⊗ (13.50)

Jwx =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTH�T

⊗rwxHG�T
⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTH)

)
rwxHG�T

⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Swx�
T
⊗ (13.51)

Jwxx =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTHG�T

⊗rwxxHG��T
⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTHG)

)
rwxxHG��T

⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Swxx�
T
⊗ (13.52)
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Jwxt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTH�T

⊗rwxtHG�T
⊗D⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTH)

)
rwxtHG�T

⊗D⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Swxt�
T
⊗D⊗ (13.53)

Jwt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTHG�T

⊗rwtH�T
⊗D⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTHG)

)
rwtH�T

⊗D⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Swt�
T
⊗D⊗ (13.54)

Jwtt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTHG�T

⊗rwttH�T
⊗D

2
⊗

=
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗�T

⊗
(
E2M+1 ⊗ (HTHG)

)
rwttH�T

⊗D
2
⊗

=
∫ 2π

0

dt

π
�̂⊗�T

⊗Swtt�
T
⊗D

2
⊗ (13.55)

respectively, where

Sw =
∫ 2

0
dx

(
E2M+1 ⊗ (HTHG)

)
rwH (13.56)

Swx =
∫ 2

0
dx

(
E2M+1 ⊗ (HTH)

)
rwxHG (13.57)

Swxx =
∫ 2

0
dx

(
E2M+1 ⊗ (HTHG)

)
rwxxHG2 (13.58)

Swxt =
∫ 2

0
dx

(
E2M+1 ⊗ (HTH)

)
rwxtHG (13.59)

Swt =
∫ 2

0
dx

(
E2M+1 ⊗ (HTHG)

)
rwtH (13.60)

Swtt =
∫ 2

0
dx

(
E2M+1 ⊗ (HTHG)

)
rwttH (13.61)
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Since
(
E2M+1 ⊗ (HTHG)

)
rw is a column vector and H is a row vector, one has

(
E2M+1 ⊗ (HTHG)

)
rwH = (

E2M+1 ⊗ (HTHG)
)
rw ⊗ H (13.62)

UsingH = HEN and the mix-product property of Kronecker product in Eq. (13.62)
yields

(
E2M+1 ⊗ (HTHG)

)
rwH = (

E2M+1 ⊗ (HTHG) ⊗ H
)
(rw ⊗ EN ) (13.63)

Similarly, one has

(
E2M+1 ⊗ (HTH)

)
rwxHG = (

E2M+1 ⊗ (HTH) ⊗ (HG)
)
(rwx ⊗ EN ) (13.64)

(
E2M+1 ⊗ (HTH)

)
rwxxHG2 = (

E2M+1 ⊗ (HTH) ⊗ (HG2)
)
(rwxx ⊗ EN ) (13.65)

Substituting Eq. (13.63) into Eqs. (13.56), (13.60), and (13.61) yields

Sw = (E2M+1 ⊗ 	1)rw,⊗ (13.66)

Swt = (E2M+1 ⊗ 	1)rwt ,⊗ (13.67)

Swtt = (E2M+1 ⊗ 	1)rwtt ,⊗ (13.68)

respectively, where 	1 = ∫ 2
0 dx

(
(HTHG) ⊗ H

)
, rw,⊗ = rw ⊗ EN , rwt ,⊗ = rwt ⊗

EN , and rwtt ,⊗ = rwtt ⊗ EN . Substituing Eqs. (13.64) and (13.65) into Eqs. (13.57)–
(13.59) yields

Swx = (E2M+1 ⊗ 	2)rwx ,⊗ (13.69)

Swxx = (E2M+1 ⊗ 	3)rwxx ,⊗ (13.70)

Swxt = (E2M+1 ⊗ 	2)rwxt ,⊗ (13.71)

respectively, where 	2 = ∫ 2
0 dx

(
(HTH) ⊗ (HG)

)
, 	3 = ∫ 2

0 dx
(
(HTH) ⊗ (HG2)

)
,

rwx ,⊗ = rwx ⊗ EN , rwxx ,⊗ = rwxx ⊗ EN , and rwxt ,⊗ = rwxt ⊗ EN . Hence, Sw, Swx ,
Swxx , Swxt , Swt , and Swtt can be obtained from Eqs. (13.66), (13.69), (13.70), (13.71),
(13.67), and (13.68), respectively, with rw, rwx , rwxx , rwxt , rwt , and rwtt given in Eqs.
(13.41)–(13.46), respectively. Note that �T⊗Sw, �T⊗Swx , �T⊗Swxx , �T⊗Swxt , �T⊗Swt ,
and �T⊗Swtt are N by N periodic matrices.

Generally, a N by N periodic matrix S(t) with the normalized fundamental fre-
quency can be expressed by

S(t) =
M∑

m=−M

exp(jmt)Sm = �T
⊗ST (13.72)
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whereM harmonic functions are included to describe S(t) and ST = [ST
−M · · · ST

M ]T
is a coefficient matrix. Its truncated Toeplitz form is

ST =

⎡
⎢⎢⎢⎢⎢⎢⎣

S0 · · · S−M · · · 0
...

. . .
...

. . .
...

SM · · · S0 · · · S−M
...

. . .
...

. . .
...

0 · · · SM · · · S0

⎤
⎥⎥⎥⎥⎥⎥⎦

(13.73)

A N -dimensional vector ξ(t) with the normalized fundamental frequency can be
expressed by

ξ(t) =
M∑

m=−M

exp(jmt)ξm = �T
⊗ξT (13.74)

where ξT = [ξ T
−M · · · ξ T

M ]T is a coefficient vector. The multiplication of S(t) and
ξ(t) including M harmonic functions is

S(t)ξ(t) =
M∑

m=−M

exp(jmt)ζm = �T
⊗ζT (13.75)

where ζT = [ζ T
−M · · · ζ T

M ]T . Conducting Galerkin procedure on two sides of Eq.
(13.75) yields ∫ 2π

0

dt

π
�̂⊗S(t)ξ(t) =

∫ 2π

0

dt

π
�̂⊗�T

⊗ζT = ζT (13.76)

Substituting Eq. (13.74) into Eq. (13.76) yields

∫ 2π

0

dt

π
�̂⊗S(t)�T

⊗ξT = ST ξT (13.77)

where ST ξT = ζT due to the property of Toeplitz transform [2] is used. Since Eq.
(13.77) is satisfied for an arbitrary ξT , one has

∫ 2π

0

dt

π
�̂⊗�T

⊗ST�T
⊗ = ST (13.78)

Using Eq. (13.78) in Eqs. (13.50)–(13.55) with ST replaced by Sw, Swx , Swxx ,
Swxt , Swt , and Swtt yields Jw = Sw,T , Jwx = Swx ,T , Jwxx = Swxx ,T , Jwxt = Swxt ,T ,
Jwt = Swt ,T D⊗, and Jwtt = Swtt ,T D

2⊗, respectively, where truncated Toeplitz forms
Sw,T , Swx ,T , Swxx ,T , Swxt ,T , Swt ,T , and Swtt ,T of �T⊗Sw, �T⊗Swx , �T⊗Swxx , �T⊗Swxt ,
�T⊗Swt , and �T⊗Swtt can be directly constructed by Sw, Swx , Swxx , Swxt , Swt , and Swtt ,
respectively. The final expression of J(q) is
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J(q) = Sw,T + Swx ,T + Swxx ,T + Swxt ,T D⊗ + Swt ,T D⊗ + Swtt ,T D
2
⊗ (13.79)

In conclusion, when expressions of ∂F
∂w ,

∂F
∂wx

, ∂F
∂wxx

, ∂F
∂wxt

, ∂F
∂wt

, and ∂F
∂wtt

are given and

ηn(x) are sine functions, the calculation routine to obtain J(q) is: 1) sampling ∂F
∂w ,

∂F
∂wx

,
∂F

∂wxx
, ∂F

∂wxt
, ∂F

∂wt
, and ∂F

∂wtt
at {xk}k=1, ..., Ns−1 and {ti }i=0, ..., Ms−1 to construct Fw, Fwx ,

Fwxx , Fwxt , Fwt , and Fwtt , respectively; 2) using the DST-FFT procedure for Fw, Fwx ,
Fwxx , Fwxt , Fwt , and Fwtt to calculate rw, rwx , rwxx , rwxt , rwt and rwtt , respectively; 3)
using Eqs. (13.66)–(13.71) to calculate Sw, Swt , Swtt , Swx , Swxx , and Swxt , respectively;
4) constructing truncatedToeplitz formsSw,T ,Swt ,T ,Swtt ,T ,Swx ,T ,Swxx ,T , andSwxt ,T
for �T⊗Sw, �T⊗Swt , �

T⊗Swtt , �
T⊗Swx , �

T⊗Swxx , and �T⊗Swxt , respectively; and 5) using
Eq. (13.79) to calculate J(q). When ηn(x) are cosine functions, the same calculation
routine to obtain J(q) can be used except that the DST-FFT procedure is replaced
by the DCT-FFT procedure. This is the complex version of the STIHB method.
The exact Jacobian matrix in Eq. (13.79) is used to study stability of steady-state
responses in Sect. 13.2.4, where derivations of the set of ODEs in Eq. (13.2) are no
longer needed.

13.2.3 Stability of Steady-State Responses

A steady-state solution of Eq. (13.1), wss = Hqss , is given, where qss = {qss,1(t),
· · · , qss,N (t)}T is a vector of generalized coordinates, in which qss,n(t) are periodic
functions with the normalized fundamental frequency. Substituting a perturbed solu-
tion,wss + δw = Hqss + Hδq, into Eq. (13.2) and linearizing the set of the resulting
ODEs about Hqss yield

∫ 2

0
dxHT

( (
∂F

∂w
H + ∂F

∂wx
HG + ∂F

∂wxx
HG2

)
δq

+
(

∂F

∂wxt
HG + ∂F

∂wt
H

)
δ̇q + ∂F

∂wtt
Hδ̈q

)
= 0N×1 (13.80)

A state-space form of Eq. (13.80) with γ = [δqT , δ̇q
T ]T as a state vector is

γ̇ = A(t)γ (13.81)

where

A(t) =
[

0N×N EN

−M̃(t)−1S̃(t) −M̃(t)−1B̃(t)

]
(13.82)

S̃(t) =
∫ 2

0
dxHT

(
∂F

∂w
H + ∂F

∂wx
HG + ∂F

∂wxx
HG2

)
(13.83)
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B̃(t) = ∫ 2
0 dxHT ( ∂F

∂wxt
HG + ∂F

∂wt
H), and M̃(t) = ∫ 2

0 dxHT ∂F
∂wtt

H. Since A(t) is a
periodic matrix with the normalized fundamental frequency, stability of Eq. (13.81)
can be studied by examining eigenvalues of its transformation matrix, λ = [λ1

· · · λN ], but its calculation can be time-consuming and integrations in derivations of
S̃(t), B̃(t), and M̃(t) cannot be avoided. An alternative method to study stability is to
first calculate eigenvalues of Toeplitz form ofA(t). The complex plane can be divided
into inifinte strips

( − j(2k − 1)π, j(2k + 1)π
]
with the integer k ∈ (−∞,+∞), and

locations of eigenvalues of Toeplitz form of A(t) are repeated in every strip. Eigen-
values in the fundamental strip (−jπ, jπ ] are reflections of λ from other strips, and
their real parts are equal to those of λ. Hence, stability of Eq. (13.81) can be stud-
ied by examining eigenvalues of Toeplitz form of A(t) in the fundamental strip. To
avoid derivations of S̃(t), B̃(t), and M̃(t) in this method, Eq. (13.82) is written as
A(t) = M(t)−1Ã(t), where

M(t) =
[
M̃(t) 0N×N

0N×N M̃(t)

]
(13.84)

Ã(t) =
[
0N×N M̃(t)
−S̃(t) −B̃(t)

]
(13.85)

The property of Toeplitz transform shows that Toeplitz form of A(t) is the multi-
plication of Toeplitz forms of M(t)−1 and Ã(t). If the truncated Toeplitz form of

M(t) =
M∑

m=−M

exp(jmt)Mm

MT =

⎡
⎢⎢⎢⎢⎢⎢⎣

M0 · · · M−M · · · 0
...

. . .
...

. . .
...

MM · · · M0 · · · M−M
...

. . .
...

. . .
...

0 · · · MM · · · M0

⎤
⎥⎥⎥⎥⎥⎥⎦

(13.86)

is invertible, the truncated Toeplitz form of A(t) =
M∑

m=−M

exp(jmt)Am can be calcu-

lated by AT = M−�
T ÃT , where

ÃT =

⎡
⎢⎢⎢⎢⎢⎢⎣

Ã0 · · · Ã−M · · · 0
...

. . .
...

. . .
...

ÃM · · · Ã0 · · · Ã−M
...

. . .
...

. . .
...

0 · · · ÃM · · · Ã0

⎤
⎥⎥⎥⎥⎥⎥⎦

(13.87)
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is the truncated Toeplitz form of Ã(t) =
M∑

m=−M

exp(jmt)Ãm . Using Eqs. (13.72) and

(13.78) with S(t) replaced by S̃(t), B̃(t), and M̃(t) yields their truncated Toeplitz
forms

S̃T =
∫ 2π

0

dt

π
�̂⊗

∫ 2

0
dxHT

(
∂F

∂w
H + ∂F

∂wx
HG + ∂F

∂wxx
HG2

)
�T

⊗ (13.88)

B̃T =
∫ 2π

0

dt

π
�̂⊗

∫ 2

0
dxHT

(
∂F

∂wxt
HG + ∂F

∂wt
H

)
�T

⊗ (13.89)

M̃T =
∫ 2π

0

dt

π
�̂⊗

∫ 2

0
dxHT ∂F

∂wtt
H�T

⊗ (13.90)

respectively. Comparing S̃T , B̃T , and M̃T with Eqs. (13.35)–(13.40) and using
Jw = Sw,T , Jwx = Swx ,T , Jwxx = Swxx ,T , Jwxt = Swxt ,T , Jwt = Swt ,T D⊗, and Jwtt =
Swtt ,T D

2⊗ yield
S̃T = Sw,T + Swx ,T + Swxx ,T (13.91)

B̃T = Swxt ,T + Swt ,T (13.92)

M̃T = Swtt ,T (13.93)

respectively.When Sw, Swt , Swtt , Swx , Swxx , and Swxt are calculated fromEqs. (13.66)–
(13.71), ÃT can be obtained with

Ãm =
[
0N×N M̃m

−S̃m −B̃m

]
(13.94)

where Sw + Swx + Swxx = [S̃T
−M · · · S̃T

M ]T , Swxt + Swt = [B̃T
−M · · · B̃T

M ]T , and
Swtt = [M̃T

−M · · · M̃T
M

T , and M−�
T can be obtained with

Mm =
[

M̃m 0N×N

0N×N M̃m

]
(13.95)

The truncated Toeplitz form of A(t) is calculated by AT = M−�
T ÃT , and eigen-

values of AT in the fundamental strip are used to study stability of wss = Hqss . In
a special case, if ∂F

∂wtt
= mwtt is a constant, calculation of AT can be simplified

using M̃(t) = ∫ 2
0 dxHT ∂F

∂wtt
H = mwttEN and consequently MT = mwttE2N (2M+1),

whereE2N (2M+1) is the 2N (2M + 1) by 2N (2M + 1) identitymatrix. The simplified
expression of the truncated Toeplitz form of A(t) is AT = m−1

wtt
ÃT .
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13.3 Steady-State Responses of a Fixed-Fixed String with
Geometric Nonlinearity and Their Stability Analysis

The STIHB method is demonstrated by studying the transverse vibration of a fixed-
fixed string with geometric nonlinearity. Its governing equation with the normalized
spatial and temporal coordinates is [20, 21],

F(x, t,wt ,wtt ,wx ,wxx ,wxt , f ) = ω2wtt + ωcdwt − wxx − kdw
2
xwxx

− y0 sin(πx) cos t = 0 (13.96)

where w(x, t) is the transverse displacement of the string, f = y0 sin(πx) cos t is
the external excitation, ω is the angular excitation frequency before normalization,
cd is the damping coefficient, and kd is the nonlinear stiffness coefficient. Boundary
conditions of the string are

w(0, t) = w(1, t) = 0 (13.97)

and orthonormal trial functions in H can be ηn(x) = sin(nπx). There are two tasks
in the STIHB method before using Newton-Raphson method to find steady-state
responses of Eq. (13.96). The first task is to construct the harmonic balanced
residual, and the second task is to construct the Jacobian matrix. A steady-state
response of the string can be w(x, t) = HQ�, where Q is a guess solution of coef-
ficients of combined spatial and temporal bases sin(nπx) exp(jmt) of w(x, t) in
the matrix form, and procedures to construct the harmonic balanced residual of
F(x, t,wt ,wtt ,wx ,wxx ,wxt , f ) with the given Q are:

1. Selecting the number of trial functions in the spatial coordinate and truncated
number of Fourier series in the temporal coordinate to be N and M , respectively;

2. Discretizing spatial and temporal coordinates to be
{
xk := k

Ns

}
k=1, ..., Ns−1

with

Ns > N and
{
ti := 2π i

Ms

}
i=0, ..., Ms−1

with Ms > 2M , respectively;

3. Replacingw,wt ,wtt ,wx ,wxx , andwxt byw,wt ,wt t ,wx ,wxx , andwxt , respectively,
on the left-hand side of Eq. (13.96) and substituting Eq. (13.17) and Eqs. (13.20)–
(13.24) into the resulting equation yield

F = ω2H̄QD��̄ + ωcdH̄QD�̄ − H̄G2Q�̄

− kd(H̄GQ�̄) ◦ (H̄GQ�̄) ◦ (H̄G2Q�̄) − f (13.98)

where ◦ denotes Hadamard product,

H̄G =
⎡
⎢⎣

π cos
(
π 1

Ns

) · · · Nπ cos
(
Nπ 1

Ns

)
...

. . .
...

π cos
(
π Ns−1

Ns

) · · · Nπ cos
(
Nπ Ns−1

Ns

)

⎤
⎥⎦ (13.99)
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H̄G2 =
⎡
⎢⎣

−π2 sin
(
π 1

Ns

) · · · −N 2π2 sin
(
Nπ 1

Ns

)
...

. . .
...

−π2 sin
(
π Ns−1

Ns

) · · · −N 2π2 sin
(
Nπ Ns−1

Ns

)

⎤
⎥⎦ (13.100)

f = y0

⎡
⎢⎣

sin(π 1
Ns

) cos
(
2π0
Ms

) · · · sin(π 1
Ns

) cos
( 2π(Ms−1)

Ms

)
...

. . .
...

sin(π Ns−1
Ns

) cos
(
2π0
Ms

) · · · sin(π Ns−1
Ns

) cos
( 2π(Ms−1)

Ms

)

⎤
⎥⎦

(Ns−1)×Ms

(13.101)
4. Constructing the harmonic balanced residual r(q) using Eq. (13.31) to conduct

the DST-FFT procedure forF and using Eq. (13.26) to convert the resultingmatrix
form of the harmonic balanced residual to its vector form.

There are two ways to obtain the Jacobian matrix. In the simple version of the
STIHBmethod, an approximated Jacobianmatrix can be updated by Eq. (13.34) with
Broyden’s method in each iteration. In the complex version of the STIHB method,
the exact Jacobian matrix can be constructed with terms in the linearized equation
of Eq. (13.96) given by ∂F

∂w = 0, ∂F
∂wxt

= 0, ∂F
∂wx

= −2kdwxwxx , ∂F
∂wxx

= −1 − kdw2
x ,

∂F
∂wt

= ωcd , and ∂F
∂wtt

= ω2. Since ∂F
∂w ,

∂F
∂wxt

, ∂F
∂wt

, and ∂F
∂wtt

are constants, Jw, Jwxt , Jwt ,
and Jwtt can be directly obtained. Procedures to construct the exact Jacobian matrix
are:

1. Constructing Jw = 0N (2M+1)×N (2M+1), Jwxt = 0N (2M+1)×N (2M+1)

Jwt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wt
H�T

⊗D⊗

= ωcd

∫ 2π

0

dt

π
�̂⊗

∫ 2

0
dxHTH�T

⊗D⊗

= ωcdD⊗ (13.102)

Jwtt =
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HT ∂F

∂wtt
H�T

⊗D
2
⊗

= ω2
∫ 2π

0

dt

π

∫ 2

0
dx�̂⊗HTH�T

⊗D
2
⊗

= ω2D2
⊗ (13.103)

2. Replacingwx andwxx in ∂F
∂wx

= −2kdwxwxx bywx andwxx , respectively, to obtain
Fwx and substituting Eqs. (13.20) and (13.21) into the resulting equation yield

Fwx = −2kd(H̄GQ�̄) ◦ (H̄G2Q�̄) (13.104)
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3. Constructing the harmonic balanced residual rwx using Eq. (13.31) to conduct the
DST-FFT procedure for Fwx and using Eq. (13.26) to convert the resulting matrix
form of the harmonic balanced residual to its vector form rwx ;

4. Using Eq. (13.69) to calculate Swx and Eq. (13.78) with ST replaced by Swx to
calculate Jwx = Swx ,T ;

5. Replacing wx by wx in ∂F
∂wxx

= −1 − kdw2
x to obtain Fwxx and substituting Eq.

(13.20) into the resulting equation to yield

Fwxx = −O − kd(H̄GQ�̄) ◦ (H̄GQ�̄) (13.105)

where O is a Ns − 1 by Ms matrix whose elements are all one;
6. Constructing the harmonic balanced residual rwxx . Using Eq. (13.31) to con-

duct the DCT-FFT procedure for Fwxx with H replaced by Hc = [cos(πx)
· · · cos(Nπx)], premultiplying the resulting matrix by I−1, where I is the diag-
onal matrix of [π · · · Nπ ], and using Eq. (13.26) to convert the resulting matrix
form of the harmonic balanced residual to its vector form rwxx ;

7. Using Eq. (13.70) to calculate Swxx and Eq. (13.78) with ST replaced by Swxx to
calculate Jwxx = Swxx ,T ;

8. Constructing the exact Jacobian matrix

J(q) = ωcdD⊗ + ω2D2
⊗ + Swx ,T + Swxx ,T (13.106)

where q is the vector form of Q.

With the harmonic balanced residual and exact Jacobian matrix constructed by the
above procedures, Newton-Raphson method can be used to find solutions of w(x, t),
which make the residual vanish.

When a steady-state solution wss(x, t) is obtained, its stability can be studied by
examining eigenvalues of Toeplitz form ofA(t) in the fundamental strip. Since ∂F

∂wt
=

ωcd and ∂F
∂wtt

= ω2 are constants, substituting B̃(t) = ωcdEN and M̃(t) = ω2EN into
Eq. (13.82) yields

A(t) =
[

0N×N EN

− 1
ω2 S̃(t) − cd

ω
EN

]
(13.107)

Toeplitz form of A(t) is

AT =

⎡
⎢⎢⎢⎢⎢⎢⎣

A0 · · · A−M · · · 0
...

. . .
...

. . .
...

AM · · · A0 · · · A−M
...

. . .
...

. . .
...

0 · · · AM · · · A0

⎤
⎥⎥⎥⎥⎥⎥⎦

(13.108)
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where

A0 =
[
0N×N EN

−S̃0 − cd
ω
EN

]
(13.109)

Am =
[
0N×N 0N×N

−S̃m −0N×N

]
, m �= 0 (13.110)

S̃T =

⎡
⎢⎢⎢⎢⎢⎢⎣

S̃0 · · · S̃−M · · · 0
...

. . .
...

. . .
...

S̃M · · · S̃0 · · · S̃−M
...

. . .
...

. . .
...

0 · · · S̃M · · · S̃0

⎤
⎥⎥⎥⎥⎥⎥⎦

= Swx ,T + Swxx ,T (13.111)

If there exist eigenvalues ofAT in the fundamental strip (−jπ, jπ ], whose real parts
are larger than zero, the steady-state solution wss(x, t) is unstable; if their imaginary
parts are jπ , which means that exponents of these eigenvalues are less then -1, there
exists a period-doubling bifurcation; and if their imaginary parts are neither zero nor
jπ , which means that exponents of these eigenvalues that escape the unit circle are
complex, there exists Hopf bifurcation.

13.4 Results and Discussions

Some parameters used in the following calculation are cd = 0.8, y0 = 0.2, M = 19,
Ns = 64, and Ms = 128.When kd = 10, the string has weak geometric nonlinearity.
Comparison of convergence between the simple and complex versions of the STIHB
method is shown in Table13.1, where numbers of iterations to obtain steady-state
solutions with N = 5 at ω = 1.5, 2.5, 3.5, and 4.5 by the two versions of the STIHB
method are listed. It clearly shows that convergence of the complex version is much
faster than that of the simple version, especially in a frequency region around a
resonant frequency of the string with a large value of ||q||2, where || · ||2 is Euclidean
norm of a vector. Frequency-response curves of the string for the given parameters
are shown in Fig. 13.1, where N = 5 and N = 10. It shows that the curve with N = 5
overlaps thatwith N = 10,whichmeans that use of five trial functions is good enough
to solve for Eq. (13.96)with theweak nonlinearity. Stability of solutions on the curves
is checked and all solutions are stable. In the case with strong nonlinearity with kd =
110, parts of frequency-response curves with N = 5 and N = 10 slightly deviate
from those with higher N , as shown in Fig. 13.2. Frequency-response curves with
N = 20 and N = 30 almost overlap each other, which means that solutions obtained
with N = 30 can be very close to real solutions, although those obtained with N = 5
and N = 10 can also be acceptable. Stable and unstable solutions with N = 30 are
indicated in Fig. 13.3, and there is no period-doubling or Hopf bifurcation.
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Table 13.1 Numbers of iterations to obtain steady-state solutions with the simple and complex
versions of the STIHB method

ω (rad/s) ||q||2 Simple Complex

1.5 0.0255 7 3

2.5 0.0449 10 4

3.5 0.0609 16 5

4.5 0.0183 5 3

Fig. 13.1 Frequency-
response curves for the case
of weak nonlinearity with
kd = 10; N = 5 and 10
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Fig. 13.2 Frequency-
response curves for the case
of strong nonlinearity with
kd = 110; N = 5, 10, 20,
and 30

Fig. 13.3 Stability of
solutions on the
frequency-response curve
with N = 30 for the case of
strong nonlinearity with
kd = 110
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A solution w(x, t) = HQ� obtained with N = 5 in H makes the norm of the
harmonic balanced residual calculated from Eq. (13.31) with the same N less than
a preset tolerance, which is 10−10 here. However, using this solution to evaluate
the norm of the harmonic balanced residual with N = 10 yields a relatively large
value, whose magnitude can be about y0 in a frequency region around a resonant
frequency. This means that a solution obtained by Galerkin procedure in the spatial
coordinate with five trial functions, which makes residuals vanish at the first five
spatial frequencies of trial functions, may not make them vanish at higher spatial
frequencies. When N = 30, residuals at higher spatial frequencies are tens of times
smaller than those when N = 5. This shows that solutions obtained with N = 30 can
be very close to real solutions. However, even if residuals at higher spatial frequencies
are large when N is relatively small, solutions with this N may not deviate much
from real solutions, which is illustrated below.

If w0 = HQ�� is obtained with N = Nc and R(Q0) includes Nt trial functions
with Nt > Nc, residuals in R(Q0) at the first Nc spatial frequencies are less than the
preset tolerance. Substituting w0 and R(Q0) into Eq. (13.96) yields

F0(w0) = F(x, t,w0,t ,w0,t t ,w0,x ,w0,xx ,w0,xt , f ) = HR(Q)� (13.112)

The real solution is assumed to be wr = δw + w0. Substituting it into Eq. (13.96)
yields F0(δw + w0) = 0. Linearizing F0(δw + w0) = 0 about w0 and substituting
Eq. (13.112) into the resulting equation yield

∂F0

∂wt
δwt + ∂F0

∂wtt
δwtt + ∂F0

∂wx
δwx + ∂F0

∂wxx
δwxx + ∂F0

∂wxt
δwxt + HR(Q)� = 0

(13.113)
where HR(Q)� can be considered as a higher-frequency excitation. When there is
a cut-off frequency Ncut of Eq. (13.113) in the spatial coordinate, which means that
its solutions are insensitive to excitations with spatial frequencies higher than Ncut

in the spatial coordinate, and Nc is larger than Ncut , which means that significant
components in HR(Q)� are at spatial frequencies higher than Ncut , the magnitude
of δw can be very small even if that of HR(Q)� is large, and w0 can be a good
approximation of wr .

13.5 Conclusion

The STIHB method is developed to automatically and efficiently calculate steady-
state responses of a general one-dimensional second-order continuous system.
Galerkin procedure in the spatial coordinate to obtain a set of ODEs and the har-
monic balance procedure for the set of ODEs in the temporal coordinate to obtain
the harmonic balanced residual are combined and implemented by the DST-FFT
or DCT-FFT procedure, which can be automatically and efficiently obtained by a
computer program, where numbers of basis functions in the spatial and temporal
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coordinates can be arbitrarily selected. The only part of the program that needs to be
specified is the expression of the governing PDE of the system. The simple version
of the STIHB method can be used to calculate steady-state responses by combining
the DST-FFT or DCT-FFT procedure with Broyden’s method. The complex version
of the STIHB method uses the exact Jacobian matrix in Newton-Raphson method,
which can also be automatically and efficiently obtained by following a calculation
routine, and the only part of the routine that needs to be specified is the linearized
expression of the PDE. The complex version of the STIHB method yields faster
convergence than the simple version, and stability of steady-state responses can be
analyzed by constructing the exact Jacobian matrix in Toeplitz form of the system
matrix of the set of linearized ODEs in the state-space form. Hence, derivations of
the set of ODEs for stability analysis can be avoided. The STIHB method is demon-
strated by studying the transverse vibration of a string with geometric nonlinearity.
In the case with weak nonlinearity, solutions obtained with N = 5 are good enough
and all solutions are stable. In the case with strong nonlinearity, parts of frequency-
response curves with N = 5 and N = 10 slightly deviate from those with higher N
and there are unstablle solutions. Solutions obtained with a larger N can be more
accurate, but it is sufficient to use a relatively small N when N is larger than Ncut .
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Chapter 14
The Stability of Non-linear Power
Systems

Kaihua Xi, Johan L. A. Dubbeldam, Feng Gao, Hai Xiang Lin,
and Jan H. van Schuppen

Abstract The power system is one of the most complicated man-made non-linear
systems which plays an important role for human being since it was first made in
the 19th century. In the past decade, the integration of renewable power sources such
as wind energy and solar energy has increased rapidly due to their sustainability.
However, these energy sources are weather dependent which cannot be controlled or
even predicted precisely. A challenge brought by this transition to renewable power
generation is the uncertain fluctuations that negatively affects the stability of the
power system, which leads to the important problem: how to improve by control
the stability of the system such that it remains stable when subjected to considerable
fluctuations in the energy supply? Hence, research is needed into the stability metrics
of the non-linear power systemand control strategies for the stability improvement. In
this chapter, we describe the linear and non-linear stability analysis of power systems
and summarize the corresponding control strategies for stability improvement.
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14.1 Introduction

In order to decrease the CO2 emissions from the traditional fossil fuel power plants,
there are more and more wind farms and Photo Voltaic (PV) farms established on
the generation side and rooftop solar PV panels installed at houses of consumers on
the distribution side almost all over the world in the past decade. The rapid increase
of the weather dependent power energy, which is also called variable renewable
energy, brings several challenges to the power system. It is well known that these
renewable power generation depends on the weather which cannot be controlled or
even accurately predicted. In this case, unlike the traditional power system where the
uncertainties usually come from the consumer side only, the uncertainties now come
from both the generation and the load side and thus will be harder to manage. These
fluctuations do not only deteriorate the quality of power supply, but also decrease
the power system stability [28].

Since power systems rely on the synchronous machines (e.g., rotor-generators
driven by steam or gas turbines) for power generation, a requirement for normal sys-
tem operation is that all the synchronous machines remain in synchronization. The
ability of a power system to maintain the synchronization when subjected to severe
transient disturbance such as short-circuit of transmission lines, loss of generation, is
called transient stability [1, 10, 18, 22, 51], which we will also refer to as synchro-
nization stability in this chapter. The synchronous state is actually an equilibrium
point of the system, which has been widely studied in the field of complex net-
work [25, 41, 47]. Synchronization stability has been studied mainly by linearizing
about a stable equilibrium [2, 12, 32, 34, 39]. The framework developed by Pecora
et al. has greatly facilitated these computations. However, as fluctuations induced by
changing weather can have enormous impact, a linearization approach will often not
be sufficient. From the perspective of non-linear systems, this stability measures the
ability that the state stays in the basin of attraction after disturbances. This stability
is influenced by the nonlinearity of the power system. The basin of attraction (also
called the stability region) of a nonlinear system is defined as the set of the initial
states of the trajectories which converge to the equilibrium as the time goes to infin-
ity [19, 37]. For a nonlinear system with a small basin of attraction, the trajectory
usually has a small escape time from the region when subjected to disturbances. Sta-
bility margin is another definition corresponding to the non-linear stability, which
measures the distance from a stable state to the state of losing synchronization
[10, 17, 51]. The larger the stability margin, the more stable is the power system
against disturbances.

For a power system, the non-linear stability depends on the severity of the dis-
turbance. Renewable energy such as wind power and solar power is often strongly
affected by the weather and consequently causes power fluctuations and frequency
fluctuations of a large-scale power system. These continuous fluctuations of the fre-
quency may further lead the system to lose the synchronization. In order to further
increase the integration of the renewable energy, the problem of increasing the syn-
chronization stability to avoid losing frequency synchronization caused by various
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disturbances is receiving more and more attention. It is obvious that the decrease of
the strength of the disturbance can effectively increase the stability. The strategies on
how to suppress these disturbances is not the focus of the chapter. We pay attention
to the possible strategies for improving the stability by changing the power system
itself, which consists of synchronous power generators, power transmission lines and
loads.

Control of power systems can enhance the system stability. The control objectives
for control of a power system include to deliver electric power to customers of
the network operator, to maintain the stability of the power system, preferably in
the domain of attraction of the current steady state, and to minimize the cost of
the operation of the power system. In practice, the power transmission in the first
control objective depends on the location of the power generation and loads, the
network topology and the transmission line capacity. The latter two control objectives
are separated for frequency control into primary, secondary and tertiary frequency
control, respectively, see [22, 53]. The primary control which also called droop
control keeps the synchronization of the frequency at a value which may deviate
from the nominal value. The secondary control the synchronized frequency to the
nominal frequency and the tertiary control determine the set point stabilized by the
primary and secondary control. The secondary control and the tertiary control jointly
determine the set point of the power system. In addition, the secondary control affects
the dynamics.

The control objective of maintaining the state of the system within a domain of
attraction of a steady state motivates research to explore ways to characterize the
stability region, the boundary of the domain of attraction and the stability margin
[11, 58]. For a power system with control, the stability depends on factors such as

(i) the topology of the network, which can be changed by adding new lines and
nodes to the network or configuring the capacity of the lines,

(ii) the inertia of the synchronous machines, which may be changed by placing or
removing virtual inertia to the nodes in the network,

(iii) the damping coefficients of the synchronousmachine, which includes the droop
control gain parameter that can be configured in droop control [22],

(iv) and power generation and load, which can be controlled by changing the
mechanical power generation or switching on or off the power consumption.

To accomplish the control objective of keeping the system stability, these four
factors can be changed based on characteristics of the stability region. The first
step for the stability improvement is to find a metric for the stability, which can
point to those factors that are best changed. The need for improving the stability of a
power systemsmotivates research into the mathematics of stability analysis of power
systems.

In this chapter, we focus on the improvement of the stability of power systems.
We give a survey on the recent development of the stability analysis and summarize
the potential stability metrics for the stability and corresponding strategies for the
stability improvement. The chapter is organized as follows. Section 14.2 introduces
the model of the power systems. Section 14.3 discusses the necessary condition for
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the existence of synchronization state. The linear stability and non-linear stability
of the synchronization state are described in Sects. 14.4 and 14.5 respectively. We
conclude the chapter in Sect. 14.6.

14.2 The Model of Power Systems

There are three main components in power systems, namely power generators, trans-
mission network, and loads. We consider the power system described by a graph
G = (V,E)with nodesV and edges E ⊆ V × Vwhere a node represents a bus and
edge (i, j) represents the direct transmission line connection between node i and
node j . Each bus is locally connected to either energy sources, or energy loads, or
to both. We denote the number of nodes in the network by n.

We focus on the power system with lossless transmission lines, of which the
dynamics can be equivalently described by the following swing equations [4, 9, 31],

δ̇i = ωi , i ∈ V, (14.1a)

Mi ω̇i = Pi − Diωi −
∑

j∈V
Bi j sin (δi − δ j ), i ∈ V, (14.1b)

where δi is the phase angle at node i , ωi is the frequency deviation from the nominal
frequency, e.g., 50 or 60Hz, Mi > 0 is the moment inertia of the machine, Pi is
the power supplied by synchronous machines or by renewable energy sources if
Pi > 0, and is power load if Pi < 0, Di > 0 is the damping coefficient including
droop control gain parameter, Bi j = B̂i j Vi Vj which can be viewed as the weight of
the edges in the graph G. Since the control of the voltage and of the frequency can
be decoupled when the transmission lines are lossless [45], we do not model the
dynamics of the voltages and assume the voltage of each bus is a constant which can
be derived from power flow calculation [33, 42].

Throughout the discussion of this chapter, we assume the network is undirected
and connected. The Laplacian matrix of the network is in the form

Ln =

⎛

⎜⎜⎜⎝

∑n
j=1 B1 j −B12 . . . −B1n

−B21
∑n

j=1 B2 j . . . −B2n

...
...

. . .
...

−Bn1 −Bn2 . . .
∑n

j=1 Bnj

⎞

⎟⎟⎟⎠ (14.2)

Because the lineweight Bi j for all (i, j) ∈ E are positive, Ln is non-negative definite.
The eigenvalues of Ln ∈ R

n×n are denoted by 0 < σ2 ≤ · · · ≤ σn . Herein, the second
smallest eigenvalue σ2 measures the connectivity of the network [50].
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It has been demonstrated in [43, 44] that frequency droop controlled Micro-Grids
which have some sort of energy storage and lossless transmission lines can also be
modeled by second-order swing equations (14.1). Some othermodels are also applied
for the synchronization stability analysis of power networks, see [36] for details of
the comparison of these models.

By selecting one node as infinite bus with constant phase and the other one as a
synchronous generator in a two-node network, the following Single Machine Infinite
Bus (SMIB) model can be obtained,

δ̇ = ω, (14.3a)

Mω̇ = P − Dω − B sin δ, (14.3b)

which can be directly derived from (14.1). Here P and B are the transmitted power
and the line capacity respectively, the voltages are also assumed constant, δ is the
angle difference between the synchronousmachine and the infinite bus, which should
be kept in a small range in order to stay in the synchronization state. This requires
ω = 0 and P = B sin δ at the synchronized state. The diagram of this SMIB model
is shown in Fig. 14.1.

Themodeling of fluctuations affecting a power system are discussed next, because
such fluctuations strongly motivate current research in stability analysis and control
of power systems.

In practice, continuous fluctuations act 24 h a day, though their intensity varies
during the day and depend on the weather and on human behavior. The energy loads
fluctuate all the time due to consumers switching on electricity devices. The power
generation of the synchronous generators are operated to balance these fluctuations
and keep the stability of the power system.

Weather dependent power sources as wind turbines, wind parks, and the sun via
photo-voltaic panels, generate power with large fluctuations. The wind power pro-
duced varies with the intensities of the wind force, the solar power produced varies
with the sun intensities received on earth and with the cloud covers between the sun
and the PV panel. The strength of these fluctuations are much stronger than those
in the traditional power system, which bring great challenges to the operation of the
power systems. Modeling of the fluctuations and procedures of system identification
may help to obtain realistic models for control of power systems to suppress the fluc-
tuations. Effective suppression of the fluctuations are important for the synchronous
stability of the power systems.

Fig. 14.1 The SMIB model
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Abrupt changes in the transmission networkmay occur, which could cause serious
blackouts. These events have happened more frequently in the past decade than
before. Examples of such abrupt changes are the breakage of power lines, for example
due to freezing rain on the lines, break downof part of a power plantwith synchronous
machines, or instability of the power network due to a network node experiencing a
relatively large power disturbance. For such abrupt changes there are special control
procedures, like islanding of the power network, control of each power network
island, and later return to the normal state by joining the power network islands.
These procedures are not further discussed in this chapter. The focus of this chapter
is on analysis of power system stability and on control for the improvement of power
system stability.

14.3 The Synchronous State

The stability of a nonlinear system usually refers to the ability of the system to stay
in the basin of attraction of a synchronous state. In this section, the focus is on the
existence of the synchronous state of the power system.

The equilibrium point of the system (14.1) is referred to as the synchronous state
defined as follows.

Definition 14.1 Assuming that power generation and loads are constant, the syn-
chronous state of the system satisfies for all i ∈ V

ωi = ωsyn, (14.4a)

ω̇i = 0, (14.4b)

δi = ωsynt + δ∗
i , (14.4c)

δ̇i = ωsyn, (14.4d)

where ωsyn ∈ R is the synchronized frequency deviation, δ∗
i is the phase angle of

node i at the steady state. In the synchronous state, all the phase distances |δi − δ j | =
|δ∗

i − δ∗
j | are constant.

The terminology phase locking and phase cohesiveness are also used to describe
this synchronization state of frequency [15]. In particular, the phase locking statewith
|δ∗

i − δ∗
j | = 0 for i, j = 1, . . . , n, is called phase synchronized state. In practice, the

synchronous state does not exist for the power system due to the continuously fluc-
tuating power loads. However, it is practical to assume the power loads are constant
on small time-scales which lead to a synchronous state.

By summing all the equations for i = 1, . . . , n, the explicit formula of the syn-
chronized frequency ωsyn can be obtained as follows

ωsyn =
∑n

i=1 Pi∑n
i=1 Di

, (14.5)
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where
∑n

i=1 Pi is referred to as the power imbalance. It can be obtained that if
the power imbalance is zero, the synchronized frequency deviation is zero. The
restoration of the frequency deviation to zero is the task of secondary frequency
control, see [16, 20, 53, 54, 56].

14.3.1 Existence of the Synchronous State

For the SMIB model, the equilibrium point satisfies

ω = 0, sin δ∗ = P

B
. (14.6)

at which the phase angle difference between the machine and infinite bus is δ∗. It is
obvious that if B < P , this equilibrium point does not exist and the system converges
to a non-synchronous limit cycle which can be characterized by

ωns ≈ P

D
+ DB

P
cos

( P

D
t
)

(14.7)

when |P|/D2 � 1 and P2/D2 � B, see [31]. For this SMIB model, the critical
line capacity is Kc = P , which is the power that has to be transmitted to the load.
This critical line capacity is also called critical coupling [14], which is defined as
the smallest line capacity for the existence of an equilibrium point. If B > Kc, it
is obvious that in a period of sin function there are two equilibrium points which
satisfy (14.6), However, it is far more complex to obtain an explicit formula of the
critical capacity for the power system (14.1) than for the SMIB model. It is obvious
that the existence of the synchronous state depends on the power injection (load),
the topology of the network and the line capacities. Hence, the critical line capacity
depends on the power injection (load) and the network topology.

Due to the importance of the synchronization in complex network, the Kuramoto
model is widely studied for the condition of the synchronization. The first-order
non-uniform Kuramoto model is as follows

δ̇i = ωi − K
n∑

j=1

ai j sin (δi − δ j ), i = 1, . . . , n. (14.8)

where ai j = 1 if node i and j is connected, otherwise ai j = 0. Note that the model
(14.1) is also referred to as non-uniform second-order Kuramoto model. The corre-
sponding Laplacian matrix is denoted by La . Here ωi has a different meaning from
the one in the power system (14.1), which denotes a force to the oscillator i . In
literature, the critical line capacity Kc has been widely applied to the study of the
impact of the parameter of the system on the existence of the synchronous state. If
the critical coupling strength K > Kc, it satisfies θ̇i = ωs for all the nodes in the
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network where ωs = ∑n
i ωi/n, which can be obtained by summing all the equation

in (14.8). For completed network with ai j = 1 for i, j = 1, . . . , n, the upper bound
and lower bound of Kc can be obtained explicitly [15]. For a general network, the
lower bound of Kc can be obtained from the necessary condition or the sufficient
condition for the existence of the synchronous state of (14.8), see [15]. The critical
coupling strength depends on the distribution of ωi and the network topology, the
synchronization can improved via decreasing Kc by changing the topology and the
distribution of the frequency ωi . In order to connect these conditions to the power
systems, Dörfler and Bullo [14] have proven the equivalence of the synchronization
of the power network (14.1) and theKuramoto network (14.8).With this equivalence,
the existence condition of the synchronous state for the power system (14.1) can be
deduced from those of the Kuramoto model (14.8).

Remark 14.1 With the lower bound of Kc as a stability metric, an optimization
framework can be formed with the controllable factors, i.e., the network topology
and the power generation and loads, as decision variables. Because the inertia and
the damping coefficient have no influence on the synchronous state when ωsyn = 0,
this metric cannot be applied for the improvement of the stability by controlling the
virtual inertia and damping coefficients.

The stability of the synchronous state can be determined by the Lyapunovmethod,
which will be further described in Sect. 14.4. In principle there may be more than
one stable synchronous state [13, 27, 29, 38, 40, 55] due to cycles in the network.

For a cyclic power network with alternating nodes of loads and generators as
shown in Fig. 14.2. There are even number of nodes in the network and the power
injection Pi = −2P for even nodes and Pi = 2P for odd nodes. This alternating
distributionof power leads to

∑n
i=1 Pi = 0.Themodel of this network canbededuced

from (14.1) as

δ̇i = ωi , (14.9a)

ω̇i = Pi − Dωi − B[sin (δi − δi+1) + sin (δi − δi−1)]. (14.9b)

Fig. 14.2 A cyclic network
with alternating consumer
and generator nodes. Circle
nodes are generators and
square nodes are consumers.
There may be stable
equilibria with the power
transported around the cycle
clockwise with m < 0 and
counterclockwise with
m > 0



14 The Stability of Non-linear Power Systems 225

Denote the phase differences between neighbors by θ1 = δ1 − δn (mod 2π) and
θi+1 = δi+1 − δi (mod 2π). The equilibria of this ring network are given by θi = θ1
for odd i , and θi = θ2 for even i , where

θ1 = arcsin

[
P

B cos 2mπ
n

]
+ 2πm

n
(14.10a)

θ2 = − arcsin

[
P

B cos 2mπ
n

]
+ 2πm

n
, (14.10b)

and m is an integer such that

|m| ≤ � n

2π
arccos

(√
P

B

)
	.

The total number of stable equilibria is given by

Ns = 1 + 2� n

2π
arccos

(√
P

B

)
	. (14.11)

where �x	 denotes the floor value of x , that is, the largest integer value which is
smaller than or equal to x . When P = 0, Ns reaches the upper bound derived in [13].

Remark 14.2 It can be seen from formula (14.11) that the number of the stable
synchronous state increase linearly as the size n of the cycle increases. For the syn-
chronous state with m 
= 0, power loop occurs in the cycle. For practical purposes
the case m = 0 is desirable for transport of electricity, as in this case direct trans-
port of power from the generator to the consumer is realized. Direct transport from
generator to consumer minimizes energy losses that always accompany the transport
of electrical power. Possible ways to avoid the clockwise-counterclockwise power
loops is to control the power generation or loads, such that the phase angles are in
the security range (14.19) which will be described in Sect. 14.4.

Besides these stable synchronous states, there may be more than 2n synchronous
states for the power network, which depends on the distribution of the power gener-
ation and loads and the topology, see [3, 8, 26, 30] for details. Because the unsta-
ble equilibrium points are on the potential energy boundary, it is important to find
these equilibrium points for analyzing the nonlinear stability, detail will be further
described in Sect. 14.5.



226 K. Xi et al.

14.3.2 Braess’ Paradox in Power Grids

A surprising finding in the synchronization of power grids is that adding more con-
nections does not always improve the synchronization in the grid, but could also
destroy an existing stable synchronized state.

A similar phenomenon was reported in the 1968 by Braess [5] in the context of
traffic flow. It turned out that adding a new road to an existing traffic plan may some-
times lead to increased congestion of the traffic flow, in contrast to the expectation.

To illustrate how adding a new connection to a power grid can destroy the syn-
chronization, we consider a configuration of a network consisting of 2 clusters of 4
nodes, which are coupled at the top and bottom nodes of each cluster; see Fig. 14.3.
The same configuration was also considered in [52]. We assume each line to have the
same capacity Bi j = K for all (i, j) ∈ E. The flow between nodes i and j is given
by Fi j = K sin(δi − δ j ). For clarity, the consumer nodes with consumption P are
depicted green and the generation nodes, with generation P , are blue. A straight-
forward study of this simple network, shows that an equilibrium configuration can
be obtained when all blue nodes except the upper left one have phase −π/2 and all
green nodes except the bottom right one have phase π/2. The upper left on lower
right nodes both have phase 0. By taking the capacity of each line K to be equal to
P , this configuration allows each line between a generator and a consumer to carry
P units of power. Additionally, power P is transferred from the top right to the top
left node as wel as from the bottom right to the bottom left node. We remark that
this configuration is critical in the sense that a small increase in power generation or
demand cannot be accommodated by the network.

When a connection between the upper left and lower right nodes is added, an
overflow occurs, that is, the power flowing from the upper left node to the consumer
nodes below is larger than the critical capacity Kc and therefore synchronization
is lost. It has recently been shown that Braess’ paradox can be prevented by using
secondary control [48]. It turns out that all nodes need to be controlled, that is, both
the generator and the consumer nodes, in order to prevent the Braess’ paradox from
happening. This demonstrates that the network topology is extremely important in
order to guarantee reliable operation of the power grid, and that not only generator

(a) (b)

Fig. 14.3 A schematic of a simple network operating at critical capacity K = Kc = P . The system
synchronizes in a, but adding a new connection shown in red between two generators induces an
overload and destroys the synchronization of the system



14 The Stability of Non-linear Power Systems 227

nodes, but also consumer nodes should receive sufficient attention when introducing
additional renewable power generators and consumers in the network.

Besides the work done on Braess’ paradox in the group of Marc Timme [48, 52],
a linear stability analysis has been carried out by Coletta and Jacquod [12] for simple
linear chain networks. Thework corroborates the results of Refs. [48, 52], by proving
that for one-dimensional chain networks power can flow from consumer to generator
and thereby surmounting the line capacity. This effect is equivalent to the Braess’
paradox in a two-dimensional situation. Moreover, it was shown numerically that
Braess’ paradox can actually occur in real power grids, such as the UK power grid
and the European Grid.

So far these calculations have all been carried out for purely capacitive networks,
that is, without dissipative losses. As distributed generation of power is surging,
dissipative effects will probably be more prevalent, which requires a more elaborate
analysis including dissipative effects.

Remark 14.3 In the investigation of the Braess’ Paradox in power grids, the exis-
tence condition of the synchronous state plays an important role such as in the finding
and curing of it [48, 52]. Beside the critical line capacity Kc, the linear stability which
will be discussed in Sect. 14.4 is also used as a stability metric in the study of the
impact of the network topology[12, 52]. Possible ways to avoid the Braess’ Para-
dox is to avoid the decrease of these metrics when adding new lines to the network.
Control of power generation and loads is another way to curing this paradox.

14.4 Stability of the Linearized System

A non-linear system is linearly stable at an equilibrium state if the linearized system
at that equilibrium state, determined by the Jacobian, is exponentially stable. The
linear stability considers the local convergence speed at the neighborhood of the
stable equilibrium point. This linear stability can be qualified by the real part of
the eigenvalues. In this section, we introduce the linearization of the system and
the dependence of the eigenvalues on the parameters of the power system. How to
increase the linear stability by changing the parameters of the system will also be
described.

Assume that there exists a synchronous state for the power system, which is
denoted by (δ∗, 0). After linearization at the synchronous state, we derive

δ̇ = ω, (14.12a)

Mω̇ = −Lcδ − Dω. (14.12b)

where δ = col(δi ) ∈ R
n , ω = col(ωi ) ∈ R

n , M = diag(Mi ) ∈ R
n×n , Lc =(

Bi j cos (δi − δ j )
) ∈ R

n×n , D = diag(Di ) ∈ R
n×n . Here, col(·) denotes a column

vector and diag(·) denotes a diagonal matrix.
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In a power system, the small signal stability is the ability of the power system
to maintain the synchronization when subjected to small disturbances. The behavior
of the power system is best such that, after a small disturbance acting on the power
system, the state of the system returns to the synchronous state. Preferably this return
should be quickly. The small signal stability analysis is based on the linearization
to provide valuable information about the characteristics of the system and help
configure the corresponding parameters.

After linearizing the SMIB model (14.3) at an equilibrium point, we obtain

δ̇ = ω, (14.13a)

Mω̇ = −Dω − Bδ, (14.13b)

where B = B cos δ∗
i . The eigenvalues of the linear system can be calculated as

λ = −D ±
√
D2 − 4B

2
(14.14)

from which it can be obtained that when B = B cos δ∗
0 > 0, all the eigenvalues have

negative real part. Thus the system is stable at the equilibrium δ0 according to the
second Lyapunov method for determining the stability of a nonlinear system. How-
ever, with B = B cos δ∗

1 < 0, there is one eigenvalue which has positive real part.
This means that the system is unstable at the equilibrium point δ∗

1 . Hence, a security
condition can be obtained for the stability of the equilibrium point as cos δ∗ > 0,
which can be further expressed as −π

2 < δ∗ < π
2 . For the SMIB model, it is obvious

that there is only one stable equilibrium point in the security range of phase angle.
The linear stability analysis of the system (14.1) is much more complex than the

SMIB mode because of the high dimension. The system (14.12) has 2n equations,
and there are 2n eigenvalues which depend on M, Lc, D. In practice, both M and
D are positive definite for power systems. Lc involves the topology of the network
and the line capacities. It has been proven in [57] that with positive definite M and
D the sign of the real part of the eigenvalues depends on the eigenvalues of Lc. This
is explained as follows.

The system (14.12) can be written in the compact form

(
δ̇

ω̇

)
=

(
0 I

−Lm β

)(
δ

ω

)
(14.15)

where Lm = M−1Lc,β = diag(Di/Mi ) ∈ R
n .We assume that all the components of

β are identical, i.e., βi = β. Let Q ∈ R
n×n be the matrix formed by the eigenvectors

of Lm such that
Q−1Lm Q = �

where � is a diagonal matrix with the diagonal component being the eigenvalues
0 = λ1 < λ2 ≤ λ2 · · · ≤ λn of Lm as its columns. Here all the eigenvalues of Lm are
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real even though Lm is not symmetric [34]. Let X1 = Q−1δ and X2 = Q−1ω. These
formulas transform (14.15) to

(
Ẋ1

Ẋ2

)
=

(
0 I

−� β

)(
X1

X2

)
(14.16)

which consists of n decoupled sub-systems as follows

(
Ẋ1i

Ẋ2i

)
=

(
0 1

−λi β

) (
X1i

X2i

)
, i = 1, . . . , n. (14.17)

Because the eigenvalue λ1 = 0, we do not consider the subsystem i = 1which in fact
does not influence the synchronization due to the phase rotation. For the subsystems
i = 2, · · · , n, the eigenvalues of (14.12) can be calculated as follows

αi± = −β

2
± 1

2

√
β2 − 4λi , (14.18)

which has a similar form as the eigenvalues of the SMIB model in (14.14). It can
be easily observed that with β > 0, the sign of the real part of αi is determined
by λi , and the synchronous state is Lyapunov stable if and only if λi is positive for
i = 2, . . . , n. Because M is a diagonal positive definitematrixwhich does not impact
the non-negative definite of Lm , the number of eigenvalues of Lm with a positive
real part equals the number of eigenvalues of Lc with a positive real part. Thus,
the synchronous state (δ∗, 0) is Lyapunov stable if and only if Lc is non-negative
definite.

By Lyapunov stability theory, a synchronous state is unstable if there is an eigen-
value λi with strictly positive real part for the linearized system at this state. The
unstable synchronous state is called of type j if the number of eigenvalues λi with
strictly positive real-part is j . In other words, the dimension of the unstable manifold
of the type j equilibrium point is j . It can be observed from (14.18) that if λi < 0,
αi+ has a positive real part, then it will lead to an unstable manifold and that the
number of the eigenvalues of the power network with positive real part equals that of
the negative eigenvalues of Lm . Because the number of the eigenvalues of Lm with
positive real part equals to that of Lc, the synchronous state (δ∗, 0) is of type j if
Lc has j negative eigenvalues. This statement can be applied to the determination of
type j equilibrium point of the power system with special topology, such as acyclic
network and cyclic network, which will be further discussed in Sect. 14.5.

From the above discussions it is clear that the eigenvalues of the Laplacian matrix
Lc play an important role in the stability analysis of power systems. It is well known
that if the weights Bi j cos (δ∗

i − δ∗
j ) for (i, j) ∈ E are positive, all the non-zero eigen-

values of Lc are positive. For the unstable synchronous state, there exist lines with
negative weight. The characteristic of the eigenvalues of the Laplacian matrix of
weighted network with negative weight has been investigated in [6], in which more
details on the determination of the number of negative eigenvalues can be found.



230 K. Xi et al.

Statement 14.1 For general configuration of Mi > 0 and Di > 0 in the power
system (14.1), it also holds that the synchronous state is stable if and only if all
the non-zero eigenvalues of Lc are positive. Since Lc is the Laplacian matrix of the
networkwithweight Bi j cos (δ∗

i − δ∗
j ) for all the edge (i, j) ∈ E, it can be derived that

if all theweights are positive, Lc is non-negative definite.With Bi j cos (δ∗
i − δ∗

j ) > 0,
the security condition for stability can be obtained

|δ∗
i − δ∗

j | <
π

2
, ∀(i, j) ∈ E, (14.19)

which is a well-known sufficient condition for the Lapunov stability of the syn-
chronous state. �

For details of the proof of the above statement, we refer to [46, 57].

Statement 14.2 The synchronous state in this security range is unique and stable
for the lossless power network. However, this is not true for lossy power networks,
see [46] for details. �


The linear stability of the system is qualified by the absolute value of Re(αi+)

for i = 2, . . . , n. Figure 14.4 illustrates how Re(αi+) depends on β and αi . For each
subsystem described by (14.17), there is a minimum for Re(αi+) with respect to
β. This minimum value Re(αi+) = −√

λi is obtained when setting β = 2
√

λi in
(14.18). If λi increases then the minimal value decreases, hence Re(αi+) is limited
by the second smallest eigenvalue λ2 of Lm . Thus, the optimal configuration of β

can be obtained as

βopt = 2
√

λ2. (14.20)

From λi > λ2 for i = 3, . . . , n, it can be derived that if β = βopt, the real-part of
all the eigenvalues of (14.12) are all identical, i.e.,

Re(αi+) = βopt

2
, i = 2, . . . , n.

Fig. 14.4 The real part of
αi+ with respect to β and λi
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If β is smaller than βopt, the real part Re(αi+) can be increased by increasing the
damping coefficient as Di = βMi due to the independence of Lm on Di , and the
optimal configuration is Di = 2

√
λ2/Mi .

Statement 14.3 Since Lm = M−1Lc, then the eigenvalue λ2 of Lm increases if the
eigenvalues of Lc increase. Due to the fact that Lc is determined by the synchronous
state, the topology and the capacity of transmission lines, the linear stability of the
power system can be improved by controlling the power injection, well-designed
topology and replacement of the transmission lines with low capacity by those with
high capacity. Once these parameters are determined, the damping coefficient Di can
be determined by Di = 2

√
λ2Mi . �


Algorithms for maxmizing the second smallest eigenvalues by determining the
state have been investigated in [21] which can be referred to for details.

Statement 14.4 The optimal configuration β = βopt is formulated with the assump-
tion that all the components ofβ are identical. It has been shown that for non-identical
βi this setting is optimal along any given direction in the βi -space for many power
systems [34, 35]. Hence, this configuration and increasing the second smallest eigen-
value is appropriate for enhancing the stability. For details of the analysis, we refer
to [34, 35]. �


The impact of the Braess’ paradox on the linear stability has been investigated
in [12], in which it is shown that adding a line to the network may decrease the
linear stability of a power network. The linear stability of cyclic power network has
been studied in [55]. An analytic formula of the eigenvalues of the linearized system
is obtained, which demonstrated that the linear stability decreases as the size of the
network increases. Simulations with various networks showed that the linear stability
decreases as the heterogeneity of the power injection increases. In other words, the
linear stability can be increased by reducing the heterogeneity of the power injection
(loads).

14.5 The Nonlinear Stability

In this section, we introduce the synchronization stability of power systems. The sta-
bility region of power systems has been analyzed by Chiang et al. [11] and Zaborszky
et al. [58]. However, because of the large-scale and complexity of the power network,
the basin of attraction, related to transient stability, has a high computational com-
plexity for numerical approximation. In this section, we introduce the energy barrier
which is a conservative estimate of the stability margin of the power system.

Inspired by the direct method to estimate whether the power system is stable after
a disturbance [10, 23, 24, 51], we explain how we can use the energy barrier method
to determine the transient stability in the case of the SMIB model.
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Fig. 14.5 The potential
energy landscape of the
SMIB system

The potential energy of this system is

V(δ) = −B cos δ − Pδ.

Figure 14.5b plots the potential energy difference V(δ) − V(δ0) where δ0 =
arcsin P/B is the phase angle difference at the steady state. In the figure, the position
and the speed of the ball displayed are δ and ω respectively. The potential energy
possesses three extreme points in the range (−3π/2, 3π/2), which include two unsta-
ble equilibria and one stable equilibrium. It can be observed that the trajectory will
converge to the minimum of V(δ) if its kinetic energy is smaller than the potential
energy 
V1 and 
V2. If obtaining enough energy from a disturbance to overcome
the potential energy, the trajectory will escape from the valley and thus the system
desynchronizes. Hence, the energy barrier 
V1 and 
V2 which are the potential
energy differences between the two unstable equilibria and the stable equilibrium,
can be used to measure the synchronization stability, which have the following for-
mula [10]


V1 = P(−π + 2 arcsin
P

B
) + 2

√
B2 − P2, (14.21a)


V2 = P(π + 2 arcsin
P

B
) + 2

√
B2 − P2. (14.21b)

From the above equations it is immediately clear that 
V1 decreases while 
V2

increases as the transmitted power P increases. As shown in Fig. 14.5b, it is much
easier for the trajectory to overcome 
V1 to escape from the valley than 
V2. So

V1 provides a conservative approximation of the basin of attraction and can be
used to measure the transient stability.

For the power network (14.1), the calculation of the energy barrier is far more
complex. The potential energy V (δ) is defined as

V (δ) = −B
∑

(i, j)∈E
cos(δi − δ j ) −

N∑

i=1

Piδi . (14.22)
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The primary idea behind estimating the region of attraction of a stable equilibrium
by the direct method, is that this region is bounded by a manifold M of the type-1
equilibria that reside on the potential energy boundary surface (PEBS) of the stable
equilibrium. The PEBS can be viewed as the stability boundary of the associated
gradient system [10, 51]

dδi

dt
= −∂V (δ)

∂δi
. (14.23)

The closest equilibrium is defined as the one with the lowest potential energy on
the PEBS. By calculating the closest equilibrium with potential energy Vmin and
equating this to the total energy, it is guaranteed that points within the region bounded
by the manifold M = {(δ, ω)|E(δ, ω) = Vmin}, will always converge to the stable
equilibrium point contained in M. Various algorithms for the calculation of the
closest equilibrium points are proposed, see [23, 24].

The idea of estimating the region of stability by type-1 equilibria is probably
best illustrated by considering a simple example of a three-node network depicted
in Fig. 14.6a. The 6 unstable equilibria are local minima on the potential energy
boundary surface (PEBS) plotted by the black dash-dotted line. These minima are
all type-1. The equilibrium 1 and 4, 2 and 5, 3 and 6 are caused by θ1, θ2 and θ3
exceeding π/2 respectively. Because equilibrium point 1 has the smallest energy, it
is the closest equilibrium point on the PEBS.

A small perturbation in the direction to saddle point 1, depicted by the red dashed
curve leads to desynchronization,whereas a larger perturbation in adifferent direction
(blue solid curve) eventually decays toward the stable equilibriumpoint and hence the
system stays synchronized. This shows the conservativity of the direct method and
the challenges in calculating the region of stability, as it depends on both the direction
and size of the perturbation. One approach to this problem is to determine the so-
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Fig. 14.6 a The 3-node power grid. b The potential energy of the three nodes power grid as a
function of δi where P1/K = 0.125, P2/K = −0.125, and P3/K = 0
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called controlling unstable equilibrium point, which was developed. The method is
not considered in this paper and we focus on the energy barrier, see [7, 11, 49]

It is obvious that if the potential energy of the type-1 equilibrium point is larger,
the system can stand more serious disturbances. Hence the potential energy of all the
type-1 equilibrium points can be used to measure the transient stability. However,
to calculate the energy barrier, it is necessary to find all the type-1 equilibria which
is actually a NP hard problem for a general network with many cycles. This idea
is applied to a cyclic power network to investigate the impact of the cycles on the
transient stability by the authors [55].

We focus on the stable equilibrium point with power flows in all the lines being P
and the phase angle differences being arcsin P/B, which is the same as in the SMIB
model.

For this cyclic network, similar as in the SMIB model, the energy barrier can be
calculated as


V c
I = P

(
−π + 2 arcsin

P

B

)
+ 2B

√
1 − P2

B2
+ 
UI , (14.24a)


UI = 2B

n

(
π

2
− arcsin

P

B

)2
√
1 − P2

B2
+ O

(
n−2

)
. (14.24b)

This energy is a conservative approximation of the minimum energy from the
disturbance that destroys the stability. When the system loses synchronization, there
must be a line inwhich the phase angle difference is larger thanπ/2.When comparing
this energywith that of the SMIBmodel in (14.21b), it can be found that
V c

I is larger
than 
V1. The minimum energy that leads to phase angle differences in branch lines
exceeding π/2, are the same as 
V1 when the power transmission is P . Thus, the
lines in a cycle are stronger than a branch line when they transfer the same amount of
power. This explains in a micro-perceptive why dead-ends in a network undermine
the stability.

Statement 14.5 With this finding, The stability of a nonlinear power system can be
improved by either forming small cycles in the power network or by control so that
the power-line branches transfer less power than the power lines in the cycles. �


From the comparison, it can also be deduced that the phase angle differences of
the lines in cycles can be larger than those of lines which are not in cycles. In other
words, with the same line capacity, the lines in cycles can transmit more power than
those that are not in cycles.

Remark 14.4 However, this energy barrier focus on the potential energy landscape,
in which the impact of the inertia and damping coefficients on the stability are
not considered. This makes the energy barrier very conservative for the estimation
of stability margin. In addition, for the large scale power networks with complex
topology, finding all the type-1 equilibriumpoints is a challenging numerical problem
due to the exponentially increase of the number of equilibrium points with the size
of the network.
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14.6 Conclusion

In this chapter, stability metrics and corresponding strategies to improve the stabil-
ity of non-linear power systems have been introduced. The controllable factors that
impact the stability include the inertia of synchronous machines, the damping coef-
ficients, the topology of the network which involves the line capacity and the power
generation and loads.

From the existence condition of the synchronous state, stability metric Kc can be
extracted for the synchronization stability improvement by changing the topology
of the network, the power generation and loads. Because this metric focuses on
the synchronous state, the impact of the inertia of the synchronous machines and the
damping coefficients are not reflected by this metric. Due to the equivalence between
the power system and the Kuramoto model, the result obtained from the study of the
existence of the Kuramoto model can be applied to the power system.

If a synchronous state exists for a power network, its local stability can be deter-
mined by the small signal stability based on the Lyapunov method. The stability of
the linearized system is measured by the absolute value of the real part of the eigen-
values. With the optimal configuration method of βi = βopt, the linear stability can
be enhanced by changing all the four factors. Note that it is demonstrated in [35] that
the point with this setting in the β-space is not a true local optimum for the linear
stability. The method to find the optimum of the linear stability still needs further
investigation. In addition, the linear stability formalism can only explore the local
landscape of the stability region.

The energy barrier for the stability margin estimation is inspired by the direct
method for the estimation of the system after a disturbance. It has been found that
forming small cycles can increasing the stability margin. However, similar as the
basin stability, this energy barrier is hard to be applied as a stability metric that can
be used to form an optimization framework. In addition, the energy barrier focuses on
the potential energy of the power network, it only reflects the impact of the topology
and the power generation and loads on the stability.

The stability of the power network can be improved via various strategies. How-
ever, it is obvious that the optimal solution from these metrics are non-identical due
to that none of them can includes all the influential factors of the stability. How these
solution related to the stability region and what are the relationship between these
solutions still need further study.
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Chapter 15
Geometric Series Method and Exact
Solutions of Differential-Difference
Equations

Aleksandr I. Zemlyanukhin, Andrey V. Bochkarev, Anna A. Orlova,
and Aleksandr V. Ratushny

Abstract A modification of the geometric series method is considered, which is
suitable for obtaining exact solutions of nonlinear differential-difference equations.
The features of the method are shown in examples of solving three-point and five-
point equations, the right-hand sides of which can contain polynomials, rational
fractions, explicitly given elementary functions and implicitly defined functions that
are solutions of some differential equations. The advantages and disadvantages of
the approach are noted in comparison with other methods for constructing exact
solutions.

15.1 Introduction

The successes of the theory of integrable and close to integrable systems have led to a
revival of interest in the development of asymptotic methods of nonlinear dynamics.
Mathematical models in the form of systems of nonlinear difference and differential-
difference equations (DDE) are often much more complicated than their continuum
analogues. The study of the analytical structure of such systems is fraught with
serious difficulties, and the construction of exact solutions is possible in the simplest
cases.
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In [1–4], amodified version of the asymptoticmethod ofmultiscale expansions for
linear andweakly nonlinear difference equations of the second order is developed, for
which it is possible to construct approximations of exact solutions and first integrals.

Periodic atomic spatial structures in physics are naturally modeled by DDE and
systems of DDEs. When considering large atomic volumes, an asymptotic transi-
tion to well-studied evolutionary and quasi-hyperbolic partial differential equations
(PDE) is carried out. In recent decades, interest has arisen in the study of nanos-
tructures, such as carbon nanotubes [5], in which this asymptotic transition requires
special justification. An analysis of publications on DDEs shows the following. As
an integrability criterion, the existence of Lax pairs or the presence of an infinite
system of symmetries is used [6]. Unlike PDE, exact DDE solutions are provided
only for some integrable cases. The latter is due to the complexity of the Darboux
transformation procedure for Lax pairs, with the help of which exact solutions are
obtained [7]. Meanwhile, the presence of an exact solution in a closed form is impor-
tant in terms of understanding the properties of the equation, and for verification of
numerical methods of solution.

The algorithmic foundations of direct methods for constructing exact solutions of
DDE and DDE systems using symbolic mathematics packages are presented in [8].
Solitary wave solutions are found in the form of truncated expansions in powers of
hyperbolic functions.

In this paper, we develop a modification of the geometric series method
[9, 10], suitable for constructing exact solutions of single DDE and DDE systems.
The proposed approach, like the Hirota method [11], which is asymptotic in nature,
is a direct method. According to the geometric series method, the solution is sought
in the form of a series in powers of the exponential function. After substituting a
series in DDE, a sequence of linear equations is solved to determine the coefficients
of the series. Then, for the resulting series, a sequence of diagonal Pade approx-
imants is constructed. If all approximants, starting from a certain order, coincide,
then the series is geometric and the coincident approximants determine exact sum of
the series, and, therefore, the exact solution of DDE. In some cases, the requirement
of coincidence of the Pade approximants allows us to identify conditions for the
coefficients of the equation/solution under which the series becomes geometric. Our
studies show that the vast majority of integrable DDEs with polynomial, rational, or
more complex dependence on an the desired function have an exact solution detected
by the geometric series method. Therefore, the presence of such a solution can serve
as a simple empirical criterion for integrability.

15.2 Volterra Chain

We demonstrate the features of the geometric series method using a simple example.
We find a traveling wave solution for the well-known Volterra chain equation [12]

d

dt
un (t) = un (t) (un+1 (t) − un−1 (t)) . (15.1)
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After the transition in Eq. (15.1) to the traveling wave variable

z = d n + ω t, (15.2)

where n ∈ Z, we obtain

− ω
d

dz
un (z) + un (z) (un+1 (z) − un−1 (z)) = 0. (15.3)

We will seek a solution in the form of an exponential functions series with unknown
coefficients

un =
∞∑

k=0

Mke
kz . (15.4)

If index variable n in (15.3) increases by one, then traveling wave variable z increases
by d, therefore

un+1 =
∞∑

k=0

Mk δ
kekz, un−1 =

∞∑

k=0

Mk δ
−kekz, (15.5)

where δ = ed . We substitute (15.4) and (15.5) into (15.3) and collect the result by
powers of the exponential function. Equating to zero the coefficients at ez, e2z,
e3z, . . ., we have a system of equations

(
δ2 − 1

)
M0M1 − δωM1 = 0, (15.6)

(
δ4 − 1

)
M0M2 + δ

(
δ2 − 1

)
M2

1 − 2δ2ωM2 = 0, (15.7)
(
δ6 − 1

)
M0M3 + δ

(
δ4 + δ3 − δ − 1

)
M1M2 − 3δ3ωM3 = 0, (15.8)

(
δ8 − 1

)
M0M4 + δ

(
δ6 + δ4 − δ2 − 1

)
M1M3 + δ2

(
δ4 − 1

)
M2

2 − 4δ4ωM4 = 0,

· · ·

Note that the k-th equation of the system is linear with respect to the coefficient Mk .
To find a nontrivial solution, the frequency ω should be determined from the Eq.
(15.6) to obtain an analog of the dispersion relation:

ω = M0δ
−1

(
δ2 − 1

)
. (15.9)

From the Eq. (15.7) we find the coefficient M2, from the next Eq. (15.8) we find M3

and so on. Substituting expressions for the coefficients M2, M3, . . . into Eq. (15.4)
and replacing ez = Z , we obtain a power series with respect to the variable Z :
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un = M0 + M1Z − δM2
1 Z

2

(δ − 1)2M0
+

δ2
(
δ2 + δ + 1

)
M3
1 Z

3

(δ + 1)2(δ − 1)4M2
0

−
δ3

(
δ2 + 1

)
M4
1 Z

4

(δ + 1)2(δ − 1)6M3
0

+
δ4

(
δ4 + δ3 + δ2 + δ + 1

)
M5
1 Z

5

(δ + 1)4(δ − 1)8M4
0

(15.10)

−
δ5

(
δ4 + δ2 + 1

)
M6
1 Z

6

(δ + 1)4(δ − 1)10M5
0

+
δ6

(
δ6 + δ5 + δ4 + δ3 + δ2 + δ + 1

)
M7
1 Z

7

(δ + 1)6(δ − 1)12M6
0

− · · ·

Weverify that the series (15.10) is geometric by calculating for it the first fewdiagonal
Pade approximants [13]:

[1/1] = M0
(δ − 1)2M0 + (

δ2 − δ + 1
)
M1Z

(δ − 1)2M0 + δM1Z
,

[2/2] = M0

(
(δ + 1) (δ − 1)2M0 + M1Z

) (
(δ + 1) (δ − 1)2M0 + δ3M1Z

)
(
(δ + 1) (δ − 1)2M0 + δM1Z

) (
(δ + 1) (δ − 1)2M0 + δ2M1Z

) ,

[3/3] = [2/2].

The coincidence of two successive approximants is a claim that the series (15.10) is
geometric. It can be rigorously proved that the series is geometric if we derive the
general formula for the Pade approximants of arbitrary order [N/N ], which is not an
easy task. Fortunately, there is an easier way. After the reverse substitution Z = ez ,
we substitute the approximant [2/2] into Eq. (15.3) instead of function un (z):

un = M0 + M2
0M1(δ + 1)2(δ − 1)4ez(

(δ + 1) (δ − 1)2M0 + δM1ez
) (

(δ + 1) (δ − 1)2M0 + δ2M1ez
) .

(15.11)
We replace function un+1 (z) by approximant [2/2], using the substitution Z = δez ,
and replace function un−1 (z) by [2/2], using Z = δ−1ez . After simplification, taking
into account (15.9) Eq. (15.3) turns into an identity, therefore, the expression on the
right-hand side of (15.11) is an exact solution to Eq. (15.3), and series (15.10)
is geometric and its sum coincides with the approximant [2/2]. Solution (15.11)
contains three arbitrary constants M0, M1, δ, which are subject to the following
conditions: M0 and M1 do not vanish simultaneously; δ > 0, δ �= 1. The solution is
bounded and has a soliton-like form when M0M1 > 0.

15.3 Modified Discrete Sawada-Kotera Equation

Volterra equation (15.1) is a classic example of an integrable three-point chain.
The approach proposed in Sect. 15.2 can easily be extended to 5-point chains and
chains of higher orders. Let us consider a modification of the discrete Sawada-Kotera
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equation [7] (hereinafter, for brevity, we will not explicitly indicate the arguments
of the functions)

d

dt
un = un+1u

3
nun−1 (un+2un+1 − un−1un−2) − u2n (un+1 − un−1) . (15.12)

After passing in (15.12) to the running variable (15.2) we have

− ω
d

dz
un + un+1u

3
nun−1 (un+2un+1 − un−1un−2) − u2n (un+1 − un−1) = 0.

(15.13)
Supplementing the substitutions (15.4) and (15.5) with the following equalities

un+2 =
∞∑

k=0

Mk δ
2k ekz, un−2 =

∞∑

k=0

Mk δ
−2k ekz, (15.14)

we apply (15.4), (15.5) and (15.14) to the Eq. (15.13). Collecting by the powers of
the exponential function and equating to zero a coefficient at ez , we obtain

ω = M2
0

(
1 − δ−2

) (
M4

0

(
δ2 + δ + 1

) − δ
)
. (15.15)

As before in Sect. 15.2, successively equating the factors at e2z, e3z, . . . to zero, we
find the coefficients M2, M3, . . . Series (15.4) after the replacement ez = Z takes the
form

un = M0 + M1Z − 2δM2
1 Z

2

M0 (δ − 1)2
+ 3δ2M3

1 Z
3

M2
0 (δ − 1)4

− 4δ3M4
1 Z

4

M3
0 (δ − 1)6

+ · · ·

= M0 + M1Z +
∑

n=2

(
− δ

M0

)n−1 nMn
1 Z

n

(δ − 1)2n
. (15.16)

The calculation of the Pade approximants for (15.16) shows that [1/1] �=
[2/2], [2/2] = [3/3]. After reverse substitution Z = ez , the approximant

[2/2] = M0 + M2
0M1 (δ − 1)4 ez

(
M0 (δ − 1)2 + M1δ ez

)2 (15.17)

becomes an exact solution of Eq. (15.13) under the condition (15.15). Solution
(15.17) is bounded when M0M1 > 0, δ > 0 and has bell-shaped form. Phase veloc-
ity

ω

d
= M2

0

d

(
1 − e−2d

) (
M4

0

(
e2d + ed +1

) − ed
)

= 2M2
0

d

(
sinh (2d) + (

1 − M−4
0

)
sinh (d)

)



244 A. I. Zemlyanukhin et al.

is an even positive function that increases with increasing of |d|. A solitary wave
corresponding to solution (15.17), propagates to the left along the spatial axis On.

15.4 Fraction Term DDE

The right-hand sides of DDEs (15.1) and (15.12) have a simple polynomial formwith
respect to un, un±1 and un±2. A more difficult situation for analysis arises when the
right side of the equation contains rational fractions. Let’s consider a DDE

d

dt
un = (un + 1)

(
un+2un (un+1 + 1)2

un+1

− un−2un (un−1 + 1)2

un−1
+ (2un + 1) (un+1 − un−1)

)
, (15.18)

which first appeared in the work [14]. After passing to the traveling wave vari-
able (15.2), we reduce the terms (15.18) to the common denominator and assuming
un+1un−1 �= 0, consider the numerator of the resulting expression:

− ωun+1un−1
d

dz
un + (un + 1)

(
un−1unun+2 (un+1 + 1)2

− un−2unun+1 (un−1 + 1)2 + un−1un+1 (2un + 1) (un+1 − un−1)
) = 0. (15.19)

Repeating with Eq. (15.19) the steps described above in Sect. 15.3, we have

ω = (
1 − δ−2

)
(M0 + 1)3

(
δ2 + M0 (M0 + 2)

(M0 + 1)2
δ + 1

)
,

un = M0 + M1Z

−
δM2

1

((
M2
0 − 1

)
δ2 +

(
M2
0 + 4M0 + 2

)
δ + M2

0 − 1
)
Z2

(δ − 1)2 M0
(
M0 + 1

) ((
M0 + 1

)
δ2 + (M0 + 2) δ + M0 + 1

) + · · · (15.20)

Calculation of the Pade approximants for the series (15.20) shows that [1/1] �=
[2/2] �= [3/3] �= [4/4], [4/4] = [5/5]. After the reverse substitution Z = ez the
exact solution of Eq. (15.19) is given by a fourth-order approximant

[4/4] = M0 + ez
(
A2e2z + A1ez + A0

)
(
B2e2z + B1ez + B0

)2 , (15.21)

where
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A2 = δ3 (δ + 1)2 (δ − 1)4 M0 (M0 + 1)2 M3
1 PQ,

A1 = δ (δ + 1)4 (δ − 1)6 M0 (M0 + 1)3 M2
1 PQ,

A0 = (δ + 1)4 (δ − 1)8 M0 (M0 + 1)4 Q2,

B2 = δ3M2
1 P,

B1 = δ (δ + 1)2 (δ − 1)2 M0 (M0 + 1) M1Q,

B0 = (δ + 1)2 (δ − 1)4 M0 (M0 + 1)2
((

δ2 + δ + 1
)
M0 + (δ + 1)2

)
,

P = (M0 + 1)2 δ2 + (
M2

0 − 2
)
δ + (M0 + 1)2 ,

Q = (M0 + 1) δ2 + (M0 + 2) δ + M0 + 1.

Solution (15.21) is real and bounded if all roots of the square trinomial B2x2 +
B1x + B0 are complex or negative.

15.5 DDE with Arbitrary Coefficients

The geometric series method is suitable for solving DDE, the right-hand side of
which includes one or more arbitrary coefficients. Let’s try to find the exact solution
of the 3-point integrable DDE [12]:

d

dt
un = (

αu4n + βu3n + γ u2n + λun + μ
) (

1

un+1 − un
+ 1

un − un−1

)
.

After passing to the running variable (15.2) we obtain

− ω (un − un−1) (un+1 − un)
d

dz
un

+ (
αu4n + βu3n + γ u2n + λun + μ

)
(un+1 − un−1) = 0. (15.22)

After substituting (15.4) and (15.5) into (15.22) and collecting by powers of expo-
nential function, for the coefficient at ez we have

(
δ2 − 1

)
M1

(
αM4

0 + βM3
0 + γ M2

0 + λM0 + μ
) = 0.

Under condition M1 = 0 we obtain the trivial solution un = M0, if we take δ = 1
then the chain degenerates, therefore, we must require the third factor to vanish:

μ = −M0
(
αM3

0 + βM2
0 + γ M0 + λ

)
. (15.23)

For the coefficient at e2z we obtain

(
δ2 − 1

)
M2

1

(
4αM3

0 + 3βM2
0 + 2γ M0 + λ

) = 0,



246 A. I. Zemlyanukhin et al.

which implies
λ = −M0

(
4αM2

0 + 3βM0 + 2γ
)
. (15.24)

Equating to zero the coefficient at e3z , you can determine the frequency ω:

ω =
(
6αM2

0 + 3βM0 + γ
)
(δ + 1)

δ − 1
. (15.25)

Equating the factors at e4z, e5z, e6z, . . . to zero, we determine the first few coefficients
M2, M3, M4, . . . of the series (15.4), in order to calculate the Pade approximants for
it: [1/1] �= [2/2], [2/2] = [3/3]. After substitution Z = ez , the exact solution of
Eq. (15.22) is given by a second-order approximant

[2/2] = M0 + A1 ez

B2 e2z +B1 ez +B0
, (15.26)

where

A1 = 4 (δ + 1)2 M1
(
6αM2

0 + 3βM0 + γ
)2

,

B2 = −δM2
1

(
8α2M2

0 + 4αβM0 + 4αγ − β2
)
,

B1 = −6 (δ + 1)2 M1 (4αM0 + β)

(
2αM2

0 + βM0 + 1

3
γ

)
,

B0 = 36 (δ + 1)2
(
2αM2

0 + βM0 + 1

3
γ

)2

,

under conditions (15.23), (15.24) and (15.25). The special structure (15.22), when
ω appears only in the third equation, forces one to set two coefficients λ and μ

through the remaining coefficients α, β, γ and M0. From the last set, only M0 is
not predefined, therefore, only one of the two coefficients λ and μ can be chosen
arbitrarily and the solution (15.26) is not general.

15.6 Toda-Type DDE

Let us demonstrate the possibility of solving chain equations containing transcen-
dental functions by the example of an Toda-type equation [12], which in the traveling
wave variable has the form

− ω2 d2

dz2
vn + evn+1−2vn+vn−1 +λ = 0. (15.27)
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Using the well-known expansion

ex = 1 + x + 1

2
x2 + 1

6
x3 + 1

24
x4 + · · · ,

we write (15.27) as follows

− ω2 d2

dz2
vn + λ + 1 + (vn+1 − 2vn + vn−1) + 1

2
(vn+1 − 2vn + vn−1)

2

+ 1

6
(vn+1 − 2vn + vn−1)

3 + 1

24
(vn+1 − 2vn + vn−1)

4 + · · · = 0. (15.28)

After the substitution vn = ∑∞
k=0 Mk ekz , we find that the constant term on the left-

hand side of (15.28) is (1 + λ). Therefore, continuing the steps of the method, we
can only hope for a particular solutionwhen λ = −1. To find amore general solution,
note that for function

wn = A + Bz + Cz2 (15.29)

the following expressions have constant values:

d2

dz2
wn = 2C,

wn+1 − 2wn + wn−1 = (
A + B (z + d) + C (z + d)2

) − 2
(
A + Bz + Cz2

)

+ (
A + B (z − d) + C (z − d)2

) = 2Cd2 = 2C ln2δ.

We will seek a solution to the problem in a modified form

vn = wn + un, (15.30)

where un is determined by the equality (15.4). Substituting (15.30) into (15.27), we
have

− �2 d2

dz2
un + eun+1−2un+un−1 +	 = 0, (15.31)

where

�2 = ω2

e2C ln2δ
, 	 = λ − 2ω2C

e2C ln2δ
. (15.32)

We select the value of the constant C from condition 	 = −1, after which we sub-
stitute (15.4), (15.5) into (15.31). Equating to zero the coefficient at ez , we obtain

� = ±δ − 1√
δ

. (15.33)
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Successively equating to zero the coefficients at e2z, e3z, . . . and determining
M2, M3, . . . we obtain a series

un = M0 + M1Z − 1

2
M2

1 Z
2 + 1

3
M3

1 Z
3 − 1

4
M4

1 Z
4 + 1

5
M5

1 Z
5 − · · · , (15.34)

which, despite its simplicity, is not geometric. However, the derivative of (15.34)
with respect to Z

d

dZ
un = M1 − M2

1 Z + M3
1 Z

2 − M4
1 Z

3 + M5
1 Z

4 − · · · ,

forms a geometric series with sum

d

dZ
un = M1

M1Z + 1
. (15.35)

After integrating (15.35) over Z and returning to the variable z , we obtain

un = M0 + ln
(
M1 e

z +1
)
, (15.36)

whereM0 plays the role of integration constant. Thus, an exact solution to Eq. (15.27)
is given by equality (15.30) under the conditions (15.29), (15.32), (15.33), (15.36)
and 	 = −1. Constants A, B, M0, M1, δ can be assigned arbitrarily.

15.7 Volterra-Type DDE

The geometric series method can be used to solve DDEs that contain functions that
do not have an explicit analytical representation, but are specified in the form of
a solution to some differential equation. Consider, for example, the Volterra-type
equation [12]

d

dt
un = y (un+1 − u) + y (u − un−1) , (15.37)

where function y (x) satisfies the Riccati equation

dy

dx
= αy2 + βy + γ. (15.38)

Let’s find the expansion of y (x) in the Maclaurin series. To do this, we successively
differentiate both sides of (15.38) with respect to x , replacing the derivative dy/dx
in the right-hand sides in accordance with (15.38):
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d2y

dx2
= (

αy2 + βy + γ
)
(2αy + β) ,

d3y

dx3
= (

αy2 + βy + γ
) (
6α2y2 + 6αβy + β2 + 2αγ

)
,

d4y

dx4
= (

αy2 + βy + γ
)
(2αy + β)

(
12α2y2 + 12αβy + β2 + 8αγ

)
, . . .

Taking into account initial condition y (0) = 0, we have

d2y

dx2

∣∣∣∣
x=0

= βγ,

d3y

dx3

∣∣∣∣
x=0

= (
2αγ + β2) γ,

d4y

dx4

∣∣∣∣
x=0

= (
8αγ + β2

)
βγ, . . .

and desired expansion in the Maclaurin series takes the form:

y (x) = y (0) +
∞∑

k=1

(
dk y

dxk

∣∣∣∣
x=0

)
xk

k! = γ x + 1

2
βγ x2 + 1

6

(
2αγ + β2

)
γ x3

+ 1

24

(
8αγ + β2

)
βγ x4 + 1

120

(
16α2γ 2 + 22αβ2γ + β4

)
γ x5

+ 1

720

(
136α2γ 2 + 52αβ2γ + β4)βγ x6 + · · · (15.39)

Passing to variable (15.2) in (15.37) and using (15.39), we have

− ω
d

dz
un + γ (un+1 − un−1) + 1

2
βγ

(
(un+1 − un)

2 + (un − un−1)
2)

+ 1

6

(
2αγ + β2) γ

(
(un+1 − un)

3 + (un − un−1)
3)

+ 1

24

(
8αγ + β2

)
γ

(
(un+1 − un)

4 + (un − un−1)
4
) + · · · = 0 (15.40)

Further, using the substitution (15.4), (15.5) and repeating the steps of the method,
we obtain the dispersion relation

ω = γ

δ

(
δ2 − 1

)

and the solution in the form of a series
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un = M0 + M1Z − β
(
δ2 + 1

)
M2

1 Z
2

2
(
δ2 − 1

)

+
(
δ2 − δ + 1

) ((
β2 − αγ

) (
δ2 + 1

) + (
2αγ + β2

)
δ
)
M3

1 Z
3

3
(
δ2 − 1

)2

− β
(
δ4 + 1

) ((
β2 − 2αγ

) (
δ2 + 1

) + 4αδγ
)
M4

1 Z
4

4
(
δ2 − 1

)3 + · · · (15.41)

The series (15.41) is not geometric; the diagonal Pade approximants [N/N ] for it turn
out to be different from each other. However, if we factorize each expression from the
sequence [2/2] − [1/1], [3/3] − [2/2], [4/4] − [3/3], …, we can find that all such
expressions, starting from the second one, contain a common factor

(
β2 − 4αγ

)
.

Equating this factor to zero, i.e., requiring

α = β2

4γ
, (15.42)

we turn the series (15.41) into a geometric one, since in this case we have [2/2] =
[3/3] = [4/4] = · · · After the inverse transition from Z to z the approximant [2/2]
gives an exact solution to the problem (15.40):

un = M0 + 4M1 (δ − 1)
(
βδM1 ez +δ2 − 1

)
ez

(δ + 1) (βδM1 ez +2δ − 2) (βM1 ez +2δ − 2)
.

Note that under condition (15.42) the solution of the Riccati equation (15.38) degen-
erates into a rational fraction

y (x) = −2γ (β (x + x0) + 2)

β2 (x + x0)
.

15.8 Ablowitz-Ladik Lattice

We show the features of the method when solving DDE systems using the example
of the well-known Ablowitz-Ladik lattice [15], which in the traveling wave variable
form looks like

− ω
d

dz
un + α (un+1 − 2un + un−1) − unvn (un+1 + un−1) = 0, (15.43)

−ω
d

dz
vn − α (vn+1 − 2vn + vn−1) + unvn (vn+1 + vn−1) = 0. (15.44)
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Substituting expansions

un =
∞∑

k=0

Mke
kz, un+1 =

∞∑

k=0

Mk δ
kekz, un−1 =

∞∑

k=0

Mk δ
−kekz,

vn =
∞∑

k=0

Nke
kz, vn+1 =

∞∑

k=0

Nk δ
kekz, vn−1 =

∞∑

k=0

Nk δ
−kekz,

into system (15.43), (15.44), we equate to zero the factors at ez in both equations:

(α − M0N0) δ2 − (2M0N0 + 2α + ω) δ + α − M0N0 − 2δ
M2
0 N1

M1
= 0, (15.45)

(α − M0N0) δ2 − (2M0N0 + 2α − ω) δ + α − M0N0 − 2δ
N2
0M1

N1
= 0. (15.46)

Assuming N0 = 0, from (15.45), (15.46) we find

ω = −α (δ − 1)2

δ
, M0 = ± (δ − 1)

√
αM1

δN1
.

Equating to zero the factors at e2z in both equations, we find

M2 = ± δM1N1

α (δ − 1)

√
αM1

δN1
, N2 = ± δN 2

1

α (δ − 1)

√
αM1

δN1
,

and so on. As a result, after replacing ez = Z we obtain the expressions for un and
vn as follows

un = ± (δ − 1)

√
αM1

δN1
+ M1Z ± δM1N1

α (δ − 1)

√
αM1

δN1
Z2 + δM2

1 N1

α (δ − 1)2
Z3

± δ2M2
1 N

2
1

α2 (δ − 1)3

√
αM1

δN1
Z4 + δ2M3

1 N
2
1

α2 (δ − 1)4
Z5 ± δ3M3

1 N
3
1

α3 (δ − 1)5

√
αM1

δN1
Z6 + · · · , (15.47)

vn = N1Z ± δN2
1

α (δ − 1)

√
αM1

δN1
Z2 + δM1N

2
1

α (δ − 1)2
Z3

± δ2M1N
3
1

α2 (δ − 1)3

√
αM1

δN1
Z4 + δ2M2

1 N
3
1

α2 (δ − 1)4
Z5 ± δ3M2

1 N
4
1

α3 (δ − 1)5

√
αM1

δN1
Z6 + · · · (15.48)
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Calculations show that [2/2] and [3/3] Pade approximants for un—series and vn—
series (15.47), (15.48) coincide with each other and are equal, respectively

un = ± (δ − 1)

√
αM1

δN1
+ α (δ − 1) M1 ez

α (δ − 1)2 − δM1N1 e2z

(
(δ − 1) ± N1

√
δM1

αN1
ez

)
(15.49)

vn = (δ − 1) N1 ez

α (δ − 1)2 − δM1N1 e2z

(
α (δ − 1) ± δN1

√
αM1

δN1
ez

)
. (15.50)

Substitution confirms that (15.49), (15.50) is an exact solution to system (15.43),
(15.44).

15.9 Conclusion

The geometric series method presented in this paper is sufficiently versatile and is
capable of solving DDEs with a polynomial and rational right-hand side containing
both explicitly defined elementary functions of the dependent variable and functions
that are solutions of the given ODEs. The solution in all cases is represented by a
rational fraction containing the degrees of the exponential function. In the considered
examples, the indicated degrees varied from the first to the fourth. Theoretically,
solutions of this type can be obtained directly using a rational fraction in exponential
functionswith arbitrary coefficients as an ansatz. However, in this case, it is necessary
to solve a system of nonlinear algebraic equations with respect to these coefficients,
and our experiments show thatmodern computermathematics systems such asMaple
or Mathematica, with the exception of the simplest cases, are not able to solve them.
In the geometric series method, unknown coefficients are determined from solving
systems of linear equations.

Like any other method, the geometric series method has several limitations. The
construction of a solution in the form of a series in this method always starts with
equating the constant term to zero, and then zeroing the coefficient at ez . Therefore,
the sum of the geometric series always contains in the numerator the term with ez .
If the exact solution of the equation contains in the numerator the highest degrees
e2z , e3z etc., but does not contain ez , then such a solution cannot be obtained by the
geometric series method without preliminary transformations of the equation. Every
rational fraction has a pole of natural order. Differentiation increases the order of the
fraction pole by one, and integration decreases. If the analysis of the leading terms
of the equation shows that its general solution has a fractional or negative pole order,
then the solution to such an equation cannot be obtained without transforming the
equation itself or its solution, written in the form of a series. So, in Sect. 15.6, we
obtained a solution in the form of a fraction (15.35) with a simple pole only after
differentiating the series (15.34). The fractional order of the evolutionary equation
solution pole can be reduced to a natural number by the corresponding change of
variable. However, in the case of DDE, determining the solution pole in general is
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difficult, since the form of the addition theorem un±k = F (un), which is required to
express the right-hand side of the equation in terms of a single function un , is specific
for each class of functions.

Funding: The reported studywas funded by RFBR, project number 20-01-00123.
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Chapter 16
Harmonic Balance Method for the
Stationary Response of Finite and
Semi-infinite Nonlinear Dissipative
Continua: Three Canonical Problems

Jiangyi Zhang, Enxhi Sulollari, Andrei B. Fărăgău, Federico Pisanò,
Pim van der Male, Mario Martinelli, Andrei V. Metrikine,
and Karel N. van Dalen

Abstract The Harmonic Balance Method (HBM) is often used to determine the
stationary response of nonlinear discrete systems to harmonic loading. The HBM
has also been applied to nonlinear continuous systems, but in many cases the nonlin-
earity consists of discrete nonlinear elements. This chapter demonstrates the appli-
cation of the HBM to dissipative continua with distributed nonlinearity by analysing
three canonical problems: (a) 1-D layer with a free surface and rigid base (inter-
fering upward and downward propagating shear waves), (b) 1-D half-space with a
rigid base (vertically propagating shear waves), and (c) 2-D axially symmetric semi-
infinite medium with a circular cavity (radially propagating compressional waves),
all of them subject to harmonic excitation at a boundary. Results show that systems
(a) and (c) exhibit softening behaviour and super-harmonic resonances, while only
the former displays multiple response amplitudes for certain excitation frequencies;
the unique frequency-amplitude relationship of system (c) is due to the strong damp-
ing (i.e., radiation damping and internal dissipation). Furthermore, although system
(b) essentially does not resonate, the third-harmonic component exhibits a maximum
caused by the interplay between the dissipative and nonlinear effects, a phenomenon
that also occurs in system (c). Finally, the considered systems have applications in
earthquake and geotechnical engineering, among others, but the presented method-
ology is generic.
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16.1 Introduction

The Harmonic Balance Method (HBM) is often applied to compute the stationary
response of nonlinear discrete systems to harmonic loading. It is known to be very
efficient as it does not require the simulation of the transient response before reaching
the stationary/steady-state regime, and it directly yields frequency-response curves
(i.e., vibration amplitudes versus excitation frequency). As for the latter, nonlin-
ear systems can vibrate with different amplitudes for certain excitation frequencies
(i.e., the frequency-amplitude relationship is not unique), and the different amplitude
branches are naturally obtained by the HBM.

The HBM has been applied to nonlinear continuous systems too, but in many
cases the nonlinearity consists of discrete nonlinear elements and is thus localized
at one or multiple points; both finite [1] and infinite systems have been considered
[2, 3]. To the best of the authors’ knowledge, only few studies exist inwhich theHBM
is applied to systems having distributed nonlinearity. One example is the paper by
Chronopoulos [4], which deals with the response of an infinite composite structure
having distributed but still localized nonlinearity (i.e., limited to a finite domain).
The paper presents a general framework regarding the application of the HBM to
the considered system, but the numerical example still only deals with a discrete
nonlinear stiffening spring connecting two linearly behaving parts of the structure.

To fill the niche, the current chapter is devoted to the application of the HBM
to continuous systems with distributed nonlinearity. Three canonical problems are
considered, one with a finite-size continuum and two with semi-infinite continua, all
subject to harmonic excitation at a boundary. The continua are assumed to be visco-
elastic with the elastic part of the stress-strain relation being a nonlinear function of
the strain. The considered systems and their stationary responses can be described
as follows (see also Fig. 16.1):

(a) a 1-D layer with a free surface and rigid base: interfering upward and downward
propagating shear waves

(b) a 1-D half-space with a rigid base: vertically propagating shear waves
(c) a 2-D axially symmetricmedium of semi-infinite extent with a cylindrical cavity:

radially propagating compressional waves.

Both semi-infinite systems
(
(b) and (c)

)
can still be considered to have localized

nonlinearity in the sense that, due to amplitude decay of the waves propagating
away from the source, it is possible to identify a fictitious surface beyond which the
behaviour is essentially linear (infinitesimally small amplitude). The region beyond
that surface is therefore replaced by an exact frequency-dependent non-reflective
boundary condition that is applied at the fictitious surface, so that only a finite domain
needs to be discretised when applying the HBM.

The study presented in this chapter aims to (1) demonstrate the application of
the HBM to finite and semi-infinite continua, where in all cases the nonlinearity,
due to the presence of dissipation, is activated only in a finite domain adjacent to
the source, to describe the stationary wave propagation, and (2) use the HBM to
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Fig. 16.1 The three canonical problems: the layer problem (panel (a)), the half-space problem
(panel (b)), and the cavity problem (panel (c)). The dashed blue lines in panels (b) and (c) represent
the location of the non-reflective boundary

reveal fundamental characteristics of the responses. As for the latter part, system
(a) serves as a reference because its response resembles that of classical nonlinear
discrete systems (e.g., the Duffing oscillator); the responses of systems (b) and (c)
are analysed in comparison with that of system (a).

Apart from the use of a non-reflective boundary condition for the semi-infinite
systems and the incorporation of distributed nonlinearity in the numerical exam-
ples, there are two pronounced differences in the current work compared to that of
Chronopoulos [4]. First, the type of nonlinearity is different. The so-called hyperbolic
model, well-known in soil mechanics [5], is used to introduce the strain dependence
of the shear modulus, which obviously leads to nonlinearity of non-polynomial type.
Second, the current study, being focused on frequency-response curves related to
fixed observation points in the systems, nicely reveals typical features that have ana-
logues in discrete systems such as the multiple branches of the curves, softening
behaviour, as well as super-harmonic resonances.

The three problems considered in this chapter cannot be solved straightforwardly
using perturbation methods such as the Method of Multiple Scales [6], because the
considered nonlinearity is of non-polynomial type. In earthquake and geo-technical
engineering, where the considered problems have applications, they are typically
solved numerically by direct time integration or by resorting to a simplified equiv-
alent linear representation of the material behaviour (i.e., by iteratively identifying
equivalent linear visco-elastic properties corresponding to the strain levels in the soil)
[5, 7]. However, the latter approach may overlook fundamental characteristics of the
nonlinear system (e.g., multiple branches of the frequency-response curves), while
it can be very cumbersome to reveal those using the former method. This chapter
demonstrates that the HBM is an effective tool to reveal fundamental characteristics
for systems of finite and semi-infinite dimension (with nonlinear behaviour limited
to a finite domain). The methodology is generic and also applicable to problems of
different nature (e.g., acoustics, electromagnetics).
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16.2 Governing Equations for the 1-D Problems

We consider the 1-D nonlinear elastic systems with dissipation shown in Fig. 16.1(a),
(b). In this section, the equation of motion as well as the boundary conditions are
presented. To this end, the following stress-strain relation is considered:

σzx = 2G(γ )εzx + 2ηεzx,t = G(γ )u,z + ηu,zt , (16.1)

where u denotes the horizontal displacement, σzx denotes the shear stress and εzx =
1
2u,z the shear strain, G(γ ) the strain-dependent shear modulus, and η the viscosity;
the subscript “, t” denotes a partial time derivative (and likewise “, z” a partial space
derivative). The shear modulus is assumed to depend on the shear strain, which
introduces nonlinearity, according to the hyperbolic model [5],

G(γ ) = G0
1

1 + (γ /γref)
β
, (16.2)

where G0 is the small-strain shear modulus (used in linear continuum mechanics).
Equation (16.2) was originally derived for pure shear conditions; however, γ in Eq.
(16.2) can be generalised by using a representative deviatoric strain. In this work, we
use the deviatoric component εq of the so-called octahedral strain [8], which for a 3-D
continuum reads (εi j , with i, j = {x, y, z}, denote the different strain components)

εq = 1
3

√
2
√

(εxx − εyy)2 + (εyy − εzz)2 + (εxx − εzz)2 + 6ε2xy + 6ε2yz + 6ε2zx .

(16.3)

For the 1-D case, γ is given as follows:

γ = 3
2εq = √

3|εzx | = 1
2

√
3|u,z|. (16.4)

The quantity γref is a reference shear strain whose value depends on the soil charac-
teristics, and β is another material constant (0 < β < 1). Finally, a linear damping
term is chosen in Eq. (16.1) for simplicity; the goal of this chapter is to demonstrate
the application of the HBM, and incorporating a strain-dependent η would make
the equation of motion unnecessarily complicated. Particularly, η is chosen to be
inversely proportional to the dominant frequency ωd [5]:

η = 2G0ξ/ωd. (16.5)

Here, ξ is the so-called material damping ratio. Note that the damping term would
be fully frequency-independent (i.e., hysteretic damping) for the stationary response
to harmonic excitation (with frequency ω = ωd) if the system were linear. For the
nonlinear response,which generally consists ofmultiple harmonics, this is not exactly
the case.
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Inserting Eq. (16.1) into Newton’s second law, we obtain the equation of motion:

ρu,t t = σzx,z = M u,zz, M = G(γ )

[
1 − β

(γ /γref)
β

1 + (γ /γref)
β

]
+ η∂t , (16.6)

where M is strain-dependent and contains a time-derivative operator ∂t = ∂/∂t ; ρ

is the mass density of the material. Clearly, in the small-strain limit where γ � γref
(i.e., G → G0), Eq. (16.6) reduces to the classical linear wave equation (with loss
term).

Boundary conditions for the layer
The layer is subject to continuous harmonic excitation at the base (z = L) and has a
stress-free surface at z = 0, which leads to the following boundary conditions:

σzx (0, t) = 0 → u,z(0, t) = 0, (16.7)

u(L , t) = u0 cos(ωt). (16.8)

Boundary conditions for the half-space
For the half-space the boundary condition at z = L is the same (i.e., prescribed
displacement, Eq. (16.8)). The boundary condition at z = 0, however, is replaced
by the zero-displacement condition at infinite distance from the source. To comply
with the latter, a non-reflective boundary condition is applied at z = z0, so that the
size of the domain that needs to be discretized in the HBM (see Sect. 16.6) can be
kept minimal. For this to be correct, however, the behaviour at z = z0 needs to be
linear (i.e., γ � γref), which implies that L needs to be large enough to ensure that
the excited waves decay sufficiently before reaching the upper boundary. Assuming
linearity and considering the semi-infinite medium above z = z0, the non-reflective
boundary condition can be derived based on the linear wave equation (Eq. (16.6)
linearized). Using the analytical solution in the frequency (ω̄) domain, the following
relation between applied stress and observed velocity v at z = z0 can be found:

v̂(z0, ω̄) = 1√
ρ(G0 + iω̄η)

σ̂zx (z0, ω̄), (16.9)

where the hat signifies that the quantity is considered in the frequency domain, i
denotes the imaginary unit, and Im

√
ρ(G0 + iω̄η) < 0. Equation (16.9) expresses

the dynamic reaction of the semi-infinite medium to excitation at the boundary (z =
z0), and the square root factor has the meaning of impedance. Using the linearized
version of the stress-strain relation (Eq. (16.1)), Eq. (16.9) can be simplified to

û,z(z0, ω̄) = Ĉ(ω̄)v̂(z0, ω̄), Ĉ(ω̄) = ρ√
ρ(G0 + iω̄η)

. (16.10)

When Eq. (16.10) is prescribed as boundary condition at z = z0, the boundary will
be non-reflective for harmonic waves of frequency ω̄ propagating towards z → −∞.
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Transforming to the time domain using the inverse Fourier transform, Eq. (16.10)
can be written as follows:

u,z(z0, t) =
∞∫

−∞
C(t − τ)v(z0, τ )dτ, C(t) = exp(−G0t/η)√

πηt/ρ
H(t), (16.11)

where H(. . . )denotes theHeaviside function.Clearly,whenEq. (16.11) is prescribed
as boundary condition at z = z0, the boundary will be non-reflective for any type of
disturbance propagating towards z → −∞. To conclude, Eqs. (16.8) and (16.11) are
the boundary conditions for the half-space problem.

16.3 HBM Applied to the 1-D Problems

According to the HBM, the following stationary solution, which is truncated at the
third harmonic of the excitation frequency, is assumed that is periodic in time with
period T = 2π/ω [9–11]:

u(z, t) = Uc1(z) cos(ωt) +Us1(z) sin(ωt) +Uc3(z) cos(3ωt) +Us3(z) sin(3ωt).
(16.12)

Harmonics with higher-order integer multiples of ω (super-harmonics) as well as
harmonicswith integer fractions ofω (sub-harmonics) havebeen excluded; numerical
examples showed that the importance of those is very small compared to the terms in
Eq. (16.12), and results shown in Sect. 16.6 obtainedwith this solution are converged.

In accordance with the HBM, the adopted solution is substituted into the equation
of motion (Eq. (16.6)), which is subsequently projected onto the different harmonics.
This converts the partial differential equation into a set of four coupled nonlinear
ordinary differential equations:

⎡

⎢
⎢
⎣

−ρω2Uc1

−ρω2Us1

−9ρω2Uc3

−9ρω2Us3

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

Uc1,zz

Us1,zz

Uc3,zz

Us3,zz

⎤

⎥
⎥
⎦ , (16.13)

with

mpq = ω

π

T∫

0

[
M hq(t)

]
h p(t)dt, h = [cos(ωt) sin(ωt) cos(3ωt) sin(3ωt)]T.

(16.14)
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Projections of boundary conditions for the layer
Next to the equation of motion, the solution is also substituted into the boundary con-
ditions (Eqs. (16.7) and (16.8)), which are subsequently projected onto the different
harmonics as well. This leads to the eight required conditions:

Uc1,z(0) = 0, Us1,z(0) = 0, Uc3,z(0) = 0, Us3,z(0) = 0, (16.15)

Uc1(L) = u0, Us1(L) = 0, Uc3(L) = 0, Us3(L) = 0. (16.16)

Projections of boundary conditions for the half-space
For the half-space, the projections of the boundary condition at z = L (Eq. (16.16))
hold as well. Finding the projections of the non-reflective boundary condition is
slightly less straightforward. First, the cosine termsof theHBMsolution are discussed
(which can be done separately because of the superposition principle; the behaviour
is linear at z0). Substituting the complex representation of u(z0, t) ∝ cos(
pt), with

p = pω and p = {1, 3}, into the integral of Eq. (16.11), we obtain

1

2

∞∫

−∞
C(t − τ)i
p

(
ei
pτ − e−i
pτ

)
dτ

= i
p

4π

∞∫

−∞

∞∫

−∞
Ĉ(ω̄)eiω̄(t−τ)

(
ei
pτ − e−i
pτ

)
dω̄dτ

= i
p

2

∞∫

−∞
Ĉ(ω̄)eiω̄t

(
δ(ω̄ − 
p) − δ(ω̄ + 
p)

)
dω̄ (16.17)

= i
p

2

(
Ĉ(
p)e

i
pt − Ĉ(−
p)e
−i
pt

)
= −
p|Ĉ(
p)| sin

(

pt + ϕ(
p)

)
,

where the well-known integral representation of the Dirac function has been used, as
well as Ĉ(−
p) = Ĉ∗(
p) and Ĉ(
p) = |Ĉ(
p)| exp(iϕ(
p)); furthermore, t →
∞ is implicit in Eq. (16.17) as the response is assumed to have reached the stationary
regime. Next, substituting the complex representation of u(z0, t) ∝ sin(
pt) into the
integral of Eq. (16.11), we obtain


p

2

∞∫

−∞
C(t − τ)

(
ei
pτ + e−i
pτ

)
dτ = 
p|Ĉ(
p)| cos

(

pt + ϕ(
p)

)
. (16.18)

Now, collecting all terms, the non-reflective boundary condition (Eq. (16.11)) with
the stationary solution (Eq. (16.12)) substituted can be expressed as follows:
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Uc1,z(z0) cos(ωt) +Us1,z(z0) sin(ωt) +Uc3,z(z0) cos(3ωt) +Us3,z(z0) sin(3ωt) =
+ω|Ĉ(ω)| [−Uc1(z0) sin (ωt + ϕ(ω)) +Us1(z0) cos (ωt + ϕ(ω))]

+3ω|Ĉ(3ω)| [−Uc3(z0) sin (3ωt + ϕ(3ω)) +Us3(z0) cos (3ωt + ϕ(3ω))] .
(16.19)

Subsequently, we obtain the following four projections (next to the four in Eq.
(16.16)):

Uc1,z(z0) = ω|Ĉ(ω)| [−Uc1(z0) sin (ϕ(ω)) +Us1(z0) cos (ϕ(ω))] ,

Us1,z(z0) = ω|Ĉ(ω)| [−Uc1(z0) cos (ϕ(ω)) −Us1(z0) sin (ϕ(ω))] ,

Uc3,z(z0) = 3ω|Ĉ(3ω)| [−Uc3(z0) sin (ϕ(3ω)) +Us3(z0) cos (ϕ(3ω))] ,

Us3,z(z0) = 3ω|Ĉ(3ω)| [−Uc3(z0) cos (ϕ(3ω)) −Us3(z0) sin (ϕ(3ω))] . (16.20)

16.4 Governing Equations for the Cavity Problem

We now consider the problem of a cylindrical cavity (radius a) in an infinite elastic
body, with harmonic stress applied at the cavity surface (Fig. 16.2c). It is assumed
that the applied stress does not vary with the out-of-plane coordinate, which renders
the problem two-dimensional, and is independent of the circumferential coordinate
θ as well, which renders the problem axi-symmetric. Waves will thus propagate only
in radial (r ) direction, and the response will be independent of θ .

The relevant stresses in the current problem are the radial and tangential normal
stresses σrr and σθθ . The associated stress-strain relations are

σrr = Kbεvol + 2G(γ )err + 2ηerr,t , σθθ = Kbεvol + 2G(γ )eθθ + 2ηeθθ,t ,

(16.21)
where Kb denotes the bulk modulus (constant), η is again the viscosity (Eq. (16.5)),
and εvol = εrr + εθθ is the volume strain, with the radial and tangential strains defined
as εrr = u,r and εθθ = u/r , respectively; the quantities err = εrr − 1

3εvol and eθθ =
εθθ − 1

3εvol are the deviatoric strains in radial and tangential directions, respectively;
u denotes the radial displacement. The shearmodulusG(γ ) is again strain-dependent
(Eq. (16.2)), and considering the deviatoric strain defined in Eq. (16.3) (in cylindrical
coordinates instead of Cartesian ones), γ for the current problem becomes

γ = 1
2

√
2
√

ε2rr + (εrr − εθθ )2 + ε2θθ . (16.22)

Substituting the stresses into Newton’s second law [12],

ρu,t t = σrr,r + 1
r (σrr − σθθ ), (16.23)
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where ρ is again the mass density, and using the definitions above, the following
nonlinear equation of motion is obtained:

ρu,t t = (
Kb + 4

3G(γ ) + 4
3η∂t

) (
u,rr + 1

r u,r − u
r2

) + 2
3G,γ (γ )γ,r

(
2u,r − u

r

)
.

(16.24)
In the small-strain limit, the last term of this equation vanishes and G(γ ) → G0

in the first term of the right-hand side. Equation (16.24) can be written with u,rr

explicitly as

ρu,t t = M u,rr + Q ,

M = Kb + 4
3G(γ ) + 4

3η∂t + 1
3G,γ (γ ) 1

γ
(2u,r − u

r )
2, (16.25)

Q =
[
Kb + 4

3G(γ ) + 4
3η∂t + 1

3G,γ (γ ) 1
γ
(2 u

r − u,r )(2u,r − u
r )

]
1
r

(
u,r − u

r

)
.

As boundary condition, there is the continuous excitation at the cavity surface:

σrr (r = a, t) = −p0 cos(ωt). (16.26)

Next to that, the zero-displacement condition at infinite distance from the source
holds. To comply with this, a non-reflective boundary condition is applied like for
the half-space problem. Assuming linear behaviour for r ≥ R, the relation between
applied stress and the response at r = R can be derived based on the linearized
equation of motion (Eq. (16.24)) in the frequency domain (similar approach as
in Sect. 16.2). Rearrangement of terms leads to the following expression (cf. Eq.
(16.10)):

û,r (R, ω̄) = Ĉ(ω̄)v̂(R, ω̄), Ĉ(ω̄) = 1

iω̄

kRH (2)
0 (kR) − H (2)

1 (kR)

RH (2)
1 (kR)

, (16.27)

where H (2)
n (. . . ) denotes the Hankel function of the second kind and order n, and

k = ω̄/((Kb + 4
3 (G0 + iω̄η))/ρ)1/2 is the complex-valued wavenumber of the com-

pressional wave whose imaginary part is taken negative. Transforming Eq. (16.27)
to the time domain, the following expression is obtained:

u,r (R, t) =
∞∫

−∞
C(t − τ)v(R, τ )dτ. (16.28)

The expression for C(t) is not given here, as it is not needed for the application of
the HBM; the frequency-domain expression suffices (cf. Eqs. (16.19) and (16.20)).
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16.5 HBM Applied to the Cavity Problem

Similar to that in Sect. 16.3, the HBM solution is taken as

u(r, t) = Uc1(r) cos(ωt) +Us1(r) sin(ωt) +Uc3(r) cos(3ωt) +Us3(r) sin(3ωt).
(16.29)

Substituting this into Eq. (16.25) and projecting each term onto the different har-
monics, we get a system of four coupled nonlinear ordinary differential equations:

⎡

⎢⎢
⎣

−ρω2Uc1 − q1
−ρω2Us1 − q2
−9ρω2Uc3 − q3
−9ρω2Us3 − q4

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

m11 m12 m13 m14

m21 m22 m23 m24

m31 m32 m33 m34

m41 m42 m43 m44

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

Uc1,rr

Us1,rr

Uc3,rr

Us3,rr

⎤

⎥⎥
⎦ , (16.30)

where qp = ω
π

∫ T
0 Q h p(t)dt (with h defined in Eq. (16.14)), and the expressions for

mpq are the same as those in Eq. (16.14), although M is defined differently.
Substituting the HBM solution (Eq. (16.29)) into the boundary condition at

the cavity surface (Eq. (16.26)), employing Eqs. (16.21), (16.22) and the strain-
displacement relations, and projecting the result onto the different harmonics, the
following four conditions are obtained (for the cosine and sine terms, respectively):

Kb
(
Ucp,r (a) + 1

aUcp(a)
) − 2

3η
p
(
2Usp,r (a) − 1

aUsp(a)
) + 2ω

π
gcp = Fp,

(16.31)

Kb
(
Usp,r (a) + 1

aUsp(a)
) + 2

3η
p
(
2Ucp,r (a) − 1

aUcp(a)
) + 2ω

π
gsp = 0, (16.32)

where 
p = pω, p = {1, 3}, F = [−p0 0]T , and

gcp =
T∫

0

G(γ )err cos(
pt)dt

∣∣∣
∣∣∣
r=a

, gsp =
T∫

0

G(γ )err sin(
pt)dt

∣∣∣
∣∣∣
r=a

. (16.33)

The non-reflective boundary condition (Eq. (16.28)) results in the same expres-
sion as in Eq. (16.19), provided replacements ∂z → ∂r and z = z0 → r = R are
made, and Ĉ is taken according to Eq. (16.27). When projected onto the different
harmonics, the same four conditions are obtained as in Eq. (16.20) (assuming the
same replacements).

16.6 Results and Discussion

In this section, the results for the three canonical problems are presented and dis-
cussed. The focus of this section is partly on the validation of the HBM and mostly
on the investigation of fundamental characteristics of the responses. For all results
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presented in this section, the boundary-value problems were solved using finite dif-
ference approximations (e.g., bvp4c algorithm in Matlab) while the numerical eval-
uation of integrals was performed using the trapezoidal rule. The parameters that
were kept constant in the simulations are given in the following: γref = 8.7 × 10−4,
β = 0.91, u0 = 0.001 m,G0 = 111.86 × 106 Pa, ρ = 2009.8 kgm−3, p0 = 50 kPa.

16.6.1 Layer Problem

The response of the harmonically excited 1-D layer (system (a) in Fig. 16.1) obtained
with the HBM is compared to the one obtained with the time-integration method (see
Appendix) in panel (a) of Fig. 16.2. The results reveal a good agreement between
the two methods, thus validating the HBM. To suppress the initial transients in the
time-integration method, the prescribed initial conditions are based on the station-
ary response obtained using HBM. Even though the initial transients have been
suppressed, the time-integration method requires significantly more computational
effort than the HBM, proving that the latter is a valuable approach for such problems.

Focusing on the response characteristics, we show in Fig. 16.2 the spatial profile
of the amplitudes A1 of the fundamental component (panel (b)) and A3 of the higher-
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Fig. 16.2 The stationary response of the layer subjected to harmonic excitation ( f = 0.3 Hz) at
L = 100 m, obtained with HBM (black lines) and with the time-integration method (red lines). The
temporal profile of the response at 93 m is shown in (a). The amplitudes A1 of the fundamental
component and A3 of the higher-harmonic component are shown in (b) and (c), respectively. ξ =
0.02 for the strongly damped case (dashed lines) and ξ = 0.005 for the weakly damped case
(continuous lines)
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Fig. 16.3 FRCs obtained
with HBM evaluated at the
free surface (z = 0) of the
layer subjected to harmonic
excitation at L = 100 m. The
different amplitude branches
are obtained by imposing the
initial guess as the solution
obtained at the previous
frequency value: frequency
sweep up (red dots) and
frequency sweep down
(black dots). The grey line
shows the FRC for the linear
system
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harmonic component (panel (c)). These profiles are interference patterns of upward
and downward propagating waves. For this system, as for the other ones presented in
this chapter, the overall magnitude of the higher-harmonic component is significantly
smaller than that of the fundamental component. However, for specific locations
(e.g., z = 93 m), A1 and A3 have comparable magnitudes, especially for the weakly
damped case. The significant contribution of the higher harmonic to the response
at this specific location causes the time history (weakly damped system in panel
(a)) to exhibit a considerable distortion from the harmonic pattern of the excitation.
However, the increased dissipation seems to slightly smooth the spatial profiles of A1

and A3 (i.e., A1 slightly increases at z = 93mwhile A3 decreases), and consequently,
leads to a less pronounced distortion of the response’s time history. Furthermore, it is
interesting to note that for z = 93m, the overall magnitude of u in theweakly damped
system is smaller than that of the strongly damped system.This is caused by the strong
destructive interference of the fundamental and super-harmonic components for the
weakly damped system, which is less pronounced for the strongly damped system.

The frequency-response curves (FRCs) of the layer problem obtained with the
HBM are presented in Fig. 16.3. The observed features of this continuous system
(the response of which is composed of propagating shear waves) are very similar
to those observed for discrete systems (e.g., the Duffing oscillator [9, 10]). The
resonance peaks observed in the FRCs are due to the interference of upward and
downward propagating waves. One important characteristic of the layer problem is
the non-uniqueness of the stationary response.More specifically, the system can have
different stationary responses (which can be reached using different initial conditions
in the time-integration method). This is clearly depicted in Fig. 16.3, both for the
fundamental component (panel (a)) and for the super-harmonic component (panel
(b)); for an excitation frequency of f = 0.5 Hz, Fig. 16.3 shows that the system has
two solutions (i.e., branches). This means that for increasing excitation frequency,
the response amplitude follows a smooth increase until a certain frequency value at
which it abruptly jumps to a different value (depicted in panel (a) by the red arrow);
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the opposite occurs for decreasing excitation frequency (black arrow in panel (a)). In
actual fact, there aremost likely at least three solution branches close to the resonance
peak; however, the third branch (which connects the two observed ones) is unstable
and cannot be obtained directly. To obtain the unstable branch, additional numerical
techniques can be applied (e.g., path-continuation techniques [13]), but this is outside
the scope of the present work.

Another important aspect of the system is that super-harmonic resonances can
take place (at approximately N f0

3 , where f0 is the first resonance frequency of the
linear system and N = 1, 3, 5, 7, . . . ). This can be observed in the FRC related to
A3. To exemplify this, we take the first peak at approximately f0

3 , where the harmonic
excitation is u0 cos(

ω0
3 t) with ω0 ≈ 2π f0. In this case, the displacement at the free

surface is u = A1(0) cos(
ω0
3 t + �1) + A3(0) cos(ω0t + �3). The fundamental com-

ponent A1(0) cos(
ω0
3 t + �1) is far from the resonance, and thus there is no peak at

approximately f0
3 in the FRC related to A1. However, the generated super-harmonic

A3(0) cos(ω0t + �3) reaches the first resonance of the system, and we can therefore
observe the peak in the FRC related to A3.

Finally, as a consequence of the nonlinear model we employed, the resonance
peaks of the nonlinear system are shifted and tilted to the left (towards lower fre-
quencies) compared to the linear system. This is caused by the softening behaviour
of the hyperbolic model (i.e., larger strains cause a decrease in the shear modulus).

16.6.2 Half-Space Problem

The 1-D half-space subjected to harmonic excitation at the lower boundary is anal-
ysed in the following (system (b) in Fig. 16.1). For the corresponding linear half-
space, the stationary response contains solely upward propagating shear waves,
exhibiting an amplitude decay caused by the system’s dissipation. Taking advan-
tage of this amplitude decay for the nonlinear system, the non-reflective boundary
condition (NRBC) can be prescribed at a distance from the source (as discussed in
Sect. 16.3) where the small strains cause the system to essentially behave linearly
(i.e., G(γmax)/G0 ≈ 1). The normalised minimum shear modulus is presented in
panel (a) of Fig. 16.4 for two locations of the NRBC, namely at z0 = 0 m and at
z0 = −600 m. The good agreement of the spatial profiles of A1

(
panel (b)

)
and A3(

panel (c)
)
for the two positions of the NRBC suggests that G(γmax)/G0 > 0.95 is

sufficient to yield correct results.
Figure16.5 presents the FRCs of the nonlinear half-space obtained with the HBM

and with the time-integration method (see Appendix). Again, a good agreement
between the results obtained with the two solution methods can be observed. Also
for this system, the HBM takes a fraction of the computational effort required by the
time-integration method, which enables the computation of complete FRCs for an
extensive range of frequencies.
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Fig. 16.4 The spatial profile
of the response of the
half-space with a fictitious
surface at z0 = 0 (black
lines) and at z0 = −600 m
(red lines), and subjected to
harmonic excitation at
L = 600 m. The spatial
profile of the normalised
minimum (i.e., for the
maximum strain) shear
modulus is shown in (a). The
amplitudes A1 of the
fundamental component and
A3 of the higher harmonic
are shown in (b) and (c),
respectively
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As for the response characteristics, the half-space differs significantly from the
layer (Sect. 16.6.1).Unlike the layer, the spatial profile of the fundamental component
(Fig. 16.4(b)) does not exhibit any peaks (i.e., it continuously decreases with increas-
ing distance from the source). As the shear wave propagates away from the source
(z = 600 m), A1 decreases because of the nonlinearity (i.e., energy is transferred to
the higher harmonic) and the dissipative effect. We observe that A1 decreases faster
in space for f = 8 Hz than for f = 3.5 Hz, which is due to the shorter wave length
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of the former; given that a certain number of wavelengths is required for a complete
decay, the high-frequency wave clearly needs a smaller distance to be attenuated.

Unlike the fundamental component, the amplitude profile A3 of the higher-
harmonic component (panel (c) in Fig. 16.4) does not decay monotonically, but has
a maximum at a certain distance from the source. This is not a resonance, but it
can be explained based on the interplay of dissipative and nonlinear effects, as fol-
lows. In similar non-dissipative nonlinear systems, as the wave propagates in the
so-called pre-shock region, the continuously generated higher harmonics may accu-
mulate leading to the formation of shock waves (i.e., the waveform develops a verti-
cal tangent causing a discontinuity) [14]. On the one hand, the larger the excitation
frequency, the shorter the shock distance, that is, a higher excitation frequency is
accompanied by a faster generation of higher harmonics

(
see f = 3.5 Hz compared

to f = 8 Hz in Fig. 16.4(b)
)
. On the other hand, a higher frequency is accompanied

by a faster decrease of amplitude, as explained previously for A1. In the end, the
interplay between the dissipative and the nonlinear effects causes the observed peak
in the spatial profile of the higher-harmonic component; furthermore, the higher the
frequency, the closer the peak lies to the source.

A similar reasoning can be used to explain the FRCs of the response (Fig. 16.5).
The half-space essentially does not resonate, and therefore, the FRC of A1 (panel
(a) in Fig. 16.5) does not exhibit peaks. However, like for the spatial profile, also
the FRC of A3 (panels (b) and (c) in Fig. 16.5) exhibits a maximum, meaning that
the generation of the third harmonic is relatively powerful at the corresponding
frequency. This is caused by the same interplay between the dissipative and the
nonlinear forces as explained for the spatial profile. More specifically, at a given
point of observation, one may be in the ascending part of the A3 profile or in the
descending part, depending on the frequency, which leads to an extreme at a specific
frequency in the FRC of A3. The frequency at which the peak is observed is expected
to varywith distance from the source, which is confirmed by the comparison of panels
(b) and (c) of Fig. 16.5.

16.6.3 Cavity Problem

Here,we analyse the cavity problemwith harmonic stress applied at the cavity surface
(system (c) in Fig. 16.1). In this subsection, we focus only on the characteristics of
the response, because the validation of the HBM yields results similar to the ones
for the layer and the half-space.

Unlike the half-space, the system with the cavity has an additional mechanism
that makes the response decrease with distance from the source (i.e., decay mech-
anism), namely the geometric energy spreading. For the linear system, the strain
decay caused by the geometric spreading alone is proportional to 1/r for large val-
ues of r [12]. The decay is beneficial from the computational point of view because
it causes the nonlinear system to have an almost linear behaviour (G(γmax)/G0 ≈ 1)
just a short distance away from the cavity, and thus enables the NRBC to be placed
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Fig. 16.6 Spatial profile of
the response in the 2-D
semi-infinite medium with a
fictitious surface at
R = 600 m (thick black
lines) and R = 20 m (thin
red lines) and a circular
cavity with a = 1 m
subjected to harmonic
excitation. The spatial profile
of the normalised minimum
(i.e., for the maximum strain)
shear modulus is shown in
(a). The amplitudes A1 of the
fundamental component and
A3 of the higher-harmonic
component are shown in (b)
and (c), respectively
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close to the source. This can be seen in Fig. 16.6 where the response for the ficti-
tious surface located at R = 20 m and at R = 600 m yield the same results (in the
computational domain) while the computational effort is significantly smaller for the
former. However, by investigating only a short region of the system, we might miss
some interesting phenomena as can be seen in Fig. 16.6 beyond r = 20 m.

Similar to the half-space, the amplitude A1 of the fundamental component (panel
(b) in Fig. 16.6) exhibits a continuous decay with increasing r and the amplitude A3

of the higher-harmonic component (panel (c) in Fig. 16.6) exhibits a small peak (at
r ≈ 50 m for f = 40 Hz and at r ≈ 35 m for f = 50 Hz). The peak and its shift is
caused by the same interplay between nonlinear and dissipative forces encountered
in the half-space problem; a higher excitation frequency leads to a faster higher-
harmonic generation (nonlinear part) while also leading to a stronger decrease of
amplitude during wave propagation (dissipation part). However, we can observe in
Fig. 16.6(c) that in the cavity problem the higher harmonic is already generated at
location of the source, unlike the half-space problem, caused by the different type of
excitation (imposed stress).

The FRCs of the response in the cavity problem are presented in Fig. 16.7. Unlike
the half-space, the semi-infinite 2-D system with radially propagating waves does
have one resonance peak. At the cavity surface, the resonance is observed close to f0
(i.e., the resonance frequency of the linear system) for the fundamental component
(panel (a)) and, corresponding to that, there is a super-harmonic resonance close to f0

3
in the higher-harmonic component (panel (b)). The resonance can occur because of
the constrained rigid body motion of the system due to the symmetry in the loading,
which provides a static stiffness/restoring force even in the limit of ω → 0. The
resonance peak of the fundamental component is shifted slightly to the left (towards
lower frequencies) compared to the linear system due to the softening behaviour
of the material, similarly to the layer problem (Fig. 16.3). Moreover, the softening



16 Harmonic Balance Method for the Stationary Response … 271

Fig. 16.7 FRCs evaluated at
r = 1 m (panels (a) and (b))
and at r = 200 m (panel (c))
of the 2-D semi-infinite
medium with a fictitious
surface at r = 600 m and a
circular cavity with a = 1 m
subjected to harmonic stress
excitation
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behaviour causes an increase in the magnitude of A1 compared to the linear system.
However, unlike for the layer problem, in the cavity problem, the FRCs do not exhibit
multiple branches, meaning that the system can only vibrate with one amplitude for
a single excitation frequency. The uniqueness of the response is probably due to
the relatively strong damping mechanisms present in this system (radiation damping
and internal dissipation); the multiple branches can be observed to vanish also in the
layer problem if the damping is increased.

Similar to the half-space, the FRC of the higher harmonic exhibits an additional
peak compared to the fundamental component (in the half-space problem, A3 has one
peak while A1 has none). In panel (c) of Fig. 16.7, the FRC of the higher-harmonic
component is presented for r = 200 m. Here, the FRC exhibits two peaks. The one
at the lower frequencies is related to the super-harmonic resonance encountered
at the cavity surface (panel (b)), although shifted slightly, while the one at higher
frequencies ( f ≈ 30 Hz) is the additional peak. The shift of the peak related to the
super-harmonic resonance and the additional peak are again caused by the interplay
between the dissipation effect and the nonlinear effect, as was explained for the
half-space.

16.7 Conclusion

In this chapter, the application of the Harmonic Balance Method (HBM) to dissipa-
tive continua with distributed nonlinearity has been demonstrated. Three canonical
problems have been analysed: (a) 1-D layer with a free surface and rigid base (inter-
fering upward and downward propagating shear waves), (b) 1-D half-space with a
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rigid base (vertically propagating shear waves), and (c) 2-D axially symmetric semi-
infinite medium with a circular cavity (radially propagating compressional waves),
and all of them subject to harmonic excitation at a boundary. The HBM has been
validated against a more conventional time-domain method, and it proved to be more
efficient as it does not require the simulation of the transient response before reach-
ing the stationary regime, while also directly yielding frequency-response curves
(FRCs).

TheHBMwas used to reveal fundamental response characteristics of the three sys-
tems.Results show that for system (a), theFRCs related to the different harmonics dis-
play softening behaviour andmultiple branches aswell as super-harmonic resonances
at approximately integer fractions of the resonance frequencies of the correspond-
ing linear system, respectively. A super-harmonic resonance is also encountered for
the semi-infinite cavity system

(
system (c)

)
, even though the response consists of

propagating waves. Its FRCs exhibit softening behaviour too, although they are not
found to have multiple branches. The latter is probably due to the strong damping
mechanisms, namely the radiation damping and internal dissipation; increased dissi-
pation tends to smoothen resonance peaks. System (b) essentially does not resonate,
but the FRC as well as the spatial profile related to the third-harmonic amplitude
does exhibit a maximum caused by the interplay between the dissipative and nonlin-
ear effects. Moreover, this interplay also causes an additional peak to emerge in the
third-harmonic component of system (c).

To conclude, the HBM is an effective tool for revealing fundamental character-
istics of nonlinear dissipative continua of finite and semi-infinite dimension. The
considered systems have applications in earthquake and geotechnical engineering,
among others, but the presented methodology is generic.

Appendix: Numerical Solution for 1-D Problems

As reference for the HBM solution, the governing equations for the 1-D systems
(Eq. (16.6) with Eqs. (16.7) and (16.8), or with Eqs. (16.8) and (16.11)) are solved
numerically. Here, we pay special attention to the incorporation of the non-reflective
boundary condition (Eq. (16.11)) in the solution scheme (for the half-space prob-
lem). First of all, the range of integration is limited to τ = [0, t] accounting for the
Heaviside function in C(t) and the fact that the excitation starts only at t = 0 in the
numerical solution. Furthermore, we apply a finite-difference discretization in time
to the response quantities at the boundary:

u,z(z0, t j ) =
i= j−1∑

i=1

u(z0, ti+1) − u(z0, ti )

�t

ti+1∫

ti

C(t j − τ)dτ, (16.34)
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where �t is the time step, t1 = 0, and the integral of the weakly singular memory
function is known analytically:

∫ ti+1

ti

C(t j − τ)dτ =
√

ρ

G0

[
erf

(√
G0
η

(t j − ti )
)

− erf
(√

G0
η

(t j − ti+1)
)]

,

(16.35)

where ti+1 ≤ t j . Now, the non-reflective boundary condition is no longer an integral
equation, but an ordinary differential equation in z, in which the response at t j is
unknown and can be solved for together with the other boundary condition and the
equation of motion.

For both 1-D problems, the system of equations is solved using a standard finite-
difference discretization of the spatial domain, while the time integration is done
using a fourth-order Runge-Kutta scheme. To save computational time, we employ
the stationary responses computed using the HBM as initial conditions, which makes
that the simulated behaviours reach the stationary states immediately (provided the
HBM solution is converged).
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