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Introduction

Jasmina Arifovic and Herbert Dawid

Abstract This is the introductory chapter to the book “Dynamic Analysis in Com-
plex Economic Environments”, which collects essays in honor of Christophe Deis-
senberg. It briefly reviews the achievements of Christophe Deissenberg and gives an
overview of the different papers included in the book.

This volume is written to mark the 75th birthday of Christophe Deissenberg. It col-
lects a series of papers analyzing dynamic and complex economic problems and
thereby reflects the broad range of interests and methodological approaches charac-
teristic for thework of ChristopheDeissenberg. Themain theme in his long academic
career has been the aim to develop and exploit dynamic modeling frameworks that
allow us to gain a better understanding of complex economic dynamics and to carry
out policy analysis in such challenging environments. Christophe Deissenberg has
made contributions to this field of research employing awide range ofmethodological
approaches including stochastic and deterministic optimal control (e.g., Deissenberg
1981; Deissenberg et al. 2004), dynamic games (e.g., Deissenberg and Alvarez Gon-
zalez 2002), and agent-based simulation (e.g., Deissenberg et al. 2008).

Fostering interdisciplinary approaches and combining analytical and computa-
tional methods is an important aspect of Christophe Deissenberg’s work and his
research agenda. Apart from his own contributions, Christophe Deissenberg has
been an important facilitator of research in the areas of economic complexity and
computational economics as an organizer of workshops and conferences, in partic-
ular a highly visible series of COMPLEXITY workshops in Aix-en-Provence, as
editor of several books and journal special issues or as long-term chair of the selec-
tion committee for the Graduate Student Contest of the Society for Computational

J. Arifovic
Department of Economics, Simon Fraser University, Burnaby, Canada
e-mail: jasmina_arifovic@sfu.ca

H. Dawid (B)
Department of Business Administration and Economics, and Center
for Mathematical Economics, Bielefeld University, Bielefeld, Germany
e-mail: hdawid@uni-bielefeld.de

© Springer Nature Switzerland AG 2021
H. Dawid and J. Arifovic (eds.), Dynamic Analysis in Complex Economic Environments,
Dynamic Modeling and Econometrics in Economics and Finance 26,
https://doi.org/10.1007/978-3-030-52970-3_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52970-3_1&domain=pdf
mailto:jasmina_arifovic@sfu.ca
mailto:hdawid@uni-bielefeld.de
https://doi.org/10.1007/978-3-030-52970-3_1


2 J. Arifovic and H. Dawid

Economics. In all these roles, Christophe Deissenberg had an important impact on
the profession pushing economists to keep updating and enlarging their toolbox in
order to deal with the complexity and uncertainty of our economic environment.

The different research papers in this volume, contributed by former students, co-
authors, and close colleagues of Christophe Deissenberg, although addressing a wide
range of economic topics, are all related to his research agenda. They all deal with
issues of optimal individual behavior or policy design in complex environments.
The paper by Alvarez and Sartarelli examines cross-bidding behavior in eBay like
second-price auction environments. They build a computational model of several
parallel auctions and study the implications of different bidding strategies on the
(distribution of) generated surplus in such a setting. Their results based on exten-
sive Monte Carlo simulations suggest that behavior like nibbling, i.e., incrementally
increasing bids, and cross-bidding reduces the variability of obtained surplus with-
out reducing the expectation compared to a strategy of truthful bidding for the most
highly valued object. In this way, the paper provides a theoretical explanation for
the frequent empirical observations of nibbling and cross-bidding in auctions. Also,
the paper by Gilli and Schumann considers a complex problem, namely, the design
of optimal portfolios under different objective functions and constraints. The main
agenda of their paper is to carry out a replication exercise, i.e., to check findings
from a previous paper using different data and also a different implementation of
the numerical optimization algorithm. Although it is widely accepted that the repro-
ducibility of results is an important issue in many areas of (economic) research
including computational work, unfortunately, few systematic studies on this issue
are published. Gilli and Schumann in their study indeed confirm qualitative insights
from previous studies, in particular with respect to the appeal of investing in low-risk
assets of using risk measures differentiating between losses and gains. The contri-
bution by Bensoussan and Sethi considers an optimal investment and consumption
problem in a dynamic setup with multiple securities. They distinguish between sce-
narios where inflation is fully observed andwhere the decision-maker only obtains an
inflation signal and apply dynamic programming to characterize optimal investment
strategies in both scenarios. The main insight from their analysis is that in both cases
the optimal strategy induces investment in the risk-free fund as well as in the same
two risky funds. Only the weights in the optimal allocation differ between the two
information scenarios.

The next two papers address dynamic issues in resource and environmental eco-
nomics, another area of research to which Christophe Deissenberg has contributed.
The paper by van Long extends the established literature on dynamic resource
exploitation games with the tragedy of the commons properties by incorporating
moral scruples of players into such a dynamic framework. In particular, he considers
a differential game of resource exploitation in which agents do not only care about
their material well-being but also about their self-image which is affected by the
difference between their chosen action and the ‘Kantian action’ which is optimal
from a social planner’s perspective. A main insight of the analysis is that under an
appropriate self-image function behavior under a Markov-perfect equilibrium of the
game induces the socially optimal outcome. Whereas van Long focuses on the role
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of moral scruples for dynamic exploitation of a common resource Di Bartolomeo,
Saltari and Semmler analyze how the planning horizon of a policy-maker affects its
design of pollution control measures and the resulting induced dynamics of the stock
of pollution. They consider scenarios where the policy-maker governs the transition
to a higher as well as to lower pollution levels and show that shorter planning hori-
zons of the policy-makers lead to quicker but costlier transitions. These results are
obtained using numerical analysis relying on a Nonlinear Model Predictive Control
approach.

The issue of policy design in complex dynamic environments is also examined in
the next group of papers of this volume. Barnett and Hu employ an open economy
New Keynesian model to analyze the implications of capital controls in combination
with different exchange rate regimes and monetary policies. They identify condi-
tions under which the model exhibits multiple equilibria and unstable dynamics.
Based on this, they derive insights on how a policy-maker can stabilize the econ-
omy. Gurgone and Iori study the implications of different kinds of macroprudential
capital requirements for the dynamic of the financial and real side of the economy
in the framework of an agent-based macroeconomic model incorporating financial
distress propagation. They show that capital requirements that are derived from vul-
nerability measures of systemic risk can improve financial stability without having
negative implications on the real side. Also, Dawid, Harting, and Neugart employ
an agent-based macroeconomic model for policy analysis. In particular, they use the
Eurace@Unibi model, which is an advanced version of the original Eurace model,
whichwas conceptualized anddeveloped in parts byChristopheDeissenberg, in order
to study how different degrees of decentralization in the wage-setting influence eco-
nomic growth and wage inequality. Their extensive simulation analysis shows that
increasing the degree of wage centralization does not only reduce wage inequality
but also implies higher market concentration in the consumption goods sector and
faster economic growth.

The concluding chapter of this volume in honor of Christophe Deissenberg is a
discussion by Vela Velupillai of what he, based on an unpublished Deissenberg paper
from1977, calls the ‘Deissenberg problem’. This problem is formulated as finding the
optimal point in the efficient set and Velupillai analyses the algorithmic complexity
of the problem and its solvability. The paper illustrates nicely how early in his career
Christophe Deissenberg was already concerned with issues of computability and also
man-machine interaction.

All papers in this volume have been peer-reviewed and revised in light of the
reviewer’s comments. We are most grateful to all the colleagues who have provided
helpful and critical feedback on the submissions.
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Cross-Bidding in eBay-like Environments

Francisco Alvarez and Marcello Sartarelli

Abstract Bidding in different (single object) auctions, or cross-bidding, and bid-
ding incrementally within one auction, or nibbling, are two phenomena observed in
platforms like eBay. This paper tests with numerical methods the validity of a theo-
retical setting that rationalizes such behavior, while bidders are assumed to observe
privately and without error, their valuations from the onset and the objects are imper-
fect substitutes. Our analysis shows that cross-bidding and nibbling might reduce
significantly the variability in the bidder’s surplus.

Keywords Auction · Cross-bidding · eBay · Montecarlo · Multiple auctions ·
Nibbling

JEL Classification: C15 · D44 · D90

1 Introduction

Single object auctions have led to a vast—and fruitful—body of theoretical literature
in economics over decades. From a theoretical viewpoint, an auction is an adverse
selection problem in which a side of the market has some informational advantage
and is allowed to send messages—which determine assignment and payments—to
the other side. In the most extensively used model, buyers have private information
about their valuation of the good on sale and submit individually bid prices to the
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seller. The seller assigns the object to the bidder who submitted the highest bid. With
a number of variations, the bids also determine the winning bidder’s payment.

While a great deal of the existing theoretical literature considers an auction in
isolation, real-life markets are ahead of the theory, as evidence from eBay shows
that the same bidder either bids several times in the same auction, called nibbling
(Ockenfels and Roth 2006; Alvarez and Sartarelli 2020), or bids in multiple auctions
running simultaneously, called cross-bidding (Anwar et al. 2006), or both. As it is
well-known, all auctions in eBay are second price auctions. Typically, many auctions
for similar goods are held simultaneously. Within each auction, any given buyer is
allowed to revise her bid upwards as much as desired. Of course, switching between
auctions is also allowed. If anything, these bidding platforms have set to virtually zero
search and switching costs among auctions. Consequently, the selection of auctions
and the timing of bidding are a part of the bidder’s strategy, at least in what we are
to name informally as eBay-like environments.

This paper contributes to build a bridge between theory and eBay-like environ-
ments. Our approach has two essential characteristics. First, we lay on a behavioral—
as a synonymous to non-fully rational—ground. Generally speaking, rational agents
anticipate the consequences of their actions as much as their information set allows
for and choose the action that maximizes their conditional expected utility. A vast
literature has studied a number of departures from rationality. We take an intention-
ally simple approach: our bidders just play the current best move every time they are
called to play. Second, we rely on numerical methods, which have a clear potential
for combining theory and data.1

Our model mimics the features outlined above. A fixed number of auctions are
held.Wegive the sellers a passive role: a single object is inelastically supplied in every
auction. On the demand side, we consider a fixed set of bidders. Valuations of each
object are privately observed at the start of the game and differ along two dimensions:
objects and bidders. Each bidder only derives utility from her most valued object she
is awarded with (if more than one). All auctions run in parallel for a fixed number
of periods. Bidders are allowed to increase—but not to withdraw—their bids over
time within an auction or to switch among auctions. Like eBay auctions, we take the
second price auction rule. Only the standing prices at the end of the last period are
taken into account.

The underlying motivation for this model is to explain two facts that have been
consistently reported in the empirical literature on eBay-like environments. First,
within an auction, bidders bid incrementally, i.e.,nibble. Second, the samebidder bids
in different auctions for goods that are probably perceived as imperfect substitutes,
i.e., cross-bid. There is a compelling theoretical prediction for second price auctions,
such as eBay: it is weakly dominant to bid truthfully, that is, the true valuation. The

1The analysis and implications of departures from rationality in decision-making has acquired
a markedly cross-disciplinary “flavor” over decades. For example, Tesfatsion (2003), reviews the
literature on agent-basedmodelingwhich received contributions from scientists and social scientists
alike; Camerer et al. (2011) reviews the economics literature which has tried to rationalize a number
of puzzling predictions thanks to insights from other disciplines in social science; finally Chernev
et al. (2015), reviews research on choice overload in psychology.
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canonical model that leads to that prediction considers just a single object on sale.
The extension to a multi-object setting when each bidder wants only one—but no
one in particular—object is rather straightforward.

The first part of our analysis focuses on whether truthfully bidding still survives as
a robust prediction when any given bidder perceives the objects on sale as imperfect
substitutes. We have explored, through Monte Carlo (MC) simulations, the outcome
delivered by two different scenarios. In the first scenario, we assume that all bidders
bid truthfully, just once, and for their highest valued object (assuming valuations are
i.i.d. across bidders and objects). This is an intentionally simple bidding strategy and,
perhapsmore importantly, as close as it can be to the strategy suggested by the single-
auction models. We denote this strategy as second price. In the second scenario, we
assume that all bidders nibble. More specifically, each time a bidder is called to play,
she bids incrementally for the good that is currently offering her the highest surplus,
i.e., the difference between valuation and winning price. Each MC run is defined by
a set of valuations. For each set, we simulate separately both scenarios. Our findings,
averaging across MC runs, show that there is not a clear better strategy between
second price and nibbling in terms of expected bidders’ surplus. Interestingly, there
are differences in the second order moments: the surplus under nibbling has lower
variability than under second price. Our analysis suggests that nibbling generates a
cross-auction correlation between winning prices, and that reduces the variance of
surplus with respect to second price.

The second part of our analysis deals with a somehow smoothed version of second
price bidding. Under the nibbling scenario, we assume that two kinds of nibblers
coexist:hard and loose. Hard nibblers restrict themselves from the onset to participate
in a subset of auctions for objects that they value highly and, each time they are called
to play, they bid aggressively, that is, close to their true valuation of the corresponding
object. In contrast, loose nibblers do not impose themselves any ex-ante participation
constraint and, whenever they bid, they bid just slightly above the current winning
price. In a nutshell, hard nibblers are more similar to second price bidders or, more
precisely, more similar than loose nibblers are. Our results again show that there
is not a clear best strategy in terms of surplus but, if anything, there is a slight
out-performance of loose over hard nibblers.

The rest of the paper is organized as follows: Section2puts our paper in perspective
in the related literature. Section 3 describes the model. Section 4 defines precisely
the strategy space under consideration. Section 5 contains the analysis and results
and, finally, Section 6 concludes.

2 Related Literature

Our paper is related to at least two strands of the literature on online auctions. One
strand analyzes deviations in observed bidding behavior relative to what is predicted
by canonical models of second price auctions when multiple bids are allowed, i.e.,
intra-auction bidding or nibbling, and the close time is fixed and known, i.e., hard
close, as in eBay. The second strand focuses, instead, onmultiple auctions, motivated
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by the fact that bidders may simultaneously be bidding on different but similar goods
being sold in different auctions, i.e., inter-auction bidding or cross-bidding.

Empirical evidence from (non-)experimental studies on online auctions overall
shows that the nature of bids heavily depends on the timing of bidding, e.g., early
or late bidding. Roth and Ockenfels (2002) test whether the share of last minute
bidders, called snipers, differs in eBay and Amazon auctions since the former uses
a hard close, i.e., the end time is known from the onset, while the latter a soft close,
i.e., the end time is extended if a bid is placed within the last three minutes from the
current end time. In line with predictions, the empirical evidence shows a larger share
of snipers under the eBayhard close rule. Similarly,Ockenfels andRoth (2006), prove
that sniping may hold in equilibrium as the best reply to nibbling and find empirical
support for this prediction using eBay data.

In related work, Ely and Hossain (2009) test whether sniping increases bids and
surplus in an auction by conducting a field experiment which consists in placing
early and late bids in an auction and measuring whether the experimental bids alter
its outcome.Theyfind that sniping leads to a larger average surplus. In our own related
work, we leveraged data from the Hossain and Morgan (2006) field experiment in
eBay auctions to test whether the shipping cost, defined as a share of the reserve
price and the reserve price affect sniping and also nibbling. We find that nibbling
is significantly higher when the shipping cost is a high share of the total price but
only for music CDs auctions, while no effect is observed for Xbox games auctions
(Alvarez and Sartarelli 2020). A growing body of empirical literature reports that
bidders bid incrementally over time within an auction in eBay-like environments
(Roth and Ockenfels 2002; Backus et al. 2015; Alvarez and Sartarelli 2020), i.e.,
nibble.

A number of theoretical papers have attempted to rationalize nibbling observed
in eBay auctions. Rasmusen (2006) is the first study proposing a two-bidder model
with an ex-ante asymmetry. One of the bidders is standard in that she knows her own
valuation (but not her rival’s). The other fails to know even her own valuation but
can costly learn it throughout the auction. The paper characterizes equilibria under
which the standard bidder snipes while the other bidder plays an incremental bidding
strategy that interacts with her learning process, for auctions with hard and soft
close rules. Hossain (2008) uses a similar framework, with an ex-ante informational
asymmetry in a two-bidder dynamic game, although only for hard close auctions.
The uniformed bidder learns whether her value is larger than the current price or not
costlessly by observing the current auction price, just like in an eBay auction. The
key result is that the informed bidder snipes while the uninformed one nibbles.2

A somewhat different model with no ex-ante differences among bidders and no
value discovery process is proposed by Ambrus et al. (2013). Bidders can bid (or
wait) only at random instants throughout the duration of the auction, which gives rise

2The departure point ofmulti-object single bid auction settings is classically represented byMilgrom
andWeber (1982). They assume that bidders submit bids for no particular object and they are allowed
to bid just once. In short, the choice of an auction and the timing of bidding is absent in the bidder’s
decision process. A number of branches in the theoretical literature have been developed thereafter.
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to multiple equilibria. While under each equilibrium bidders behave symmetrically,
equilibria differ from one another in the extent of nibbling.More importantly, bidders
might implicitly collude either in the extent of nibbling or by abstaining frombidding.
In equilibrium sellers’ revenues are lower than under the standard truthful bidding
strategy.

To the best of our knowledge, Vadovič (2017) offers the most recent theoretical
contribution to rationalize behavior observed in online auctions by adding to the idea
of value discovery used in previous studies two novel ingredients: a market in which
goods are not auctioned and a search cost to find in the market substitute goods to
those being auctioned. Bidders are ex-ante identical but nature assigns each bidder a
different search cost to find amarket for a close substitute to the good being auctioned.
Additionally, since auctioned goods have a common and known value, then bidder’s
type is unidimensional and is given by the search cost. Then, bidders with high search
cost bid early to signal they are aggressive while those with low search cost observe
early bids and search for alternative markets. In short, early bidding helps bidders to
coordinate their decisions to either leave or stay in the auction.

In addition to rationalizing multiple bids in a single auction, Vadovič (2017) also
suggests that while some bidders can only obtain the good they are interested by
winning an online auction, because a bidder may live in a remote location or may not
search for the good in other markets, other bidders may try to buy the good from a
different seller. For simplicity, Vadovič (2017) considers a market in which the good
is not auctioned, thus ignoring the case in which two similar goods are each sold in
a different auction and a bidder may simultaneously or sequentially bid in any of the
two auctions, i.e., cross-bidding.

In related theoretical work, Backus et al. (2014) study the relationship between
price dispersion for a good auctioned and search costs and establish that they are
negatively related. The intuition is that the lower the search cost the easier or quicker
it is for bidders, first, to find if multiple auctions of the same good (or of substitutable
ones) are run simultaneously and, second, to bid on the cheapest good. When they
test their prediction using data on eBay auctions they find that visible goods, which
have a lower search cost, have a higher probability of being sold and, when they
consider only those goods who are sold, visible ones are sold at a higher price.

However, perhaps the only empirical study offering evidence of cross-bidding is
by Anwar et al. (2006). They test by using data on eBay auctions the hypothesis that
auctions of substitutable goods are run independently of one another. Their results
reject this hypothesis in favor of 19–30% of bidders submitting bids in competing
auctions. In addition, they find that cross-bidders tend to bid in the auction with the
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lowest bid, in line with theoretical predictions. Finally, they find that those subjects
bidding in multiple auctions pay lower prices, by about 10% relative to those who
bid in a single auction.3

3 Model

Our theoretical model captures some characteristics of eBay auctions with the aim of
reproducing essentially the environment in which buyers take decisions.We consider
K single object auctions being held simultaneously and N bidders, or buyers, with
N > K . In the sequel, n and k denote an arbitrary bidder and auction, respectively.

Auctions evolve over discrete time. We denote by period the object of time.
Periods are indexed by t . All eBay auctions are hard close auctions: the end time is
known from the onset and independent of the bidding record. In line with this, we
assume all auctions start at period t = 0 and finish at t = T − 1. In eBay, bids take
place in continuous time, which implies that each bidder knows exactly the winning
bids every time he bids. To account for that, we assume within each period there are
N rounds. Exactly one bidder is allowed to bid at every round, and each bidder is
allowed to bid exactly once per period. The ordering in which bidders are allowed
to bid within a period is purely random and changes from one period to the next,
thus no bidder has ex-ante informational advantage due to her position in the bidding
ordering.

Regardingpayments, eBay auctions are secondprice auctions: the highest bidwins
and pays the second highest bid. Thus, we must distinguish winning bid (highest)
from the payment (second highest). At the time of bidding, each bidder observes
the current winning bid in every auction, but not the current payment or winner,
unless for the auction(s) in which she is precisely the current winner. Payments and
assignments are based on prices observed at the end of the last period. Withdrawing
one’s own bid is not allowed: at any given period, the current winner is committed
to pay the current second highest price unless some other bidder outbids it.

In our model, sellers do not play any role, i.e., supply is inelastic and exogenous.
Regarding the buyers, let vn,k denote bidder n’s valuation of the object being sold
in the auction k. We further assume that each bidder only wants one object. Thus,
more precisely, vn,k represents the corresponding valuation if—and only if—bidder

3Our paper is also related to studies on multiple auctions in operational research, whose common
objective is maximizing the efficiency of algorithms which, on behalf of bidders, bid in multiple
auctions, i.e., proxy bidding. Byde et al. (2002), Anthony and Jennings (2002) develop an algorithm
which can bid for multiple units of a good is sold in different types of auctions, e.g., English or
Dutch, with different start or end times. In related work Ma and Leung (2007) develop an algorithm
to bid in multiple continuous double auctions, which are common in commodities markets and have
the peculiarity that bidders and auctioneers can continuously update their bid and ask throughout
the trading period. Finally, Chang (2014) creates a proxy measure of heterogeneity in cross-bidding
behavior by using statistical methods in entropy analysis and finds that it is positively correlated
with revenues.



Cross-Bidding in eBay-like Environments 11

n only wins auction k. Formally, if bidder n wins a subset ofK auctions, her utility is
max{vn,k | k ∈ K }. As usual, we assume valuations are privately observed by each
bidder at the start of period 0. We will further assume for most of the analysis that
valuations are i.i.d. draws from a uniform distribution in [0, 1].

4 Strategy Space

As mentioned, eBay is a second price auction, and we have assumed that valuations
are known from the onset. A well-known result for the single object auction setting
is that it is weakly dominant to bid truthfully (true valuation). The underlying reason
is that in a second price auction your bid determines your likelihood of winning but,
in case of winning, your payment is independent of your bid (save that you know
that it will be below). Obviously, if I am to bid truthfully, I will bid only once, and
with no defined preference over timing.

Truthfully, bidding in eBay-like environments has an additional complexity since
we are assuming that if a bidder happens to win more than one auction he only
obtains utility from his most valued object among those he has been awarded with.
A standard argument then induces to bid only for the most valued object. We denote
that bidding strategy as second price bidding, as its justification is essentially based
on the second price character of the payment rule.

Definition 1 Under a second price bidding, the bidders bid truthfully, only once,
and each bidder bids for her highest valued object.

One of our main objectives in this paper is analyzing to what extent this strategic
signaling does improve the bidders’ surplus when those outside options are in fact
other auctions running simultaneously and—more importantly—with an endogenous
price. As mentioned in the introduction, our approach is behavioral. We consider a
nibbling strategy under which, whenever each bidder is called to bid, she bids:

1. incrementally and only in the auction which currently offers her the highest sur-
plus;

2. only if she is not the current winner of that auction;
3. only if the valuation of the object on sale in that auction lies above some threshold

value.

Formally, let w = (w1, . . . , wK ) and vn = (
vn,1, . . . , vn,K

)
denote the vector of

currentwinningprice andbiddern’s valuations, respectively,where the time subscript
is omitted in w. So that, bidder n’s current surplus is sn = vn − w. Furthermore, let
k∗ be the index of the highest entry in sn , that is, the auction offering highest current
surplus for bidder n, and let n̂(k∗) denote the current winner in auction k∗. Then
bidder n’s bid at the current period is only in auction k∗ and it is:

bn(vn,w, n̂(k∗)) = (
αwk∗ + (1 − α)vn,k∗

) × 1(n̂(k∗) �= n) × 1(vn,k∗ ≥ β), (1)
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where 1 is an indicator function, α ∈ (0, 1) and β lies in the support of the valuations.
The first term on the right-hand side of Eq. (1) accounts for the incremental bidding
described in point 1 in the numbered list above.4 Increments are a convex linear
combination, parametrized by α, of the current winning price and valuation.5 The
second and third terms in Eq. (1) refer to the points 2 and 3 in the numbered list
above, respectively. In particular, β defines the threshold below which that auction
is disregarded.

Definition 2 Under a (α, β)-nibbling strategy, or simply nibbling, each bidder
follows Eq. (1) each time she plays.

Of course, the above nibbling strategy allows for a number of different bidding
behaviors. We will focus on two extreme cases, which we will denote as hard and
loose nibblers, or H and L , respectively. Hard bidders select a priori just a few
auctions (high β) to participate in, while then they bid relatively aggressively (low
α).6 In contrast, loose bidders are not a priori selective nor aggressive, thus, they
have low β and high α, respectively. In other words, hard nibblers bid more than
once, but cross-bid less than loose nibblers. When nibbling is assumed, both H and
L are assumed to coexist.

5 Analysis

Our analysis is divided into a number of subsections. We first present the parameter
values that define our benchmark scenario (Sect. 5.1). Then we compare second
price and nibbling bidding strategies from the buyers’ perspective (Sect. 5.2) and
present descriptive statistics of the nibbling behavior (Sects. 5.3 and 5.4). Finally,
some robustness analysis is presented (Sect. 5.5).

5.1 Setting and Computation Time

We perform a numerical analysis of the model using Monte Carlo (MC) simulations.
Table 1 summarizes the parameter values used for this section, which will be gener-
ically labeled as the benchmark values. In Table 1, the first block of rows define the
auction environment: number of bidders, objects, hard nibblers, number of periods
and the probability law that generates the valuations. The second block defines the

41(A ) = 1 if event A occurs, while 1(A ) = 0 otherwise.
5Notice that Eq. (1) implicitly assumes wk∗ < vn,k∗ . Otherwise the bid would be below the current
winning price and thus it would be irrelevant.
6The term a priori refers to the fact that the condition vn,k ≥ β, which defines whether bidder n
wants to participate in auction k or not, can be checked before the bidding time starts.
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Table 1 Benchmark parameter values

Parameter Value Brief description

N 20 Number of bidders

K 5 Number of objects

NH round(0.3*N) Number of hard nibblers

T 5 Periods

vn,k i.i.d. draws U(0, 1) Valuations

(αH , αL ) (0.7, 0.9) Aggressiveness

(βH , βL ) (0.5, 0) Selectivity

MCtot 2000 No. Montecarlo runs

nibbling strategy. Finally, the last row shows the number of MC simulations.7 In the
Appendix we compare some parameter values in Table 1 with evidence from eBay
auctions. While some values are larger the difference is not huge once it has been
taken into account the fact that we assumed a fairly heterogeneous pool of bidders,
i.e., second price bidders, Hard and Loose nibblers and not all N bidders in ourmodel
bid in all auctions.

The computation time increases approximately linearly with the number of MC
runs and the number of periods, while it increases quadratically with the number of
bidders and objects. All other parameter values—within reasonable bounds—do not
have amajor impact on the computation time. Some numerical exploration shows that
increasing the number ofMC runs does not lead to sizable gains in terms of robustness
of our results.We have also found that the results are qualitatively invariant as long as
the ratio between the number of objects and the number of bidders is kept constant.

5.2 Second Price Versus Nibbling

This subsection deals with the comparison between second price and nibbling. More
precisely, for each MC, we run for T periods with all bidders playing nibbling (H
and L nibblers coexisting) and—for the same realizations of the valuations—we
compute the corresponding outcomes when all bidders play second price. The fact
that the same realizations are used under two different strategies generates paired
samples, thus ensuring that the difference in the outcomes is not due tomore favorable
realizations for a specific strategy.

Let us consider bidders’ surplus (valuation minus payment) as the starting point.
The choice between second price and nibbling in terms of surplus is not trivial. The
driving forces are emphasized in Tables 2 and 3. Both tables consider a setting with

7The code, written in Python 3.6.5, will be made available by the corresponding author upon
request.
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Table 2 Nibbling
outperforms second price

Bidder Object 1 Object 2

A 10 9

B 8 0

C 0 1

Table 3 Second price
outperforms nibbling

Bidder Object 1 Object 2

A 10 0

B 0 9

C 8 7

two objects on sale and three bidders. The numbers in the cells are the corresponding
valuations. For instance, Table 2, shows that bidder A’s valuation of object 1 is 10.

Consider first Table 2. Under the second price strategy, each bidder bids truthfully
for his most valued object. Thus, A and B bid for object 1, A wins and gets a surplus
10 − 8 = 2. Bidder C is the only bidder bidding for object 2, so she gets it for free
and her surplus is 1. Summing across bidders, the total surplus is 2 + 1 = 3. The
key reason for which there is room for improvement is that A’s valuation for object
2 and B’s for object 1 are both missed while they have a huge advantage over the
next highest valuation. In contrast, the valuations associated with the winning bids
have a tight margin over its rivals.

Now, let us apply over those valuations a nibbling strategy inwhich all bidders have
β = 0 and α is arbitrarily close to one. In words, all bidders consider participating
in all auctions and the increments are very small. Still, B and C will only bid for
object 1 and 2, respectively. Bidder A will start bidding for object 1 and, once she
realizes that her opponent for object 1 is stronger than for object 2, she will switch
to object 2. More specifically, C will stop bidding when the winning price for object
2 is 1. At that price A’s surplus at that auction is 9 − 1 = 8. Thus, when the race for
object 1 between A and B hits the winning price 2, which delivers A surplus of 8,
A will switch definitely to object 2, to obtain that surplus, thus B gets object 1 at
price 2, which delivers her a surplus 9 − 2 = 7. The total surplus is now 8 + 7 = 15.
It is worth noting that the nibbling strategy is based on private observation of the
valuations and public observation of the current winning price, which is the standard
in eBay auctions.

The valuations in Table 3, reverse the surplus-based ranking of strategies. Under
second price, A gets object 1 with a surplus of 10 − 8 = 2 while B gets object 2
with a surplus of 9, since C goes for object 1. The total surplus is 2 + 9 = 11. The
key point for having a higher total surplus under second price than under nibbling
is that C , who is bound to loose in both auctions, under second price only increases
the winning price in one auction, while by nibbling she increases the wining price
in both. In effect, C will keep switching and bidding while rivals are bidding and
her surplus is positive in some auction, which means that she will definitely quit
auctions for objects 1 and 2 when the corresponding prices hit 8 and 7, respectively.
That implies a total surplus of 10 − 8 + 9 − 7 = 4.
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Fig. 1 Second price versus nibbling surplus

Table 4 Summary statistics for second price and nibbling surplus

Mean Std Min 25% 50% 75% Max

Second
price

0.115 0.080 0.010 0.055 0.085 0.168 0.544

Nibbling 0.104 0.028 0.018 0.084 0.103 0.121 0.213

The outcome from the MC simulations regarding bidder’s surplus is shown in
Fig. 1. Each point in panel (a) in Fig. 1 is a MC run or, equivalently, a table of
valuations since our data are from paired samples. Points above (below) the 45◦
line correspond to a MC run in which surplus under the nibbling strategy is greater
(smaller) than under second price bidding.

The first essentialmessage fromFig. 1, is that numerical analysis seems necessary,
as there is not a clear ranking between second price and nibbling in terms of bidders’
surplus. More precisely, such ranking is not clear in terms of expected surplus.
Moreover, there is no correlation between surplus under the bidding strategies under
consideration. Still, the figure reveals that surplus under second price (horizontal
axis) has a much larger variability than under nibbling (vertical).

Panel (b) in Fig. 1, plots the (marginal) histograms of surplus under both strategies,
thus disregarding the pairing. From the figure, it is apparent that the surplus has a
much larger standard deviation under the second price than under nibbling, while the
expected values are quite close to one another.

Finally, Table 4, summarizes Fig. 1. The table shows marginal statistics, thus
ignoring pairing. There is no significant difference between the average surplus under
the second price and nibbling at conventional significance levels (p-value 0.552),
while—as a measure of dispersion—the inter-quantile range under second price is,
roughly, three times higher than under nibbling. The same conclusion follows from
the corresponding standard deviations. In a nutshell, our numerical analysis suggests
that in real auction bidders do not nibble in order to attain a larger expected surplus
but a lower variability in surplus.
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Why is there more volatility under second price than under nibbling? Nibbling is
a mechanism under which there is a transmission of information—through bids—
across auctions. Our claim is that the correlation of bidding over different auctions
tends to stabilize the surplus. Instead, second price bidding does clearly not generate
any cross-auction correlation.

We report in the Appendix shows evidence for the comparison of payments.
Essentially, the basic message follows analogously. The average payment is not
significantly different under second price than under nibbling, while the standard
deviation under second price bidding is much larger than under nibbling.

5.3 Morphology of Nibbling

This subsection analyzes the assignment generated by nibbling. The first question is
to what extent this assignment is similar to the one generated by second price. We
must first notice that the difference in assignments between these bidding strategies
can be due to the fact the second price might leave objects unassigned. It might be
the case, for instance, that object 1 is the most valued for all bidders, which implies
that—under second price bidding—no bidder will bid for an object other than object
1. If so, except object 1, the others will be unassigned.

By using the valuations in Table 2, we can assess whether there are coincidences
between assignments—or winners—under second price and nibbling. We report this
in Table 5, which shows that there are no coincidences in winners: though A wins
an object under both bidding strategies, they are different objects.

In addition, we report in Fig. 2, the percentage of coincidences for the same
object over MC runs. The figure shows that the modal value is slightly lower than
40%of coincidences,which is labeled as 0.4 on the horizontal axis, among the assign-
ments under both bidding strategies in 700 MC runs (out of 2000). The histogram
is unimodal and approximately symmetric, with the largest percentage of realized
coincidences, 80%, occurring in less than 100 MC runs.8

Next, we turn our attention to switching, that is, the same bidder bidding in differ-
ent auctions (within a givenMC run or, equivalently, for a given set of valuations).We
pose two questions: how much switching does actually occur? Does switching pay
off? The first question is just a matter of counting. The second is more subtle since
switching might pay off to other bidders than the switcher. For instance, taking again
the valuations in Table 2 and the nibbling bidding, bidder A switches from object
1 to 2 and that greatly benefits B (while it harms C). This suggests that measuring
externalities precisely can be a complex task.

We answer the first question by using the evidence reported in Fig. 3. This shows
in panel (a) the average number of switches. For eachMC run, the number of switches
for each bidder goes from 0 to T − 1. For instance, a bidder that bids for object 1

8Recall than under the benchmark parameter values, in Table 1, it is K = 5, so 0.4 means 2 out of
5 possible coincidences.
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Table 5 Winners for the valuations reported in Table 2

Object 1 Object 2

Second price A C

Nibbling B A

Fig. 2 Histogram of coincidences in winners between second price and nibbling

(a) Histogram of switches (b) Histogram of switches made by winners

Fig. 3 Switches

in even periods and bids for object 2 in odd periods, switches T − 1 times. For the
benchmark values, with T = 5, the number of switches ranks from 0 to 4. For each
MC run, we compute the cross-bidder average of switches. The figure shows that,
roughly, 1.3 is the median. The important message is the comparison with panel (b),
which shows that winners tend to switch less.

Figure 3 does not account for externalities. It is important to remark at this point
that switching decisions are purely based on the own interest of the switcher and
just based on observed prices (rather than valuations). Furthermore, in our nibbling
bidding strategy, defined in Eq. (1), all bidders act as price-takers in the sense that
they do not anticipate the effect of switching in future rival behavior. In short, the
mechanism has quite a competitive rather than strategic flavor. To answer the sec-
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Table 6 Regression of surplus on average switching

Coef. Std. err.

Switch 0.0238*** 0.0023

Const 0.0712*** 0.0032

*p < 0.10, **p < 0.05, ***p < 0.01

ond aforementioned question, i.e., whether switching increases surplus, we use the
evidence in Table 6. This table reports estimated coefficients of the regression of sur-
plus on the average number of switching times and it shows a positive and significant
association between switching and surplus. This suggests a positive and significant
association between switching and surplus.

5.4 Hard Versus Loose Nibblers

So far in our analysis, we have analyzed nibbling without taking into account that
the nibbling strategy is not homogeneous. Hard nibblers, denoted by H , are very
selective, they just choose a priori to participate in auctions for which their corre-
sponding valuation is high enough and they bid aggressively in those auctions, in the
sense that their bids are always relatively close to their valuations. In contrast, loose
nibblers, denoted by L , are not a priori selective and their bidding is less aggressive.
Which strategy performs better?

As in the comparison between second price and nibbling, we can think of simpli-
fied examples in favor of H or L nibblers. Clearly, the (comparative) drawback of
H is that they miss the chance to win low-price low-valued objects even though the
higher valued ones lead to lower surplus. In contrast, their advantage is that they are
faster in inducing rivals to quit their targeted auctions. Table 7 provides valuations
under which H outperforms L’s.

Table 7 shows three bidders’ valuations for two objects. Bidder A is a H nibbler
while bidders B and C are both L’s. Assume that, prior to bidding, the value of β,
which is larger for H than for L , is such that A decides to go only for object 1 while
B and C are willing to go for both objects. Whenever they bid, let αH and αL denote
the corresponding bidding parameters for H and L , respectively (see Eq. 1). The
argument that follows does not really depend on the ordering of bidding, but it can

Table 7 H nibbler outperforms L’s

Bidder Object 1 Object 2

A (hard) 10 2

B (loose) 10 5

C (loose) 10 2
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Fig. 4 Intra-group
cross-bidder average of H
versus L nibbler surplus. The
green line is the 45◦ line.
Each point is an MC run

be made simpler if we assume that the ordering is A, B, C in the first period and then
any ordering in subsequent periods. Following Eq. (1), A starts bidding (1 − αH )10
for object 1. Clearly, if αH ≤ 1

2 , then B and C will not bid for object 1 thereafter,
which gives A object 1 and a surplus αH10. In turn, B andC engage in a competition
for object 2. If αL is close enough to one, C will quit when the winning price is close
enough to 2, which gives B object 2 and a surplus of 5 − 2 = 3. Thus, for any αH in(

3
10 ,

1
2

)
and αL → 1, H has higher surplus than B and C despite A’s valuations for

each object are not higher than any of her rivals. The key is that A has “expelled”
her rivals from object 1 with just her first bid, while B, who is bound to win the race
for object 2 thereafter, is not able to make her rival quit until the corresponding price
hits her rival’s valuation.9

Figure 4 reports for eachMCshown as a point the intra-group cross-bidder average
surplus for L on the horizontal axis and for H on the vertical one, analogously to
panel (a) in Fig. 1. Points above the 45◦ line are MC runs (set of valuations) under
which surplus for L is larger than for H . The further away from the diagonal, the
larger the difference. The figure reveals a greater mass of points above the diagonal.
There is a number ofMC runs under which the H do not get any object, which means
their surplus is zero, and the corresponding points lie on the vertical line at zero on
the horizontal axis. Table 8 complements Fig. 4 by reporting only the number of
wins, regardless of the surplus for each win. Again, it shows a clear dominance of
L’s over H ’s strategy.

9Of course, not only the valuations but the choice of αH ∈ ( 3
10 , 1

2

)
is essential for the result. A

lower value of αH would expel A’s rivals from auction 1 in A’s first bid as well, but A’s surplus
would also be lower. A higher value of αH would not expel B in A’s first bid, which would imply
also a lower surplus for A.
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Table 8 Number of wins for
H and L nibblers across MC
runs

Value H wins L wins

0 134 1

1 546 84

2 830 404

3 404 830

4 84 546

5 1 134

5.5 Robustness

A number of variations to the benchmark parameter values have been explored, all
them showing that findings are qualitatively robust. We split our robustness analysis
into two parts, that we label as fixed and random effects. Fixed effects have to do
with deterministic elements: the percentage of Hard versus Loose nibblers or how
much difference is there between both types of nibblers. Random effects deal with
variations in the distributional assumptions on the valuations. In order to shorten the
presentation, we focus on the comparison of surplus.

5.5.1 Fixed Effects

In Fig. 5, we report surplus from a setting with a large percentage of Hard nibblers,
panels (a) and (b) and the opposite setting, that is, with a low percentage of hard
nibblers (equivalently, a large percentage of loose), panels (c) and (d). Specifically,
we have changed the row for NH in Table 1, containing the benchmark values, to
round(0.7*N) and round(0.1*N) for the case of large and low percentage
of hard nibblers, respectively, while all other parameters are kept at the benchmark
values. Results in panels (a) and (b) are in line with the ones in Fig. 1, and so are
(c) and (d). An increase in the percentage of Hard nibblers reduces the variance of
nibblers’ surplus.

Figure 6 keeps the percentage of Hard nibblers at its benchmark value, while it
increases the difference in behavior between Hard and Loose nibblers. That dif-
ference has two dimensions: aggressiveness and selectiveness. Hard bidders are
more aggressive than Loose as the former bid closer to their valuations. We have
parametrized aggressiveness with α, in Eq. (1), such that nibblers are more aggres-
sive as α decreases. Panels (a) and (b) of Fig. 6 are obtained under αH = 0.2, while
its benchmark value, in Table 1, is 0.7 for Hard and 0.9 for Loose nibblers.

A second dimension in which Hard and Loose nibblers differ is selectiveness.
Hard nibblers focus on a smaller range of auctions than Loose nibblers or, equiv-
alently, Hard nibblers just bid when the valuation is large enough. We parametrize
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(a) Second price vs nibbling surplus (many Hard)
(b) Histogram of Second price and nibbling surplus
(many Hard)

(c) Second price vs nibbling surplus for (few Hard)
(d) Histogram of Second price and nibbling surplus
(few Hard)

Fig. 5 Fixed effects variations I: many versus few hard nibblers

selectiveness with β, in Eq. (1), with selectiveness increasing with β. Panels (c) and
(d) of Fig. 6 are obtained under βH = 0.8, while its benchmark value, in Table 1,
is 0.5 for Hard and 0 for Loose nibblers. Finally, panels (e) and (f) show results for
simultaneous variations in selectiveness and aggressiveness.

5.5.2 Random Effects: Distributional Assumptions

Next, we present results for different distributional assumptions on the valuations.
In particular, we have considered Beta-distributed valuations. The benchmark model
assumes that valuations are uniformly distributed, which is a Beta(1, 1) probability
distribution. More generally, all Beta(a, b) distributions with a = b are symmetric.
In addition, when a = b < 1 holds, the distribution is bi-modal, the modes being
0 and 1. In turn, the cases a = b > 1 are unimodal, thus the mode is 1

2 . We have
assumed that valuations are distributed as Beta

(
1
2 ,

1
2

)
and Beta(2, 2), which we

simply refer to as bimodal and unimodal valuations hereafter.
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(a) Second price vs nibbling surplus (very aggres-
sive)

(b) Histogram of Second price and nibbling surplus
(very aggressive)

(c) Second price vs nibbling surplus for (very selec-
tive)

(d) Histogram of Second price and nibbling surplus
(very selective)

(e) Second price vs nibbling surplus for (very aggres-
sive and selective)

(f) Histogram of Second price and nibbling surplus
(very aggressive and selective)

Fig. 6 Fixed effects variations II: aggressiveness and selectiveness

Results are reported in Fig. 7. Panel (a) and (b) are the counterparts of Fig. 1
for the case of unimodal valuations, with the green line in the panel being the 45◦
line and each point an MC run. Panel (c) and (d) present the analogous results for
the bi-modal case. As mentioned before, surplus under nibbling strategy exhibits
considerably less variability than under second price bidding in all cases.
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(a) Second price vs nibbling surplus (unimodal val.)
(b) Histogram of Second price and nibbling surplus (uni-
modal val.)

(c) Second price vs nibbling surplus for (bimodal val.)
(d) Histogram of Second price and nibbling surplus (bi-
modal val.)

Fig. 7 Random effects variations: Beta distributed valuations

6 Conclusion

This paper aims to provide a theoretical framework to study a market composed
of several single object auctions that run simultaneously over time, in each auction
bidders are allowed to update bids over some bidding period and the objects on sale
are perceived as imperfect substitutes by the pool of bidders, who face no search
nor switching costs to cross-bid in different auctions. Following one of the most
worldwide known such markets, we have named this as eBay-like environment.
Our main motivation is to explore justifications underlying two observed facts in
bidding behavior in this environment: bidders bid incrementally in an auction, which
is usually termed as nibbling, and the same bidder bids in different auctions over
time, that is, there is cross-bidding.

Our results, obtained using standard numerical methods, suggest that a certain
combination of nibbling and cross-bidding reduces the variability of bidders’ surplus,
while it has a low marginal impact in terms of expected surplus, as compared to a
sharper bidding strategy under which bidders commit themselves to participate in
just the auction for their highest valued object (which eliminates cross-bidding) and
to bid truthfully in that auction (which eliminates nibbling).

Although we have explored the qualitative robustness of the main results to a
number of variations in the values of parameters and distributional assumptions in the
numerical methods we used, we consider this as a first step. Particularly, we believe
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that a fruitful path for future research is testing our predictions with experimental
and nonexperimental data. Within eBay auctions, it would be interesting to explore
the capacity of our setting to predict the observed amount of cross-bidding, ideally
by creating a large meta-dataset obtained by combining existing datasets on eBay
auctions used in different studies. Furthermore, our model assumes the coexistence
of behaviorally different nibblers, that is, nibblers who differ not in their ex-ante
valuations but in their strategies. Probably, this heterogeneous behavior is present
in any given set of real auctions. One interesting exercise would be to use data to
calibrate our modelization of heterogeneity and then use the model to predict their
impact on the auction’s outcome.

An additional extensionmight be of interest. Three stylized facts have been consis-
tently reported in empirical works: nibbling, cross-bidding, and sniping. The latter
consists of submitting last minute bids. Thus snipers are not nibblers and are not
cross-bidders in the sense that they do not participate in different auctions simulta-
neously. Sniping has not been considered in this paper. To the best of our knowledge,
to rationalize the coexistence of those three bidding strategies in real markets remains
an open question.

Appendix

Benchmark Values and a Sample from eBay

Alvarado Guevara (2019) analyzes a dataset of two hundred eBay auctions which
were randomly selected between March and April 2019. The auctioned items were
secondhand mobile phones, which makes the sample relatively homogeneous. For
each auction, the whole bidding record was downloaded by the author just after the
termination of the auction.10 This subsection discusses to what extent the benchmark
values used in our paper are in line with statistics computed from that sample.

In our model, N is the number of bidders within an auction. Figure 8 plots, for
each auction in the sample, the number of bidders against duration, computed as the
difference between the opening of the auction and the last bid. While the red line
shows that the average number of bidders is 10.84, it is higher for auctions using the
eBay standard 7days closing rule and closer to our benchmark N = 20.

In our model, T is the number of times each bidder bids under nibbling (assumed
exogenous in our model). Any given bidder in our model does not bid all of the T
rounds in the same auction. Thus, the observed sample statistic of bids per bidder
within an auction should be taken as a lower bound for T . Table 9 shows some
percentiles of the distribution of bids per bidder. Our benchmark value is T = 5.

Finally, K is the number of auctions that each bidder considers simultaneously.
Clearly, some bidders might bid in auctions within our sample and in bids in other

10The raw data can be supplied on request from the corresponding author of this paper.
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Fig. 8 Number of bidders versus duration (in days). Each dot corresponds to an auction. Duration is
computed as the difference between the opening time and the time when the last bid was submitted.
The red line is the average of the number of bidders, which is 10.84

Table 9 Percentiles of bids per bidder

0% 25% 50% 75% 100%

1 1.83 2.26 3 7.44

auctions. Thus, the cross-bidding within our sample must be understood as a lower
bound of the actual cross-bidding. Only 14% of the bidders of the sample bid in
more than one auction (among the auctions in the sample). Among those bidders,
the average number of auctions is 2.85, while we have taken K = 5 as benchmark
value.

We do not try to justify all other benchmark values using sample statistics. The
percentage of hard nibblers, α and β essentially define the strategy space under con-
sideration. To elicit behavioral rules from observed bids constitutes an interesting—
and not trivial—question in itself, which we consider beyond the scope of this paper.
A similar comment applies to the probability distributions generating valuations.

Second Price Versus Nibbling Payments

See Fig. 9 and Table 10.
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(b) Histogram of Second price and nibbling payment
(a) Second price vs nibbling payment

Fig. 9 Histograms of second price and nibbling payment

Table 10 Summary statistics for second price and nibbling payment

Mean Std Min 25% 50% 75% Max

Second
price

0.827 0.089 0.383 0.750 0.857 0.895 0.965

Nibbling 0.811 0.031 0.685 0.792 0.813 0.833 0.906
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Risk–Reward Ratio Optimisation
(Revisited)

Manfred Gilli and Enrico Schumann

Abstract We study the empirical performance of alternative risk and reward speci-
fications in portfolio selection. In particular, we look at models that take into account
asymmetry of returns, and treat losses and gains differently. In tests on a dataset
of German equities, we find that portfolios constructed with the help of such mod-
els generally outperform the market index and in many cases also the risk-based
benchmark (minimum variance). In part, higher returns can be explained by expo-
sure to factors such as momentum and value. Nevertheless, a substantial part of the
performance cannot be explained by standard asset-pricing models.

1 Introduction

The primary goal of this chapter is not exciting to non-scientists: we want to redo
something we already did; we want to replicate a previous study. (We said primary
goal: we add some new material too.)

In Gilli and Schumann (2011b), we examined a large number of alternative spec-
ifications for portfolio-selection models. The key results were: (i) primarily risk-
based and even completely risk-based investing lead to portfolios with attractive
risk–reward characteristics, and (ii) risk definitions that captured asymmetry, i.e. dif-
ferentiated between losses and gains, worked better than symmetric risk definitions
such as volatility.

In this chapter, we attempt to replicate these findings. Replication does not mean
that we rerun old code and try to come up with the very same numbers. It is meant
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in a qualitative sense. That is, we see whether we can confirm (i) and (ii), but with
a new data set, which also covers the time after Gilli and Schumann (2011b) and
in particular the financial crisis 2007–2008, and with a new implementation of all
algorithms.1

1.1 Risk-Based Investing

It all starts with Markowitz (1952), who argued persuasively that investors should
(and do) care about risk. Hence, risk should be one key element when constructing a
portfolio. Early on, his choice of a risk measure—variance of portfolio return—was
criticised. After all, not all return variation is perceived as bad by investors. Still,
because it was simple and tractable, it was quickly adopted in research and practice.
(In practice mostly for measuring investment performance ex-post; it would take
many years before it was also used in computer programmes that actually imple-
mented Markowitz’s decision rule.)

Irrespective of how risk is measured, it turned out that including and even empha-
sising risk was beneficial not only in a normative, ‘a rational investor should do this’
sense.

For one, there is the literature on the troubles of ‘estimating’ the input parameters in
the portfolio optimisation. Several studies, e.g. Broadie (1993) or Chopra andZiemba
(1993), showed that the much-criticised choice of variance as the risk measure was
not really the cause of trouble, but the expected returns were.

It is by now a stylised fact of equity markets that risk—in the sense of return
variability—is persistent. That makes sense: whether volatility is driven by the fun-
damental riskiness of a business, or by fads and fashions (Shiller 1984): neither cause
is completely erratic. Investors who have preferences about risk (and most have) can
exploit this persistence to build portfolios that suit their preferences.2

But it is not only that we can control risk. Empirical studies also showed that
the capm-implied relationship between risk and reward—more reward comes with
more risk—does not hold. Indeed, in the cross section of stocks, risk-bearing is not
rewarded.

1Software and implementations matter a great deal for reliable results; see Merali (2010). The
computations for Gilli and Schumann (2011b) were implemented in MATLAB, making use of the
Myrinet Cluster of the University of Geneva. For more details see http://spc.unige.ch/doku.php?
id=computing_resources. In this study, all optimisation algorithms are written in r (R Core Team
2017) andwemake them freely available in thenmof package (https://github.com/enricoschumann/
NMOF; Gilli et al. 2019; Schumann 2011–2018). For the walk-forward backtests, we use the pmwr
package (Schumann 2008–2018); again, we make the software freely available (https://github.com/
enricoschumann/PMwR). All computations are done on a work station running Lubuntu Linux with
an Intel Core i7-5820k cpu @ 3.30 GHz (12 cores) with 64 GB ram.
2Many institutional investors, notably pension funds, work under tracking-error restrictions. For
such investors, being able to control portfolio risk is important to fulfil their mandate.

http://spc.unige.ch/doku.php?id=computing_resources
http://spc.unige.ch/doku.php?id=computing_resources
https://github.com/enricoschumann/NMOF
https://github.com/enricoschumann/NMOF
https://github.com/enricoschumann/PMwR
https://github.com/enricoschumann/PMwR
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The first chapters that documented this apparent anomaly date back to the 1970s
(e.g. Black et al. 1972). The results have been interpreted in two ways: The mild—
or modest—interpretation is that return differences in the cross section of stocks
cannot be explained by risk at all. Whether one buys low-risk or high-risk stocks,
one gets on average the same return. As a consequence, one should buy low-risk
stocks, because then risk-adjusted returns will be higher (Black et al. 1972; Chan
et al. 1999). Themore aggressive interpretation says that returns from low-risk stocks
are not only comparable with those of high-risk stocks, but even higher (Haugen and
Heins 1972).

Thismore aggressive interpretation has received empirical support in recent years,
in several forms: in the good performance of low-β stocks (Frazzini and Pedersen
2014), and conversely in the bad performance of stocks with high (idiosyncratic)
volatility, as described in Ang et al. (2006, 2009).

These advantages of low-risk investing motivated much research into better ways
to estimate/forecast risk; see, for instance, Ledoit and Wolf (2004). Alternative
approaches provide improvements, indeed, though it seems hard to identify a best
method (Chan et al. 1999; Disatnik and Benninga 2007). This research, however,
considered exclusively variance as a measure for risk.

1.2 Alternative Measures of Risk

There ismuch less research that addresses the long-standing criticism ofMarkowitz’s
choice of a risk measure: only a few studies have reported results when variance is
replaced by alternative specifications of risk, which take into account the asymmetry
of returns. One important reason for this lack of research is the difficulty to optimise
portfolios with such objective functions, in particular in conjunction with constraints
and real-world data, since the resulting optimisation problems are often not convex
and cannot be solved with standard techniques (such as linear or quadratic program-
ming). The few existing chapters (e.g. Biglova et al. 2004; Farinelli et al. 2008)
consequently either use only a small number of assets and do not include realistic
conditions such as transaction costs, or restrict themselves to those models to which
standard solvers can be applied (e.g. Racheva-Iotova and Stoyanov 2008).

In sum, there exists little evidence regarding the general value-added of alter-
native measures when applied in portfolio optimisation. On the contrary, there are
studies that compare the rankings of funds (hedge funds, in particular) according to
downside risk measures with those obtained from Sharpe ratios. Rankings ignore
correlations and may thus not be equivalent to a full portfolio optimisation; yet, the
results of these studies are quite clear: while funds’ returns often do not have Gaus-
sian distributions, the Sharpe rankings are virtually identical to rankings based on
alternative performance measures (Eling and Schuhmacher 2007; Brooks and Kat
2002).
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1.3 Outline of the Study

To summarise: much empirical evidence is in favour of risk-based investing, which
has also been recognised by the industry in recent years. There are many details to
this (e.g. the way data are handled to come up with forecasts of risk), but in this study
we wish to ask a narrower question: how does the definition of risk affect portfolio
performance? To provide an answer, we follow Gilli and Schumann (2011b) and
analyse the results of a number of risk measures that take into account asymmetry
of returns, i.e. risk measures that differentiate between gains and losses.

Our aim is not to find a ‘best’ risk measure; rather, we look whether particular
classes of functions—partial moments, say—are useful building blocks for portfolio
optimisation.

The remainder of the chapter is structured as follows: in Sect. 2, we briefly outline
the various models that we test. Section 3 describes the dataset that we use and our
general methodology; results follow in Sect. 4. Finally, Sect. 5 concludes the chapter.

2 Models

We use one-period optimisation models. We are endowed with an initial wealth v0
andmay choose from a universeA of nA assets. The cardinality of the selected subset
of assets we denote by k.

Next, we outline different rules and models by which portfolios can be selected.
We generally refer to these methods as ‘strategies’.

2.1 Constructive Rules

2.1.1 1/N

The equal-weight portfolio, made popular by DeMiguel et al. (2009). We invest in
every asset in A and all weights are set to 1/nA.

2.1.2 SORT-20

As in Schumann (2013), we compute the volatilities of all assets and invest 5% into
each of the 20 stocks with the lowest volatility. (There is nothing special about 20;
there could be sort- 25, sort- 33, and so on, as well.)
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2.2 Optimisation Models

The generic model that we solve is

min
w

φ(w). (1)

The objective function φ also depends on the available data and other parameters;
but for an optimisation run, these other arguments are fixed and we write φ as a
function only of portfolio weights w. The objective function is subject to the budget
constraint: since we assume fully funded investments, it takes the form

nA∑

i=1

wi = 1 . (2)

Furthermore, we enforce lower and upper bounds on weights:

0 � wi � wmax
i ∀i . (3)

We implement ucits-compliant weight constraints, which means that

wmax
i = 10% ∀i , (4)

∑

{i : wi > 5%}
wi � 40% . (5)

These holding-size constraints are often referred to as the 5/10/40 rule, as set by the
ucits directive. Additionally, we set a cardinality constraint and require

k � 33 . (6)

A lower cardinality of 16 assets is implied by the 5/10/40 rule.3,4

2.2.1 Minimum Variance

Our primary benchmark model is the long-only minimum-variance (mv) portfolio,
for which

3In practice, a portfolio manager will often fix maximum weights slightly below these limits.
Otherwise, the limits may too easily be exceeded as a result of changing market prices. While such
so-called passive breaches may be treated more leniently, they may nevertheless force the manager
to trade eventually.
4A small number of assets in the portfolio is sometimes preferred by portfoliomanagers as it reduces
operational effort, and also allows to maintain an intuitive grasp of the portfolio.
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φ(w) = w′�̂w , (7)

with �̂ being a forecast of the variance–covariance matrix. Section 3.2 describes
the data used to compute unknown quantities. For completeness, we also compute a
minimum-mad portfolio.

2.2.2 Risk/Reward Ratios

As in Gilli and Schumann (2011b), we define generic risk/reward ratios as objective
functions:

φ(w) = risk/reward . (8)

Such ratios are widely accepted in the financial industry, and they offer a straight-
forward interpretation as required risk per unit of return. For risk and reward, we use
various building blocks:

Partial Moments

Partial moments are a convenient way to capture return asymmetry around a thresh-
old θ. For a sample of n return scenarios, partial moments Pγ(θ) can be computed
as

P+
γ (θ) = 1

n

∑

{i : ri >θ}
(ri − θ)γ , (9a)

P−
γ (θ) = 1

n

∑

{i : ri <θ}
(θ − ri )

γ . (9b)

The superscripts+ and− indicate the tail (i.e. upside or downside). Partial moments
take two more parameters, an exponent γ and the threshold θ. The partial moment
of order zero is simply the probability of obtaining a return beyond θ.

Partial moments have a long tradition in the financial literature—see e.g. Fishburn
(1977)—and are used as risk functions in ex-post measures such as the Sortino and
the Upside Potential ratio (Sortino et al. 1999).
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Conditional Moments

Conditional moments can be calculated as

C+
γ (θ) = 1

#{ri > θ}
∑

{i : ri >θ}
(ri − θ)γ , (10a)

C−
γ (θ) = 1

#{ri < θ}
∑

{i : ri <θ}
(θ − ri )

γ . (10b)

Again, + and − indicate the tail; and ‘#{ri > θ}’ stands for the number of returns
greater than θ.

Conditional moments measure the magnitude of returns around θ, while partial
moments also take into account the probability of such returns.

Quantiles

A quantile of a sample r = [r1 r2 . . .]′ is defined as

Qq = CDF−1(q) = min{r | CDF(r) ≥ q} ,

in which CDF is the cumulative distribution function and q may range from 0 to
100% (we omit the %-sign in subscripts).

Quantiles can also be used as rewardmeasures; we couldmaximise a higher quan-
tile (e.g. the 90th). We need to be careful when we construct ratios of quantiles, since
ideally we would want to maximise all quantiles (i.e. move the return distribution to
the right). We use quantiles far in the tails, so we can form ratios of the form −Qlo/Qhi;
nevertheless, we check that Qlo is below zero, and Qhi is above.

Drawdown

Let v be a time series of portfolio values, with observations at t = 0, 1, 2, . . . T . Then
the drawdown (dd) of this series at time t is defined as

ddt = vmax
t − vt (11)

in which vmax
t is the running maximum, i.e. vmax

t = max{vt ′ | t ′ ∈ [0, t]}.
dd is a vector of length T + 1, and different functions may be computed to cap-

ture the information in the drawdown vector, for instance, its maximum or standard
deviation. The definition of Eq. (11) gives dd in currency units. A percentage draw-
down is often preferred, obtained by using the logarithm of v or by dividing Eq. (11)
by vmax

t . (We opt for the latter.)
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2.2.3 Maximum Diversification

Choueifaty and Coignard (2008) suggest to maximise what they call the diversifica-
tion ratio. We minimise, so we multiply by −1:

φ(w) = −w′
√
diag(�̂)

√
w′�̂w

. (12)

√
diag(�̂) is a column vector of the assets’ standard deviations.

2.2.4 Minimum β

Low-β strategies became popular recently with Frazzini and Pedersen (2014). So we
have

φ(w) = β(w) , (13)

i.e. we minimise the portfolio’s β.

2.2.5 Equal-Risk Contribution

Equal-risk contribution (erc; Maillard et al. (2010)), more commonly known as risk
parity, also represents a risk-driven allocation method, yet we do not test it in this
study. erc is a scheme for asset weighting; by contrast, the models described before
rather select subsets of assets from a larger universe. With erc, there is no natural
way to enforce cardinality constraints.5

3 Data and Setup

3.1 Data

The dataset consists of share-price series of those German firms that make up the
so-called hdax, corrected for splits, dividends and other corporate actions, over the

5To be sure, we could conceive ways to use erc. For instance, we might minimise another risk
measure, subject to the constraint that the weights are ‘as erc as possible’, perhaps even with
respect to the specific risk measure. Nevertheless, we feel that with the weight constraints we have,
erc would not add much, since a strategy more likely stands or falls with the selected assets, not
with these assets’ weights.
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period from January 2002 to May 2017.6 The hdax originally comprised 100 stocks
(the h stands for hundert, German for one-hundred): there were 30 large caps from
the dax and 70 mid caps from the mdax. Since March 2003, the index has had
up to 110 components: those of the dax (30), mdax (50) and Tecdax (30; large and
mid caps). These stocks typically represent about 95% of the German stock market
capitalisation.

We construct a dataset that is free of survivorship/look-ahead bias (Daniel et al.
2009) in the following way. At the end of each calendar year, starting with 2003,
we compile a list of the constituents of the hdax. During the following calendar
year, the strategies are only allowed to invest in these index constituents. In this way,
our results are not influenced by survivorship/look-ahead bias, and we may compare
them with the returns of the hdax. In the Appendix, we estimate the size of this
survivorship bias.

3.2 Setup

We implement a rolling-windowbacktest, better knownas awalk-forward.At point in
time t , we compute an optimal portfolio thatmay use data from t − historical window
to t − 1 day. For the historical window, we use 250 business days, i.e. roughly one
year. The portfolio is then held for a specified period, at the end of which we compute
a new portfolio and rebalance the old portfolio into the new one. As a holding period
we choose 3 months; more specifically, we rebalance the portfolio at the end of every
quarter. Transaction costs are assumed to be 10bp of the notional amount traded.

In thismanner, we ‘walk-forward’ through the data to compute awealth trajectory.
All results presented later are computed from the out-of-sample paths of these walk-
forwards, which run from 30 December 2003 to 17 May 2017.

Whenever quantities need to be forecast or estimated, we always rely on standard
estimators on historical data. This choice is (and should) be a point of criticism.
There is ample empirical evidence that the forecasts of many quantities such as
β coefficients or variances may be improved; for instance, by way of shrinkage
methods. Nevertheless, we wish to stress the differences between different objective
functions, and try not to confound possible effects with those of alternative ways to
handle data. Since we compute long-only portfolios, such a ‘data policy’ should still
work (as the results confirm), though we agree at once that results could be improved
by better ways of handling the data.

6The exact period is 2 January 2002 to 17 May 2017. All strategies and the benchmarks run over
exactly this period.



38 M. Gilli and E. Schumann

3.3 Algorithm

We use a single method, Threshold Accepting (ta), for all optimisation models;
specifically, we use the r implementation TAopt provided by the nmof pack-
age (Gilli et al. 2019; Schumann 2011–2018). ta was first described in Dueck and
Scheuer (1990) and Moscato and Fontanari (1990); it also was, to the best of our
knowledge, the first general-purpose heuristic used for portfolio optimisation (Dueck
and Winker 1992).

ta is a Local-Searchmethod. A Local Search starts with a random feasible portfo-
liow, which we call the current solution. Then, again randomly, a new solution close
to w is selected: for this, we pick two assets from the portfolio, increase one weight
and decrease the other. In this way, the total amount invested stays unchanged. If
this new portfolio, called a neighbour portfolio, is better than the original portfolio,
it becomes accepted, and becomes the current solution. If it is worse, we reject it and
select another neighbour instead. This whole process is repeated many times over.

ta adds a simple feature to such a Local Search: whenever the new solution is
worse than the current one, it still becomes accepted, but only if it does not degrade
the solution quality by more than a specified threshold. In this way, the algorithm
may walk away from local minima. For more information on the procedure, see the
Appendix.

All constraints are implemented in a model-specific neighbourhood; the code is
available from http://enricoschumann.net/risk-reward-revisited/. For the difficulties
of ensuring ucits-compliant weights, see Scozzari et al. (2013).

4 Empirical Results

4.1 Statistics

We compute several statistics for all strategies:

return: Annualised returns.
maximum drawdown (in %): Computed from daily data.
volatility p.a. (in %): Computed from monthly returns and annualised by multi-

plication with
√
12.

reward/volatility: Annualised return divided by annualised volatility.
maximum drawdown (in %): Computed from daily data.
tracking error: Computed frommonthly returns.We report tracking error against

the hdax and also against the mv portfolio.
β: Computed frommonthly returns.We reportβ against the hdax and also against

the mv portfolio.

We also regress the strategies’ returns on the—by now traditional—Fama-and-
French factors: the market excess return (m), the excess returns of small caps against

http://enricoschumann.net/risk-reward-revisited/
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large caps (small minus big, or smb), and the excess returns of value against growth
stocks (high minus low, or hml). We also add momentum (winners minus losers, or
wml), so the regression resembles the specification suggested by Carhart (1997).

We use the factor dataset described in Brückner et al. (2015) and provided by the
authors.7 Summary statistics of the factor series are provided in the following table:

Annual return in % Volatility in % Ret./vol.

hdax 7.9 18.0 0.44
smb −1.8 10.7 Neg.
hml 7.0 9.7 0.72

wml 11.3 15.7 0.72

Figure 1 displays the time series of the factors. As is clearly visible, the returns of
the factor portfolios vary markedly: small caps performed negatively over the period,
compared with strong returns for momentum.

For all strategies, we report for completeness two β-coefficients against the mar-
ket index: one against the hdax and one against the broad-market return as provided
in the dataset of Brückner et al. (2015), denoted m. The two time series of mar-
ket returns are almost identical8; we rather add the second β coefficient because
the hdax-β comes from a univariate regression, whereas the m-β comes from the
multivariate regression. Note that for the factor regression coefficients, we provide
90% confidence intervals (i.e. parameter estimates plus/minus 1.7 standard errors)
and the R2.

4.2 General Remarks

All results can be found in Table 1 at the end of the chapter. Figure 2 shows the time
series of several strategies. Before we go into details, a number of general observa-
tions can be made. The overall time period, even though it comprises the financial
crisis 2007–2008, was a good one for German equities. The hdax returned 9.5%
annually, with a volatility of 17.6%. Essentially all risk-based strategies delivered
high absolute and risk-adjusted returns over the period, often handily outperforming
the market index.

All strategies that emphasise risk come with substantially lower volatility than
the market, and with β coefficients to the hdax in the range 0.5–0.7.

7See https://www.wiwi.hu-berlin.de/de/professuren/bwl/bb/data/fama-french-factors-germany/
fama-french-factors-for-germany. We use the monthly dataset top with tax credit, which spans
the period July 1958 to June 2016. Accordingly, all regressions use strategy data up to June 2016.
8Monthly returns have a correlation of 0.99 and annualised returns are almost identical (7.90% v
7.86%). However, the time series of Brückner et al. (2015) is slightly less volatile, with annual
volatility of 16.7% as compared with 18.0% for the hdax. Thus, in Table 1, you will find that the
hdax has a m-β slightly greater than one.

https://www.wiwi.hu-berlin.de/de/professuren/bwl/bb/data/fama-french-factors-germany/fama-french-factors-for-germany
https://www.wiwi.hu-berlin.de/de/professuren/bwl/bb/data/fama-french-factors-germany/fama-french-factors-for-germany
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Fig. 1 Time series of Fama/French factors for the German equity markets. The series are created
from the monthly return series provided by Brückner et al. (2015)

Fig. 2 Time series of several strategies and the hdax. 1/n performs very similarly to the market,
with only a slight outperformance starting in 2015, which matches the uptick in the performance
of small caps (smb) visible in Fig. 1. mv performs better, though it is dwarfed in terms of returns
by strategies based on partial moments
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Most strategies come with a sizeable tracking error against the index—often more
than 10%per year—,which is consistent with the argument of Baker et al. (2011) that
low-risk strategies perform well because they are practically infeasible for portfolio
managers whowork under tracking-error constraints (i.e. are bound to a benchmark).

Most strategies load meaningfully on small caps (smb); many well-performing
strategies, such as those based on partial moments, also have substantial loadings
on momentum (wml). Altogether, R2-values for many strategies are in the range
60–80%, i.e. a good portion of variability remains unexplained.

All strategies are rebalanced quarterly, and there were no restrictions at all on
turnover. The lowest trade requirements had 1/n, with an average turnover of about
10% per quarter. Turnover is measured two-way: 10% means that a notional amount
of 5% of the portfolio value had to be sold, and 5% were bought. For the sort-
20 strategy, turnover was in the range 30–40% per quarter; for mv and Maximum
Diversification, it is was 40–50. For other strategies, turnover was higher. For risk-
only ratios based on partial moments (i.e. without a reward measure), the average
quarterly turnover was in the range 50–60%; adding a reward measure increased
turnover to 80–90% per quarter. Turnover for portfolios based on quantiles was
typically about 100% of the portfolio (i.e. 50% sold; 50% bought).

It is also useful to look at those assets that remain in the portfolio during a rebal-
ancing, i.e. assets for which the rebalancing only changes weights. For such posi-
tions, constraints can often easily be added. For mv and Maximum Diversification,
we found that about 80% of the positions remained stable (i.e. for a portfolio of
30 assets, say, 24 assets would remain in the portfolio, though perhaps with different
weights). For partial moments without reward measure, it was 70–80% of assets, and
with a reward measure this range dropped to 50–60%. Even for strategies based on
quantiles, which proved less stable than other strategies, there typically was a ‘core’
of about half the positions which remained stable across rebalancing dates.

4.3 Results

4.3.1 Benchmarks

We compare all strategies with two benchmarks: the hdax and the long-only mv
portfolio. See Table 1 for more statistics.

The mv portfolio provided a return of 11.9%, more than two percentage points
higher than the index, the hdax, which returned 9.5% p.a; see Table 1. The advantage
is even higher when risk is taken into account: themv portfolio came with a volatility
of only 11.6%, compared with the hdax’s 17.6%. Altogether, mv would have been
a very successful strategy over the period.
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4.3.2 Constructive Strategies

The 1/n portfolio provided less clear-cut results. While its returns were higher than
those of the index (10.7% v 9.5%),9 it also came with a slightly higher volatility
of 18.9%. Noticeable is the higher smb coefficient, which is as expected since 1/n

overweights small caps compared with the index.
sort-20 performed well: its volatility was less than half a percentage point higher

than that of mv (11.9% v 11.6%); yet, it provided a return 0.7%higher per year (12.6%
v 11.9%). Even if one considered these differences too small to be meaningful (in
particular in light of the results in Sect. 4.4), it is remarkable how similar sort-20
performed to mv, given how much simpler the strategy is. Noteworthy may also be
that it showed lower factor loadings on smb, hml and wml than mv.

4.3.3 Strategies Based on Partial Moments

Risk–reward ratios with partial moments for both their risk and reward function
yielded the highest returns across all objective functions. Volatilities were often 3–4
percentage points higher than those of mv, though still lower than the market. These
strategies loaded on small caps, momentum and value.

Risk-only strategies, i.e. strategies thatminimise a ratio risk/constant, that use a partial
moment as a replacement for variance yielded portfolios similar to mv, often with
slightly higher returns.

Risk-only strategies also loaded less on hml, smb and wml than those strategies
with a reward function. But in turn, the strategies with a reward function came with
substantially higher returns.

4.3.4 Strategies Based on Conditional Moments

Minimising a conditional moment of negative returns, i.e. C−
γ (0), resulted in portfo-

lios very similar to mv, even for different values of γ.
Choosing a lower threshold and minimising C−

γ (Q10) or C−
γ (Q25), increased

returns but also volatility.
Risk–reward ratios typically beat the index in terms of return and/or volatility,

though they had lower risk-adjusted returns than mv; they also came with higher
β-coefficients to the market index.

9The sensitivity checks described in Sect. 4.4 indicate that the return may have been somewhat
lucky.
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4.3.5 Strategies Based on Quantiles

For strategies based onquantiles, simplyminimising (the negative of) a lower quantile
gave good results: volatility was higher than for mv, but still substantially below the
hdax’s volatility.

Forming ratios−Qlo/Qhi, i.e. adding a reward function, increased returns somewhat.
It did, however, increase volatility, too.

4.3.6 Strategies Based on Drawdown

Portfolios that minimised drawdown behaved similarly to mv, with both returns and
volatility marginally higher.

4.3.7 Other Strategies

Minimum β performed better than the index, though inferior to mv.
Maximumdiversification performedwell, verymuchonparwithmv, with realised

volatility as low as that of mv.

4.3.8 Chasing Returns

The results we presented so far were of strategies that emphasised risk. Even when
there was a reward measure, as in P−

2 /P+
1 , the risk was weighted at least as high as

the reward. In P−
2 /P+

1 , for example, risk takes a higher coefficient than reward.
We also provide results when only reward is maximised. It turns out that chas-

ing returns lead to comparatively poorly performing strategies; see Table 1, Section
Chasing returns. Essentially, such strategies go against the idea of minimising risk:
upper partial or conditional moments may capture reward, but they confound return
and risk, since maximising an upper moment inevitably also increases return vari-
ability. This is confirmed by the data: the strategies came with realised volatility that
was substantially higher than that of the index.

It is remarkable, nevertheless, that a number of these strategies came with returns
that were comparable with the index’s return. It may be tempting to attribute this to
the rather strong performance of the momentum factor during the period. However,
the strategies generally load negatively on wml.

4.4 Sensitivity Analysis

The way we presented the results in the previous section is commonplace in financial
studies. Yet it suggests a level of accuracy that is not really present. All of the statistics
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that have been computed reflect the outcomes of decisions or realisations of random
processes.

The most obvious cause of randomness is the optimisation method that we have
used. ThresholdAccepting is a stochastic algorithm, and hence its results are stochas-
tic. We have set up the algorithm so that any remaining randomness is extremely
small; see the Appendix. For instance, for the objective function that minimises
volatility, the in-sample variation of the final solutions was less than 1 basis point.

So the noise that is added by the algorithm is not our main concern here.10 Rather,
it is the data and the setup that we have chosen.Many decisions have beenmade, such
as when to rebalance, or what historic window to choose. Different choices would
have led to—often substantially—different results (Acker and Duck 2007; Dimitrov
and Govindaraj 2007; Gilli and Schumann 2016).

To give an idea of the overall sensitivity, we run 100 walk-forwards11 with these
adjustments:

• We use random historical windows and random rebalancing days. The rebalancing
dates are randomly spaced between 20 and 80 business days apart; the historical
windows span between 120 and 500 business days.

• We perturb the historic data in each period by randomly deleting 5% of the obser-
vations. So at a given point in time, the algorithm will ‘look back’ over between
120 and 500 days. We take the data from these business days, compute returns and
randomly delete 5% of the returns.

This confounds the different sources of randomness, but the purpose here is to illus-
trate the uncertainty that is hidden behind seemingly precise numbers.

To keep the discussion brief, we choose a small subset of strategies (mv plus
12 others). For each strategy, we compute the same statistics as before (as in Table 1).
But now, there is not a single number for volatility, say, but 100 numbers. Hence, we
compute the range of each statistic. For regression coefficients, we nowalso report the
range, not the confidence interval. All results are in Table 2. For reading convenience,
we have added the single-walk-forward numbers, too. Graphical displays of the
resulting wealth trajectories are in Figs. 3, 4 and 5.

All strategies are very sensitive to changes in the data, with annual returns often
varying by 5 percentage points or more. This is most pronounced for strategies that
also have reward functions. For instance, minimising P−

2 (0) leads to returns from
11.2 to 14.9%, i.e. a range of roughly 31/2 percentage points.Adding a reward function
and minimisingP−

2 (0)/P+
1 (0) lets returns vary between 14.6 and 20.5%, i.e. a range

of about 6 percentage points. See Fig. 5. We should stress that this sensitivity is not
unique to our dataset or our setup, but in line with the findings of other studies such
as Acker and Duck (2007), Dimitrov and Govindaraj (2007).

10LeBaron and Weigend (1998) and Gilli and Schumann (2016) argue and provide evidence that
the noise added by numerical procedures, e.g. when fitting a model via a non-deterministic method,
is much smaller than the uncertainty that comes from the data.
11100 may not seem a large number; but the purpose of these tests is not to trace out the distribution,
but to provide intuition—an idea—about the variability of results given small changes in the setup.
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Fig. 3 1/n and sort-20.
Wealth trajectories from
100 walk-forwards with
randomly perturbed data.
The grey shades indicate
different quantiles: lighter
shades mean farther away
from the median

Fig. 4 mv. Wealth
trajectories from
100 walk-forwards with
randomly perturbed data

Fig. 5 P−
2 (0) and

P−
2 (0)/P+

1 (0). Wealth
trajectories from
100 walk-forwards with
randomly perturbed data
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The constructive strategies are least affected. The results of 1/n vary little when the
data are perturbed; see Fig. 3. After all, the strategy completely ignores historic data;
but it is affected by changes in rebalancing dates. sort-20 is slightly more sensitive,
which is as expected, since it is essentially a more-selective (more-concentrated)
version of 1/n.

In sum:while the sensitivity analyses clearly suggest not to put toomuch emphasis
on specific numbers, they do confirm the overall results as presented in Table 1.

5 Conclusion

Richard Hamming once quipped that in academic research, a result is ‘well known’
if one can find it in the literature. That investing in low-risk assets works well has
been well known in this sense since the early 1970s; yet, it took more than three
decades before investors and the asset-management industry took it up.

Our results broadly confirm the low-risk effect: many different specifications, as
long as they emphasise low risk in the sense of low return variability, work well. That
does not mean, of course, that there would exist a myriad different strategies that are
all better than the market. All these strategies simply exploit the good performance
of low-risk stocks during the period.

Our results also confirm those of Gilli and Schumann (2011b): Alternative risk
measures, notably those that differentiate between losses (risk) and gains (reward),
in many cases work better than the mv-benchmark. As we said in the introduction,
there are many details to low-risk investing. Choosing an appropriate risk function
should be one detail worth looking into.

Appendix

Survivorship Bias

We run an equal-weight portfolio on the stocks that made up the hdax at the end
of 2016. The backtest runs over the same period as the other tests described in the
chapter, but it suffers from survivorship bias: the test exploits the fact that the index
components in 2016 were companies that had performed well in prior years, and
which were accordingly included in the index. Companies that performed badly, on
the other hand, were excluded from the index over time and hence are invisible to
the test. Figure 6 shows the results. The difference is a staggering 6.7% p.a. (10.7%
for 1/n compared with 17.4% for the variant with survivorship bias).
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Fig. 6 Time series of
equal-weight portfolios with
and without survivorship
bias

Calibrating Threshold Accepting

Threshold Accepting (ta) is a stochastic algorithm: running the algorithm two times,
even from the same initial solution,may lead to two different solutions. ta is not alone
in this regard: almost all heuristic methods, e.g. Genetic Algorithms or Simulated
Annealing, are stochastic.

It is instructive to consider the result from a single run of ta as the realisation of a
random variable that has a distributionD. By ‘result’ wemean the objective-function
value φ that is associated with the returned solution. (It is useful, too, to analyse the
decision variables given by a solution, i.e. the portfolio weights.)

It is straightforward to analyseD: run a reasonably large number of restarts, each
time store φ j , and finally compute the empirical distribution function of the φ j ,
j = 1, . . ., number-of-restarts as an estimate for D.

For a given model or model class and for our implementation of ta (notably the
neighbourhood function), the shape of the distributionD will depend on the settings
that we have chosen; most obviously, on the number of iterations to the search time
to that we allow for. With more iterations, D should move to the left and become
steeper. Ideally, its wholemass should collapse on a single point, the global optimum.

To determine the required number of iterations we ran such experiments for all
strategies. Figure 7 shows results for two objective functions. Altogether, we can
essentially make the randomness of a solution as small as we want (see also Gilli
and Schumann (2011a)).
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Fig. 7 Empirical distributions of objective-function values for increasing number of iterations
(100, 1000, 2500, 5000 and 25,000 iterations). Left: mv; Right: P−

2 (0)/P+
1 (0). The rightmost

distribution is the one with the fewest iterations, not much better than random portfolios. As the
number of iterations increases, the distributions move to the left (i.e. the solutions become better)
and become steeper
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Optimal Investment–Consumption
Decisions with Partially Observed
Inflation: A Discrete-Time Formulation

Alain Bensoussan and Suresh P. Sethi

Abstract Weconsider a discrete-time optimal consumption and investment problem
of an investor who is interested in maximizing his utility from consumption and
terminal wealth subject to a random inflation in the consumption basket price over
time. We consider two cases: (i) when the investor observes the basket price and
(ii) when he receives only noisy signals on the basket price. We derive the optimal
policies and show that a modified Mutual Fund Theorem consisting of three funds
holds in both cases, as it does in the continuous-time setting. The compositions of
the funds in the two cases are the same but, in general, the investor’s allocations of
his wealth into these funds differ.

1 Introduction

We study a discrete-time optimal investment and consumption decision problem of
an investor when the consumption basket and real (inflation adjusted) asset prices
are partially observed. Traditionally, the investment literature has assumed that the
basket price, a measure of inflation, is fully observed. In reality, the basket price is
difficult to assess, as it requires collecting the prices of all the consumption goods in
the basket and their weights. Moreover, these prices may not be unique as discussed
in Borenstein and Rose (1994). In other words, inflation is not fully observed and,
as a consequence, the real asset prices are also incompletely observed.

As a benchmark case, we first consider fully observed inflation. In this case, the
real asset market is complete, and the optimal policy can be obtained by solving
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the dynamic programming equation for the problem. The real optimal consumption
process is the discrete-time equivalent of the optimal policy in the classical case con-
sidered in the continuous-time formulations of Karatzas et al. (1986),Merton (1971),
and Sethi (1997). However, since the consumption basket price is also stochastic,
its presence affects the optimal portfolio selection. Whereas the optimal portfolio
in the classical case can be stated in terms of the risk-free fund and growth optimal
risky fund, a result known as a Mutual Fund Theorem, and we show that the opti-
mal portfolio with uncertain inflation can be characterized as a combination of three
funds: the risk-free fund, the growth optimal fund (of the classical case), and a fund
that arises from the correlation between the inflation uncertainty and the market risk.
Every investor uses the first two funds, but the composition of the third fund may be
different for different investors. However, if two investors have perfectly correlated
consumption baskets, then they both will use the same third fund. Furthermore, in
general, the amount invested in each of the three funds depends on their respective
wealth, consumption basket prices, and utility functions. Henceforth, we will use
the terms nominal consumption and consumption interchangeably. When we mean
real consumption, it will be specified as such. The same convention will apply to the
terms asset prices, wealth, savings, etc.

Following the analysis of the benchmark case, we study the situation when the
investor receives noisy signals on inflation.Given the signal observations, the investor
obtains the conditional probability distribution of the current basket price and, in
turn, the conditional distribution of the current real asset prices. In general, the new
risk due to the partial observability of the basket price affects the optimal policy.
Interestingly enough, the characterization of the optimal portfolio in the partially
observed case is the same as in the fully observed case. Thus, in both cases, the
optimal portfolio is a linear combination of the risk-free fund, growth optimal fund,
and the fund that arises from the correlation between the inflation uncertainty and the
market risk. As before, the composition of the last fund for an investor depends on
the nature of his consumption basket, and his allocation in the three funds depends
on his wealth, utility function, and consumption basket price filter, which represents
his best estimate given the observations.

There have been several studies on consumption measurement. Klenow (2003)
discusses how theU.S. governmentmeasures consumption growth and how it consid-
ers the fact that the consumption basket changes over time. Inflationmeasurement and
the problems with that are considered in Alchian and Klein (1973), Bradley (2001),
and Shapiro and Wilcox (1997). Many of the social costs of inflation are caused by
its unpredictability. The unpredictability is studied, e.g., by Ungar and Zilberhard
(1993). The results of these studies are consistent with the present paper in the sense
that our investor, due to noisy signals measurements, does not completely observe
the consumption goods prices and, therefore, updates his belief about inflation from
different consumption basket price signals.

The connection between inflation and asset prices is studied by Basak and Yan
(2010), Campbell and Vuolteenaho (2004), and Cohen et al. (2005). According to
them, the stock market suffers from money illusion, i.e., it incorrectly discounts real
cash flows with nominal discount rates. Thus, when the inflation is high, the equity
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premium is also high and vice versa. In this paper, we do not consider money illusion.
Optimal portfolio selection under inflation is studied, e.g., Brennan and Xia (2002),
Chen and Moore (1985), Manaster (1979), Munk et al. (2004), and Solnik (1978).
Brennan and Xia (2002) consider a more complicated inflation process but assume
perfectly observed inflation. In our paper, we emphasize the fact that inflation signals
are noisy and, therefore, the current consumption basket price is not completely
observed. Portfolio selection with learning is also considered in Xia (2001) and
Brennan (1998). In these papers, the investor learns about the stock returns, i.e., about
the parameters of the price processes. As explained earlier, in the present paper the
investor does not observe the consumption basket price directly, but infers it from
the observed inflation signal. Thus, without the perfect information, the current real
asset prices are also incompletely observed. In this way, our model differs from the
above papers and also answers a different economic question: What is the effect of
the noisy observations of inflation on the optimal portfolio selection?

Muchmore related to our paper is that of Bensoussan et al. (2009) that presents the
continuous-time counterpart of our model. Also the results presented here are con-
sistent with their continuous-time counterparts. However, the mathematical analysis
of the discrete-time formulation, presented here for the first time, is different. More
importantly, our discrete-time formulation paves the road for future researchers to
perform related empirical studies since the data in practice can only be collected in
discrete time.

The rest of the paper is organized as follows. Section2 formulates the discrete-
time model under considerations along with the underlying information sets and
stochastic processes. The optimal policy under the fully observed inflation is derived
in Sect. 3. Section4 formulates the model in the partially observed case. Section5
concludes the paper.

2 Discrete-Time Model

Let us consider a discrete-time model with the length of period h. Then the time
period can be represented by

t ∈ {0, h, 2h, . . . , Nh = T },

where N is the number of periods. We introduce notation:

δ f (t) = f (t + h) − f (t).



62 A. Bensoussan and S. P. Sethi

2.1 Evolution of Prices of Stocks

Let us consider a probability space (�,A, P). Let αi (t) and σi j (t) denote determin-
istic and bounded expected returns and volatility functions of time, respectively. Let
δw j (t) = w j (t + h) − w j (t) denote independent Gaussian variables with 0 mean
and variance h. LetGt be the σ -algebra generated by δw(s), s = 0, . . . , t , wherew(s)
is ann-dimensionalGaussian randomvector, i.e.,w(s) = (w1(s), . . . , wn(s))

T. Then
the evolution of the stock price of security i , i = 1, 2, . . . , n, can be described by

Yi (t + h) = Yi (t) exp

⎡
⎣

(
αi (t) − 1

2
σi i (t)

)
h +

n∑
j=1

σi j (t) · δw j (t)

⎤
⎦ . (1)

Let us introduce the following process

θ(t) = σ−1(t) (α(t) − r1) , (2)

known as the market price risk, where 1 denotes the unit column vector, and we
assume that the market is complete so that the matrix σ(t) = (

σi j (t)
)
is invertible.

The dynamics of the nominal value of the risk-free asset is given by

Y0 (t + h) = Y0(t)e
rh . (3)

Let us define the process Q(t) by

Q (t + h) = Q(t) exp

[
−θ(t) · δw(t) − 1

2
h |θ(t)|2

]
; Q (0) = 1. (4)

The processes Q(t) and Q(t)Yi (t)e−r t are (P,Gt ) martingales.

2.2 Risk-Neutral Probability

Define on (�,A) a probability P̂ as follows

d P̂

d P

∣∣∣∣∣
Gt

= Q(t).

Now let us set
δw̃(t) = δw(t) + hθ(t).

Then on (�,A, P̂), the δw̃(t) forms a sequence of independent Gaussian random
variables with mean 0 and variance h.
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We can also write (1) as

Yi (t + h) = Yi (t) exp

⎡
⎣

(
r − 1

2
σi i (t)

)
h +

n∑
j=1

σi j (t) · δw̃ j (t)

⎤
⎦ , (5)

and Yi (t)e−r t is a
(
P̂,Gt

)
martingale.

2.3 Evolution of Basket Price

We consider anotherWiener processwI (t), which is one-dimensional and correlated
with w(t). Then we have

E [δwi (t)δwI (t)] = ρi h,

for all i ∈ {1, . . . , n}, and redefine Gt as the σ -algebra generated by δw(s) and
δwI (s), s = 0, . . . , t . Let ρ∗ = (ρ1, ρ2, . . . , ρn) with ∗ denoting the transpose oper-
ation.

The dynamics of the basket price process B(t) is given by

B (t + h) = B(t) exp

[(
I − 1

2
ζ 2

)
h + ζ · δwI (t)

]
; B (0) = B0, (6)

where I > 0 represents the expected periodic inflation and ζ > 0denotes the inflation
volatility. The initial basket price B0 is knownwhen there is full observation, whereas
it can be a random variable independent of Gt in the case of partial information.

Let us define the log basket price L(t) = log B(t), so that

L (t + h) = L(t) +
(
I − 1

2
ζ 2

)
h + ζ · δwI (t); L(0) = L0 = log B0. (7)

2.4 Self-financing Wealth Process

In the discrete-time setting, the nominal wealth at time t is defined by

X (t) = C(t)h + 	0(t)e
rt + 	(t)Y (t), (8)

where 	0(t) and 	(t) denote the amount of riskless and risky assets owned by the
investor, and C(t) is the consumption process.

The self-financing condition implies
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X (t + h) = 	0(t)e
rt erh + 	(t)Y (t + h)

and, therefore, we have

δ
(
X (t)e−r t

) = 	(t) · δ
[
Y (t)e−r t

] − C(t)h · e−r t , (9)

where, by (5),

δ
[
Yi (t)e

−r t
] = Yi (t)e

−r t

⎡
⎣exp

⎛
⎝−1

2
σi i (t)h +

n∑
j=1

σi j (t) · δw̃ j (t)

⎞
⎠ − 1

⎤
⎦ .

Set

δμi (t) = −1

2
σi i (t)h +

n∑
j=1

σi j (t) · δw̃ j (t); μi (0) = 0. (10)

Then
δ
[
Yi (t)e

−r t
] = Yi (t)e

−r t
[
exp (δμi (t)) − 1

]
. (11)

Let us define π = (π1, π2, . . . , πn) with

πi (t) = 	i (t)Yi (t)

X (t)
, (12)

representing the proportion of the wealth invested in security i . Then the evolution
of wealth is given by

δ
[
X (t)e−r t

] = X (t)e−r t
n∑

i=1

πi (t)
[
exp (δμi (t)) − 1

] − C(t)h · e−r t . (13)

3 Fully Observed Inflation Case

We consider a problem starting at t , with X (t) = x , L(t) = L , and dynamics

δ
[
X (s)e−rs

] = X (s)e−rs
n∑

i=1

πi (s)
[
exp (δμi (s)) − 1

] − C(s)h · e−rs, (14)

δL(s) =
(
I − ζ 2

2

)
h + ζ δwI (s). (15)
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With U1 (·) and U2 (·) denoting the utility of real consumption and real wealth,
respectively, and U ′

i (0) = ∞, U ′
i (∞) = 0, i = 1, 2, the performance is given by

J (π (·) ,C (·) ; x, L , t) = E

[
T−h∑
s=t

h ·U1
(
C(s)e−L(s)

) · e−β(s−t)

+ U2
(
X (t)e−L(t)

)
e−β(T−t)|L(t) = L , X (t) = x

]
.

(16)

Here the wealth process X (t) follows (13) and β as the utility discount rate. We
define the value function as

V (x, L , t) = sup
C(·),π(·)

J (C(·), π(·); x, L , t) . (17)

3.1 Dynamic Programming

Now we have the following dynamic programming problem:

V (x, L , t) = max
π,C

h ·U1
(
Ce−L

)

+ e−βh E [V (X (t + h) , L (t + h) , t + h)], (18)

where V (x, L , T ) = U2
(
x · e−L

)
. From (13) and (7), we have

X (t + h) = x · erh
[
1 +

n∑
i=1

πi · (exp (δμi (t)) − 1)

]
− C · h · erh

= x · erh
[
1 −

n∑
i=1

πi +
∑

πi exp

(
αi (t) − r − 1

2
σi i (t)

)
h

· exp
⎛
⎝

n∑
j=1

σi jδw j (t)

⎞
⎠

⎤
⎦ − C · h · erh

and

L (t + h) = L +
(
I − ζ 2

2

)
h + ζ δwI (t).

We define

δw̃I = δwI − ρ∗δw√
1 − |ρ|2 .
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Then δw̃I and δw are independent and the variance of δw̃I is h. Hence,

L (t + h) = L +
(
I − ζ 2

2

)
h + ζ

√
1 − |ρ|2δw̃I + ζρ∗δw

and

E [V (X (t + h) , L (t + h) , t + h)]

= (2n)− n+1
2

∫
· · ·

∫
V

⎛
⎝xerh

⎛
⎝1 −

n∑
i=1

πi

⎞
⎠ − C · h · erh

+ xerh
n∑

i=1

πi exp

(
αi (t) − r − 1

2
σi i (t)

)
h exp

⎛
⎝√

h
n∑
j=1

σi j ξ j

⎞
⎠, L +

(
I − ζ 2

2

)
h

+ ζ
√
h

n∑
j=1

ρ j ξ j + ζ
√
h
√
1 − |ρ|2ψ, t + h

⎞
⎠

· exp
⎛
⎝−1

2

⎛
⎝

n∑
j=1

ξ2j + ψ2

⎞
⎠

⎞
⎠ dξ1 · · · dξndψ.

So, (18) becomes

V (x, L , t) = max
π,C

hU1
(
Ce−L

) + e−βh
∫

· · ·
∫

(19)

V

(
xerh

(
1 −

n∑
i=1

πi

)
− C · h · erh

+ xerh
n∑

i=1

πi · exp
⎛
⎝

(
αi (t) − r − 1

2
σi i (t)

)
h + √

h
n∑
j=1

σi jξ j

⎞
⎠ ,

L +
(
I − ζ 2

2

)
h + ζ

√
h

⎛
⎝

n∑
j=1

ρ jξ j +
√
1 − |ρ|2ψ

⎞
⎠ , t + h

⎞
⎠

·
exp

(
− 1

2

(
n∑
j=1

ξ 2
j + ψ2

))

(2n)
n+1
2

dξ1 · · · dξndψ.
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3.2 Optimal Feedback Policy

Let (Ĉ(x, L , t), π̂(x, L , t)) be the optimal feedback consumption and investment
policy corresponding to (19). It is convenient to introduce the notation:

X̂h (x, t; ξ) = xerh
(
1 −

n∑
i=1

π̂i

)
− Ĉ · h · erh (20)

+ xerh
n∑

i=1

π̂i exp

((
αi (t) − r − 1

2
σi i (t)

)
h + √

h (σξ)i

)

and

L̂h (L , ξ, ψ) = L +
(
I − ζ 2

2

)
h + ζ

√
h ·

(
ρ∗ξ +

√
1 − |ρ|2ψ

)
.

The necessary conditions of optimality are

hU ′
1

(
Ĉe−L

)
e−L + e−βh

∫
· · ·

∫
∂V

∂x

(
X̂h (x, t; ξ) , L̂h (L , ξ, ψ) , t + h

)

· exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ
(−herh

) = 0 (21)

and
∫

· · ·
∫

∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

) [−xerh

+ xerh exp

((
αi (t) − r − 1

2
σi i (t)

)
h + √

h (σξ)i

)]
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ = 0, i = 1, . . . , n. (22)

We divide (21) by h and (22) by xerh to get

U ′
1

(
Ĉe−L

)
e−L = e−(β−r)h

∫
· · ·

∫
∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

)

· exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ (23)

and
∫

· · ·
∫

∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

)

[
− 1 + exp

((
αi (t) − r − 1

2
σi i (t)

)
h + √

h (σξ)i

)]
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· exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ = 0, i = 1, . . . , n. (24)

But, by (19), we also get by differentiating with respect to x :

∂V

∂x
(x, L , t) = e−βh

∫
· · ·

∫
∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

)

⎡
⎣erh

(
1 −

n∑
i=1

πi

)
+ erh

n∑
i=1

π̂i exp

⎛
⎝

(
αi (t) − r − 1

2
σi i (t)

)
h + √

h
n∑
j=1

σi jξ j

⎞
⎠

⎤
⎦

· exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ.

Multiplying (24) by π̂i erh and summing up, we get from the above equation

∂V

∂x
= e−(β−r)h

∫
· · ·

∫
∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

)
(25)

·exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ.

Now comparing with (23), we have proven

U ′
1

(
Ĉe−L

)
e−L = ∂V

∂x
(x, L , t) , (26)

which yields the optimal feedback Ĉ(x, L , t). It corresponds with the solution (3.3)
obtained in the continuous-time model of Bensoussan et al. (2009).

To obtain π̂i , we must use relation (24), replacing X̂h(x, t, ξ) and L̂h(L , ξ, ψ) by
formulas in (20). For convenience, we first write the integrand of the system (24),
plug (20) into that integrand, and transform it by using the integration by substitution:

∂V

∂x

(
X̂h (x, t, ξ) , L̂h (L , ξ, ψ) , t + h

)

= ∂V

∂x

((
x − Ĉh

)
erh, L̂h (L , ξ, ψ) , t + h

)

+
∫ 1

0

∂2V

∂x2

((
x − Ĉh

)
erh + θxerh

n∑
k=1

π̂k

(
exp

((
αk(t) − r − 1

2
σkk(t)

)
h

+√
h (σξ)k

)
− 1

)
, L̂h (L , ξ, ψ) , t + h

)

xerh
n∑

k=1

π̂k

(
exp

((
αk(t) − r − 1

2
σkk(t)

)
h + √

h (σξ)k

)
− 1

)
dθ,
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and write the system (24) as in (27) which gives π̂i (x, L , t)with small h (see below).

0 =
∫

· · ·
∫

∂V

∂x

((
x − Ĉh

)
erh, L̂h (L , ξ, ψ) , t + h

) [
exp ((αi (t) (27)

− r − 1

2
σi i (t)

)
h + √

h (σξ)i

)
− 1

]
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ

+ xerh
∫

· · ·
∫ ∫ 1

0
dθ

∂2V

∂x2

((
x − Ĉh

)
erh + θxerh

∑
k

π̂k (exp ((

αk(t) − r − 1

2
σkk(t)

)
h + √

h (σξ)k

)
− 1

)
, L̂h (L , ξ, ψ) , t + h

)

·
n∑

k=1

π̂k

(
exp

((
αk(t) − r − 1

2
σkk(t)

)
h + √

h (σξ)k

)
− 1

)
(exp ((αi (t)

− r − 1

2
σi i (t)

)
h + √

h (σξ)i

)
− 1

)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ,

∀ i = 1, . . . , n.

3.3 Approximation for Small h

The system (27) is highly non-linear.We can simplify it for small h to obtain the same
formulas as in the continuous time. We make the following three approximations by
(20) and exponential function with small h:

(
x − Ĉh

)
erh ∼ x,

L̂h (L , ξ, ψ) ∼ L + ζ
√
h

(
ρ∗ξ +

√
1 − |ρ|2ψ

)
,

exp

((
αi (t) − r − 1

2
σi i (t)

)
h + √

h (σξ)i

)
− 1 ∼ √

h (σξ)i

+
(

αi (t) − r − 1

2
σi i (t) + 1

2
(σξ)2i

)
h.

Then, by plugging the above approximations into (27), we obtain

0 =
∫

· · ·
∫

∂V

∂x

(
x, L + ζ

√
h

(
ρ∗ξ +

√
1 − |ρ|2ψ

)
, t + h

)(√
h (σξ)i

+
(

αi (t) − r − 1

2
σi i (t) + 1

2
(σξ)2i

)
h

)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ
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+ x
∫ 1

0
· · ·

∫ ∫ 1

0
dθ

∂2V

∂x2

(
x + θx

∑
k

π̂k

(√
h (σξ)k

·
(

αk(t) − r − 1

2
σkk(t)

)
h

)
, L̂h (L , ξ, ψ) , t + h

)

·
n∑

k=1

π̂k

((√
h (σξ)k + αk(t) − r − 1

2
σkk(t)

)
h

) ((√
h (σξ)i + αi (t)

− r − 1

2
σi i (t)

)
h

)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ, i = 1, . . . , n.

Next we apply Taylor’s expansion to obtain

0 ∼ h · (αi (t) − r)
∂V

∂x
(x, L , t) + ∂2V

∂x∂L
(x, L , t) ζh

·
∫

· · ·
∫

(σξ)i

(
ρ∗ξ +

√
1 − |ρ|2ψ

)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ

+ hx
∂2V

∂x2
(x, L , t)

∫
· · ·

∫ ∑
k

π̂k (σξ)k (σξ)i
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ.

Hence, finally after dividing by h, we have

(αi (t) − r)
∂V

∂x
(x, L , t) + ∂2V

∂x∂L
(x, L , t) ζ (σρ)i

+ x
∂2V

∂x2
(x, L , t)

(
σσ ∗π̂

)
i = 0. (28)

Recalling that
αi (t) − r = (σθ)i ,

we deduce

θ
∂V

∂x
(x, L , t) + ζρ

∂2V

∂x∂L
(x, L , t) + x

∂2V

∂x2
(x, L , t) σ ∗π̂ = 0. (29)

Thus, we have

π̂ (x, L , t) = −
(σ ∗(t))−1

[
θ ∂V

∂x (x, L , t) + ζρ ∂2V
∂x∂L (x, L , t)

]

x ∂2V
∂x2 (x, L , t)

, (30)
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which can be comparedwith the formula (3.4) obtained in the continuous-timemodel
of Bensoussan et al. (2009)

We can see that the first term on the right-hand side of (30) represents the risky
mutual fund of classical Mutual Fund Theorem that states that the investor can limit
his portfolio to investing simply in the risk-free fund and this risky mutual fund. The
presence of the second term on the right-hand side of (30) requires the investor to
consider a third fund due to the effect of uncertainty in inflation. Note that if the
inflation is uncorrelated with all the risky assets, then the second term is zero. The
inflation effect depends also on the inflation volatility ζ > 0 and on VLx , i.e., on
the sensitivity of the marginal value Vx with respect to the ln-basket price. If the
marginal value of nominal wealth rises (falls) in the basket price, then the higher the
correlation, the more (less) funds the investor allocates to the stock market.

Now we state the following extension of the classical Mutual Fund Theorem.

Theorem 1 With fully observed inflation, the optimal portfolio involves an alloca-
tion between the risk-free fund F1 and two risky funds that consist only of risky assets:
F2 (t) = (σ ∗(t))−1 θ(t) and F3(t) = (σ ∗(t))−1 ρ, where the vector Fk(t) represents
the kth portfolio’s weights of the risky assets at time t, k = 2, 3. Furthermore, the
optimal proportional allocations μk(t) of wealth in the fund Fk(t), k = 1, 2, 3, at
time t are given by

μ2(t) = −Vx (x, L , t)

x(t)Vxx (X, L , t)
,

μ3(t) = −ζVLx (x, L , t)

x(t)Vxx (X, L , t)
,

and

μ1(t) = 1 − μ2(t) − μ3(t).

According to Theorem 1, the optimal portfolio can consist of investments in three
funds, whereas the classical problem (without uncertain inflation) requires only two
funds. The first fund is the risk-free asset and the second one is the growth optimum
portfolio fund as in the classical problem. The third fund arises from the correlation
between the inflation uncertainty and the market risk.

Three-fund theorems are not new. They arise, e.g., in the continuous-time port-
folio models of Zhao (2007) and Brennan and Xia (2002). Zhao (2007) considers
an optimal asset allocation policy for an investor concerned with the performance
of his investment relative to a benchmark. In his case, one of the two risky funds
replicates the benchmark portfolio. In the three-fund theorem obtained by Brennan
and Xia (2002), one fund replicates real interest rate uncertainty, another one is the
classical growth optimal fund, and the last one replicates the fully observed inflation
uncertainty. They do not consider partially observed inflation as in the present paper.
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Before we take up the case of partially observed inflation in Sect. 4, next, let us
illustrate the special case of one period where we can obtain explicitly the optimal
consumption and portfolio policies.

3.4 One-Period Problem

Now, let us take T = h and N = 1. We call V (x, L , 0) = V (x, L), αi (0) = αi , and
σi (0) = σi j . Also, let U2 (x, L) = U2

(
xe−L

)
. Then, we get from (19)

V (x, L) = max
π,C

[
hU1

(
Ce−L

) + e−βh
∫

· · ·
∫

U2

(
xerh

(
1 −

n∑
i=1

πi

)
(31)

−C · h · erh + xerh
n∑

i=1

πi · exp
⎛
⎝

(
αi − r − 1

2
σi i

)
h + √

h
n∑
j=1

σi jξ j

⎞
⎠,

L +
(
x − ζ 2

2

)
h + ζ

√
h

(
ρ∗ξ +

√
1 − |ρ|2ψ

))
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ] .

We still have (26). Now (22) becomes

0 =
∫

· · ·
∫

∂U2

∂x

((
x − Ĉh

)
erh, L̂h (x, ξ, ψ)

) [
exp ((αi − r (32)

− 1

2
σi i

)
h + √

h (σξ)i

)
− 1

]
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ

+ xerh
∫

· · ·
∫ ∫ 1

0
dθ

∂2U2

∂x2

((
x − Ĉh

)
erh + θxerh

·
∑
k

π̂k

(
exp

((
αk(t) − r − 1

2
σkk(t)

)
h + √

h (σξ)k

)
− 1

)
,

L̂h (x, ξ, ψ)
) ∑

k

π̂k

(
exp

((
αk − r − 1

2
σkk

)
h + √

h (σξ)k

)
− 1

)

·
(
exp

((
αi − r − 1

2
σi i

)
h + √

h (σξ)i

)
− 1

)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ.

We use the small h approximation to solve the system (32). It amounts to using
(30) with replacing
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∂V

∂x
(x, L , t) by U ′

2

(
xe−L

)
e−L ,

∂2V

∂x∂L
(x, L , t) by −U ′′

2

(
xe−L

) (
e−L

)2 −U ′
2

(
xe−L

)
e−L ,

and

∂2V

∂x2
(x, L , t) by U ′′

2

(
xe−L

) (
e−L

)2
.

Therefore, we get from (30),

π̂ (x, L) = − (σ ∗)−1 [(θ − ζρ)U ′
2

(
xe−L

) − ζρU ′′
2

(
xe−L

)
e−L ]

xU ′′
2

(
xe−L

)
e−L

. (33)

To obtain Ĉ(x, L), we use (26), which implies the calculation of ∂V
∂x (x, L). We use

(25) to obtain

∂V

∂x
(x, L) = e−(β−r)h

∫
· · ·

∫
∂U2

∂x

(
X̂h (x, ξ) , L̂h (L , ξ, ψ)

)
(34)

·exp
(− 1

2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ,

where

X̂h (x, ξ) =
(
x − Ĉh

)
erh

+ xerh
n∑

i=1

π̂i

(
exp

((
αi − r − 1

2
σi i

)
h + √

h (σξ)i

)
− 1

)

L̂h (x, ξ, ψ) = L + ζ
√
h

(
ρ∗ξ +

√
1 − |ρ|2ψ

)
+

(
I − ζ 2

2

)
h.

Using the small h approximation, we get

∂V

∂x
(x, L) ∼ ∂U2

∂x
(x, L) = U ′

2

(
xe−L

)
e−L ,

and thus we obtain Ĉ by solving

U ′
1

(
Ĉe−L

)
= U ′

2

(
xe−L

)
. (35)

So, if U1 = U2, we get Ĉ(x, L) = x . Note that the real consumption on the period
is hĈ(x, L), so we can consider it as negligible.
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4 Partially Observed Inflation Case

We now consider that L(t) is not observable, but we observe the signal

δZ(t) = L(t)h + m · δwZ (t); Z (0) = 0, (36)

where wZ (t) is independent from w(t) and wI (t). In this case, we extend (7), by

δL(t) =
(
I − ζ 2

2

)
h + ζ · δwI (t); L(0) = N (L0, S0). (37)

where L(0) is gaussian with mean L0 and standard deviation S0.
Let us define

G t = σ (δw(s), δZ(s), s = 0, . . . , t − h) .

We look for the Kalman filter

L̂(t) = E
[
L(t)|G t

] ; L̂ (0) = L0.

Consider the mean L̄(t) evolving as

δ L̄(t) =
(
I − ζ 2

2

)
h; L̄ (0) = L0.

On account of linearity, it is sufficient to consider

L̂(t) = L̄(t) +
t−h∑
s=0

K1(s) · δw(s) +
t−h∑
s=0

K2(s)
(
δZ(s) − L̄(s)h

)
, (38)

where K1(t) and K2(t) are deterministic functions.
Let L̂−(t) = E

[
L(t)|G t−h

]
. Then from (37), we get

L̂− (t + h) = L̂(t) +
(
I − ζ 2

2

)
h. (39)

Now by (38), we have

L̂−(t) = E
[
L̂(t)|Gt−h

]

= L̄(t) +
t−2h∑
s=0

K1(s) · δw(s)+
t−2h∑
s=0

K2(s)
(
δZ(s) − L̂(s)h

)

+ K2 (t − h)
(
L̂ (t − h) − L̄ (t − h)

)
h.
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Hence,

L̂− (t + h) = L̄ (t + h) +
t−h∑
s=0

K1(s) · δw(s) (40)

+
t−h∑
s=0

K2(s)
(
δZ(s) − L̄(s)h

) + K2(t)
(
L̂(t) − L̄(t)

)
h.

However, from (38) we get

L̂ (t + h) = L̄ (t + h) +
t−h∑
s=0

K1(s) · δw(s) +
t−h∑
s=0

K2(s)
(
δZ(s) − L̄(s)

)
h

+ K1(t) · δw(t) + K2(t)
(
δZ(t) − L̄(t)h

)
,

and from (40)

L̂ (t + h) = L̄− (t + h) + K1(t) · δw(t) + K2(t)
(
δZ(t) − L̂(t)h

)
.

Using (39), we deduce

L̂ (t + h) = L̂(t) +
(
I − ζ 2

2

)
h + K1 · δw(t) (41)

+ K2(t)
(
δZ(t) − L̂(t)h

)
.

Calling ε(t) = L(t) − L̂(t), we get

ε (t + h) = ε(t) + ζ · δwI (t) − K1(t) · δw(t)

− K2(t)
(
δZ(t) − L̂(t)h

)
,

ε (t + h) = ε(t) + ζ · δwI (t) − K1(t) · δw(t) (42)

− K2(t) (ε(t)h + m · δwZ (t)) .

Set S(t) = E[ε(t)2]. Then we get
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E
[
ε (t + h)2

] = S(t) (1 − hK2(t))
2 + m2 (K2(t))

2 h

+ ζ 2h + |K1(t)|2 h − 2ζK1(t)ρh

= S(t) + ζ 2
(
1 − |ρ|2) h + h |K1(t) − ζρ|2

+ (
h2S(t) + m2h

) (
K2(t) − S(t)

hS(t) + m2

)2

− hS2(t)

hS(t) + m2
.

In order to minimize the error, the best choices are

K1(t) = ζρ, K2(t) = S(t)

hS(t) + m2
, (43)

where S(t) is the solution of

S (t + h) = S(t) + ζ 2
(
1 − |ρ|2) h − hS2(t)

hS(t) + m2
; S (0) = S0. (44)

The Kalman filter is given by

L̂ (t + h) = L̂(t) +
(
I − ζ 2

2

)
h + ζρ · δw(t) (45)

+ S(t)

hS(t) + m2

(
δZ(t) − L̂(t)h

)
; L̂ (0) = L0.

It is standard to check that the conditional probability of L(t) given G t is gaussian
with mean L̂(t) and variance S(t) (deterministic).

4.1 Objective Function for Partially Observed Case

Consider again the cost function (16). This time the consumption process C(t) and
the portfolio π(t) are adapted to G t . Hence, the wealth process X (t) is observable.

Introducing the function

Ũ1

(
C, L̂, s

)
= 1√

2n

∫
U1

(
C exp

(
−

(
L̂ + y

√
S(s)

)))
e− 1

2 y
2
dy,

Ũ2

(
x, L̂, s

)
= 1√

2n

∫
U2

(
x exp

(
−

(
L̂ + y

√
S(s)

)))
e− 1

2 y
2
dy,

the cost function (16) can be written as
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J̃x,L̂,t (π (·) ,C (·)) = E

[
T−h∑
s=t

hŨ1

(
C(s), L̂(s), s

)
e−β(s−t) (46)

+Ũ2

(
X (t), L̂(t), T

)
e−β(T−t)|X (t) = x, L̂(t) = L̂

]
,

with evolution

δ L̂(s) =
(
I − ζ 2

2

)
h + ζρ · δw(s) (47)

+ S(s)

hS(s) + m2

(
δZ(s) − L̂(s)h

)
; L̂(t) = t,

δ
(
X (s)e−rs

) = X (s)e−rs
n∑

i=1

πi (s)
(
eδμh(s) − 1

)
(48)

−C(s)he−rh; X (t) = x .

The innovation

δw̃Z (t) = δZ(t) − L̂(t)h

m
(49)

is independent from G t and is gaussian with mean 0 and variance

E
[
(δw̃Z (t))2

]
= E

[(
ε(t)h

m
+ δwZ (t)

)2
]

= h2

m2
S(t) + h = h

(
m2 + hS(t)

)
m2

.

Hence,
S(t)

hS(t) + m2

(
δZ(t) − L̂(t)h

)
= S(t)m

hS(t) + m2
δw̃Z (t)

is gaussian with mean 0 and variance hS2(t)
m2+hS(t) .

Since

δw̃Z (t) = ε(t)h

m
+ δwZ (t),

we see that δw(t) and δw̃Z (t) are independent.
So, we can write

δ L̂(s) =
(
I − ζ 2

2

)
h + ζρ∗ · δw(s) + δw̃I , (50)
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where

δw̃I = S(t)m

hS(t) + m2
δw̃Z (t)

is gaussian independent of δw(t) and has a variance hS2(t)
m2+hS(t) .

4.2 Dynamic Programming

We write the analog of (19):

Ṽ
(
x, L̂, t

)
= max

π,C

[
hŨ1

(
C, L̂, t

)
+ e−βh

∫
· · ·

∫
Ṽ

(
xerh (1 (51)

−
n∑

i=1

πi

)
− C · h · erh + xerh

n∑
i=1

πi · exp
((

αi (t) − r − 1

2
σi i (t)

)
h

+√
h

n∑
j=1

σi jξ j

⎞
⎠ , L̂ +

(
I − ζ 2

2

)
h + ζρ∗ξ

√
h +

√
hS(t)√

m2 + hS(t)
ψ,

t + h)
exp

(− 1
2

(|ξ |2 + ψ2
))

(2n)
n+1
2

dξ1 · · · dξndψ

]
,

Ṽ
(
x, L̂, T

)
= Ũ2

(
x, L̂, T

)
.

The optimal feedback Ĉ(x, L̂, t) is the solution of

∂Ũ1

∂C

(
c, L̂, t

)
= ∂ Ṽ

∂x
(x, t) , (52)

and we will have for π̂ a system analogous to (27).
For small h, we have the result

π̂
(
x, L̂, t

)
= −

(σ ∗(t))−1
[
θ ∂ Ṽ

∂x

(
x, L̂, t

)
+ ζρ ∂2 Ṽ

∂x∂ L̂

(
x, L̂, t

)]

x ∂2 Ṽ
∂x2

(
x, L̂, t

) ,

which is similar to (30); the difference is that here we have L̂ and Ṽ instead of L and
V in (30).

Wecannowstate the following three-fund theorem in the case of partially observed
inflation.

Theorem 2 Under the partially observed inflation, Theorem 1 holds with a modified
proportional allocations of wealth between the funds:
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μ̃2(t) =
−Ṽx

(
X, L̂, t

)

X (t)Ṽxx

(
X, L̂, t

) ,

μ̃3(t) =
−ζ ṼLx

(
X, L̂, t

)

X (t)Ṽxx

(
X, L̂, t

) ,

and

μ̃1(t) = 1 − μ̃2(t) − μ̃3(t).

where μ̃k(t) is the proportional wealth invested in the kth fund at time t.

Theorems 1 and 2 imply that the components of the funds are arrived in the same
manner under the fully observed and partially observed inflation; only the relative
allocations of the wealth invested in these funds are different. Thus, in both cases the
optimal portfolio is a linear combination of the risk-free fund, the growth optimum
fund, and the fund that arises from the correlation between the inflation uncertainty
and themarket risk. The proportions of thewealth invested in these funds are different
because the investor’s belief on the consumption basket price is not the same under
different information sets, i.e., because L̂ is not the same as L . Thus, the noisy signals
affect the optimal solution through the value function derivatives.

5 Concluding Remarks

Wehave formulated a discrete-time version of the optimal portfolio and consumption
decision model under partially observed inflation, for the first time to our knowledge.
The investor observes noisy signals on the consumption basket price over time. Based
on these signals, he updates his estimates of the consumption basket and the real
asset prices in any given period, and then decides on his investment portfolios and
his consumption rate in that period. We show that a modified Mutual Fund Theorem
consisting of three funds holds. The funds are a risk-free fund, a growth optimum
fund, and a fund that arises from the correlation between the inflation uncertainty
and the market risk. In general, the wealth invested in these funds depends on the
investor’s utility function and on his beliefs about the consumption basket price.
However, the funds are robust over different information sets on the consumption
basket price. That is, the investor uses the same three funds regardless of the noise in
observing the consumption basket price. We show the results obtained are consistent
with those obtained in the continuous-time version of the problem. Moreover, since
in practice, the decisions are made in discrete time and therefore the data available on
potential empirical explorations of the problem require a discrete-time formulation;
this paper fills an important gap in the literature.
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Dynamic Games of Common-Property
Resource Exploitation When Self-image
Matters

Ngo Van Long

Abstract The purpose of this paper is to model the influence of Kantian moral
scruples in a dynamic environment.Our objectives are twofold. Firstly,we investigate
how a Nash equilibrium among agents who have moral scruples may ensure that the
exploitation of a common-property renewable resource is Pareto efficient at every
point of time. Secondly, we outline a prototype model that shows, in an overlapping
generation framework, how a community’s sense of morality may evolve over time
and identifies conditions under which the community may reach a steady-state level
of morality in which everyone is perfectly Kantian.

Keywords Tragedy of the commons · Dynamic games · Nash equilibrium ·
Self-image · Categorical imperative

JEL-Classifications C71 · D62 · D71

1 Introduction

Many economic ills can be attributed to the lack of incentives for agents to cooperate.
For example, it is well recognized that contributions to public goods tend to be under-
supplied and exploitation of public-owned assets tend to be excessive (Gordon 1954;
Hardin 1968). A most serious challenge facing the world is the danger of climate
change, which is difficult to combat because the quality of global environmental
resources is a public good. The prevailing incentives to free-ride render fruitless the
United Nations’ efforts of implementing the Kyoto Protocol. (For dynamic games
of climate change, see, among others, Wirl (1995, 2011), Wirl and Dockner (1995),
Yang (2003), Deissenberg and Leitmann (2004), Grafton et al. (2017); see Long
(2010) for a survey.)
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However, there are instanceswhere common-property resources are properlyman-
aged, aswell documented byOstrom (1990). Amechanismwhich ensures reasonable
cooperation by private agents is the enforcement of social norms. Economic models
of the working of social norms typically include a group of agents that punish viola-
tors (Sethi and Somanathan 1996; Breton et al. 2010).1 Recently, there are models in
which norms are respected without an explicit punishment mechanism (Brekke et al.
2003; Roemer 2010, 2015; Wirl 2011; Long 2016, 2017). These authors, following
the footsteps of Laffont (1975), emphasize the fact that many economic agents, being
motivated by moral scruples, feel the need to act in accordance with moral principles
such as the categorical imperative Kant (1785).2 The modeling of the influence of
morality on economic behavior differs among economists. Following the tradition of
Arrow (1973), Sen (1977), and Laffont (1975), the recent papers by Roemer (2010,
2015), Long (2016, 2017), Grafton et al. (2017) rely on the concept of Kantian equi-
librium originated from Laffont (1975). This equilibrium concept departs from the
Nash equilibrium concept by supposing that agents do not behave in the Nashian
way: they do not take the actions of others as given.3 Using an alternative approach,
the papers by Brekke et al. (2003) and Wirl (2011), following earlier works by Fehr
and Schmidt (1999), Bolton and Ockenfels (2000), and Charness and Rabin (2002),
keep the Nashian framework but endow agents with a sense of morality, such that
deviations from the Kantian ideal imposes a quadratic loss of one’s self-respect.4

Most of the Kant-based models mentioned in the preceding paragraph (with the
exception ofWirl (2011)) restrict attention to a static framework, i.e., there is no stock
dynamics. The purpose of this paper is to model explicitly the influence of Kantian
moral scruples in a dynamic environment. Our objectives are twofold. Firstly, we
investigate how a Nash equilibrium among agents who have moral scruples may
ensure that the exploitation of a common-property renewable resource is Pareto
efficient at every point of time. Secondly, we outline a prototype model that shows,
in an overlapping generation framework, how a community’s sense of morality may
evolve over time and identifies conditions under which the community may reach a
steady-state level of morality in which everyone is perfectly Kantian.5

1There is a large literature on social norms in a market environment. For some recent contributions,
see Deissenberg and Peguin-Feissole (2006), Dasgupta et al. (2016), Ulph and Ulph (2017).
2Kant (1785) wrote that “There is only one categorical imperative and it is this: Act only on the
maxim by which you can at the same time will that it should become a universal law.” Translated
by Hill and Zweig (2002, p. 222).
3Binmore (2005) argued against the Kantian approach. A counter-argument was offered in Grafton
et al. (2017).
4Wirl (2011) assumes the co-existence of green consumers and brown consumers, who behave in
a Nashian fashion in a dynamic game of global warming.
5For an alternative approach without overlapping generations, see Alger and Weibull (2016).
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2 Related Literature

Many generations of economics students have been told that a central result of eco-
nomic theory is that if all agents are self-interested maximizers of their own material
wellbeing, the outcome of a competitive equilibrium is Pareto efficient. This result
is of course subject to a number of qualifications, but these are quite often relegated
to footnotes. Many authors have attributed to Adam Smith the vision of a miracu-
lous achievement of the price mechanism, ignoring the fact that Smith himself held a
muchmore nuanced view. In fact, in TheWealth of Nations, Smith (1776) pointed out
that there are cases where the pursuit of self-interest ought to be severely restrained.6

Moreover, Adam Smith never said that economic agents are solely interested in per-
sonal gains. In The Theory ofMoral Sentiments, Smith (1790) emphasized the crucial
importance of the respect for social norms and moral duties. He wrote

Upon the tolerable observance of these duties, depends the very existence of human society,
which would crumble into nothing if mankind were not generally impressed with a reverence
for those important rules of conduct.7

Smith (1790) discussed at length the role of natural sympathies in human activities
and the human urge to be accepted as a respectable moral being. According to Smith,
humans desire to merit the approval of other members of their community: we judge
our actions as we think others would judge them. Through interaction with those
around us, we learn “general rules concerning what is fit and proper either to be
done or to be avoided.”8 Moreover, humans desire not only to be praised, but to
be truly deserving of praise. They feel happiness by acting in a way which merits
the self-approval which comes from knowing that they have acted according to the
standard of “the impartial and well-informed spectator … within the breast.”9

In the last few decades, Smith’s views have been vindicated by research in exper-
imental economics; see, e.g., Dawes and Thaler (1988), Bolle and Ockenfels (1990),
Fehr and Schmidt (1999), Bolton and Ockenfels (2000), Charness and Rabin (2002),
Camerer (2003), Camerer and Fehr (2006), Andreoni et al. (2008). Referring to
Adam Smith’s The Theory of Moral Sentiments, Smith (2003, p. 466) elaborates on

6On banking regulation, Smith (1776, p. 308) wrote that “Such regulations may, no doubt, be
considered as in some respect a violation of natural liberty. But those exertions of natural liberty
of a few individuals, which might endanger the security of the whole society are, and ought to be,
restrained by the laws of all governments.” On moral hazard, he noted that the interest of agents
are not aligned with that of the principals: “The directors of such companies, however, being the
managers rather of other’s money than of their own, it cannot be well expected, that they should
watch over it with the same anxious vigilance with which the partners in a private copartnery
frequently watch over their own…Negligence and profusion, therefore, must always prevail, more
or less, in the management of the affairs of such a company.” (Smith, 1776, Book 5, Chap.1, p.
700). See Muller (1993) for a review of Adam Smith’s fundamental works.
7Smith, The Theory of Moral Sentiments, 1790, Part III, Chap. V, p. 190.
8The Theory of Moral Sentiments, edited by Macfie and Raphael (1976), The Glasgow Edition of
the Works and Correspondence of Adam Smith, Oxford University Press. Book III, Chap.4, Part 7,
p. 159.
9The Theory of Moral Sentiments, Book III, Chap. 2, p. 130.
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the important message of the eighteenth century Scottish philosophers such as Smith
and Hume:

“Research in economic psychology has prominently reported examples where
‘fairness’ considerations are said to contradict the rationality assumptions of the
standard socioeconomic science model (SSSM). But experimental economics have
reported mixed results on rationality: people are often better (e.g., in two-person
anonymous interactions), in agreement with (e.g., in flow supply and demand mar-
kets), or worse (e.g., in asset trading), in achieving gains for themselves and others
than is predicted by rational analysis. Patterns of these contradictions and confirma-
tions provide important clues to the implicit rules or norms that people may follow,
and can motivate new theoretical hypotheses for examination in both the field and
the laboratory. The pattern of results greatly modifies the prevailing, and I believe
misguided, rational SSSM, and richly modernizes the unadultered message of the
Scottish philosophers.”

The importance of self-image has been emphasized in the economic literature.
Recent contributions to this stream of literature include Brekke et al. (2003), Akerlof
and Kranton (2005), and Elster (2017). Outside of economics, self-image has been
a key theme in moral philosophy and in psychology. Indeed, Rabbi Hillel, a first
century sage, posed the following questions:

If I am not for myself, then who is for me? And if I am not for others, then who am I? If not
now, when?10

While the concern for self-image can be a source of good, the failure of not being
seen as having lived up to one’s ideal can be a source of misery. In Jean-Paul Sartre’s
1947 play, titled Huis Clos, the main character, Garcin, finally reached a devastating
awareness:

Tous ces regards qui me mangent … Alors, c’est ça l’enfer. Je n’aurais jamais cru … Vous
vous rappelez: le soufre, le bûcher, le gril … Ah! quelle plaisanterie. Pas besoin de gril:
l’enfer, c’est les Autres.11

However, the self-image (as reflected in the eyes of others) that Garcin was
obsessed with should be only a first rung in the moral ladder. According to Adam
Smith, a higher rung is reached when the eyes of others no longer matter. One then
applies the standard of “the impartial and well-informed spectator … within the
breast.” Smith’s view echoes Confucius’ doctrine of shame as a guiding principle
for moral behavior, as recorded in the Analects:

Guide them with government orders, regulate them with penalties, and the people will seek
to evade the law and be without shame. Guide them with virtue, regulate them with ritual,
and they will have a sense of shame and become upright.12

10Cited in Arrow (1974), The Limits of Organization. New York: W.W. Norton.
11“All those looks that eat me … So that is hell. I never thought … You remember: the sulfur, the
stake, the grill … Ah! what a joke. No need for a grill: Hell is the Others.” Scene 5, Huis Clos, by
Sartre (1947).
12Cited in Bowles (2016, p. 11).
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Complementing the growing literature on the need tomodify the standardmodel of
economic behavior to account for humans’ concern formorality, this paper constructs
a model of a dynamic game of common-property resource exploitation in which
agents care not only about their material wellbeing, but also about their self-image.
I show that, despite the well-known incentives to free ride when agents exploit a
common asset, a social optimum may be within reach provided that agents have a
precise idea of what actions would be prescribed by Kantian ethics, and they feel
bad if their own actions do not match the moral ideal.

3 Modeling Individual Tradeoff Between Self-image
and Material Wellbeing

For exposition, this section restricts attention to a static framework. We assume that
individuals care about their material wellbeing, denoted by Mi , while at the same
time, they attach a value vi to their self-image. Their self-image suffers if they under-
contribute to a public good, or if they overexploit a common-property asset.

3.1 Specification of the Self-image Function
and the Material Wellbeing Function

In the case of exploitation of a common-property resource, such as a pasture, the
economic literature typically supposes that individuals have a tendency to overex-
ploit, i.e., their demands are excessive. Let ei ≥ 0 denote the individual’s actual
level of exploitation, and eKi the level of exploitation that the Kantian social norms
would dictate. Then ei − eKi is the individual’s extent of excessive demand (exces-
sive exploitation). We assume that exploitation in excess of the social norms causes
a loss of self-image equal to θi × (

ei − eKi
) × σ , where σ > 0 is a scale parameter

that reflects the (objective) severity of the effect of the overexploitation, and θi > 0
is the individual’s coefficient of the (subjective) loss of self-esteem associated with
excessive exploitation.

For tractability, we assume that an individual’s self-image function, denoted by
vi , takes the following simple form

vi = Ai − θu
i × max

{
0, (e − eKi )σ

}
(1)

where Ai is a positive constant.
Turning to the material payoff Mi of an individual i we assume that it consists his

“harvest” qi from the common-property resource, net of the effort cost of harvesting
gi (ei ).
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The size of his harvest may depend not only on his exploitation level ei but also on
the aggregate level of exploitation, because of overcrowding externalities. We write

qi = fi (ei , E),

with ∂ fi/∂ei > 0 and ∂ fi/∂E < 0, where

E ≡
n∑

i=1

ei .

Let us define
E−i = E − ei .

The material wellbeing of individual i is

Mi = fi (ei , E−i + ei ) − gi (ei ). (2)

Individual i chooses ei ≥ 0 to maximize his payoff, defined as the sum of his
material wellbeing and his self-image:

Ui = Mi + vi . (3)

In this maximization problem, he takes E−i as given. In other words, here we use
the concept of Nash equilibrium.

3.2 A Digression: Specification of the Individual-Specific
Kantian Ideals

If all individuals have identical characteristics and circumstances, as is assumed in the
model formulated in Laffont (1975), onemay suppose that eKi = eK for all i , and that
eK is the value of e that would maximize the material wellbeing of a representative
individual. In the case of homogeneous individuals, clearly there are no differences
between the Kantian levels and the optimum that a Benthamite utilitarian social
planner would want to achieve. Let us turn now to the case where individuals are
heterogeneous.Whatwould be a plausible specification of individual-specific duties?

Due to space limitation, it is not possible to offer here a detailed discussion of this
important issue. Let me simply mention two important approaches that have been
proposed to address this subject. The first approach is that of Bilodeau and Gravel
(2004). They argue that “to treat everyone similarly, amaximmust prescribe to every-
one actions that are in some sense equivalent” (p. 647). They propose the concept of
morally equivalent actions by introducing a system of universalization, i.e., a binary
relation that compares any two actions (possibly undertaken by two persons with
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different characteristics) and determines whether they are morally equivalent. They
insist that a Kantian maxim, if obeyed by all, must “yield everyone’s most preferred
outcome if everyone else is constrained to play a morally equivalent strategy” (p.
647). Bilodeau and Gravel (2004) show that, in the setting of voluntary contributions
to a public good, if a system of universalization satisfies certain axioms, any Kantian
maxim that is consistent with it is necessarily Pareto efficient.13

The second approach is more operational and is due to Roemer (2010, 2015). Roe-
mer (2010) defines a Kantian equilibrium for a class of games where each individual
can only take a single action, for which he can contemplate alternative outcomes that
would result from scaling his action level up or down.We can shed light on Roemer’s
approach by considering the following example.

Consider a game of exploitation of a common-property resource (such as a com-
mon pasture). Consider a small community in which there are n households. Let ei
be the number of goats that household i keeps. Assume that the final output, say
goat milk, is obtained by letting the goats (an input) graze on the common pasture
(a second input). The community’s aggregate output of milk is Q = ξF(E), where
E = ∑

ei , and ξ > 0 is the quality of the pasture. Assume that F(0) = 0, F ′(0) > 0,
and F ′′(E) < 0. The output of milk per goat is Q/E , and therefore the quantity of
milk collected by household i is ei Q/E . Assume that, due to different levels of skills
among households, the effort cost incurred by household i in keeping ei goats is
given by

gi (ei ) = βi g(ei ),

where g(.) is a strictly convex and increasing function defined for all ei ≥ 0, with
g(0) = 0 = g′(0). Without loss of generality, assume 1 = β1 ≤ β2 ≤ β3 · · · ≤ βn .
What is theKantian number of goats that household i should keep?FollowingRoemer
(2010), let us define a Kantian allocation of input levels as a strictly positive vector
(eK1 , eK2 , eK3 , . . . , eKn ) such that for each household i , if it were to modify eKi by
applying a scaling factor λ > 0 (so that its exploitation would be changed to λeKi ), it
would find that, for all λ such that 0 < λ �= 1, its material wellbeing would fall, on
the assumption that all other households would change their eKj by the same factor
λ. This thought experiment reflects the Kantian dictum that when one contemplates
doing something, one should ask oneself: howwould I like it if everyone else behaved
in the same way?

Formally then, in our common pasture example, an allocation (eK1 , eK2 , eK3 , . . . ,

eKn ) is a Kantian equilibrium (in thought) if and only if

1 = argmax
λ>0

λeKi ξF(λeKi + λEK
−i )

λeKi + λEK
−i

− βi g(λe
K
i ).

13Technically, the axioms involve two requirements on a system of universalization: tightness and
differentiability (p. 648).
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Let the material payoff of household i be denote by Mi . Let

Mi (λ) ≡ λeKi ξF(λeKi + λEK
−i )

λeKi + λEK
−i

− βi g(λe
K
i ).

Differentiating Mi with respect to λ, we get the first-order equation

eKi
EK

ξF ′(λEK )EK − βi g
′(λeKi )eKi = 0 for i = 1, 2, . . . , n.

Evaluated at λ = 1, we get the condition that characterizes the Kantian allocation:

ξF ′(EK ) = βi g
′(eKi ). (4)

Remark Equation (4) implies that the Kantian input allocation is efficient: the
marginal social product of the total input is equated to the marginal cost for each
agent. Condition (4) that characterizes the Kantian equilibrium allocation in this
model (where utility is linear in consumption) is also the condition that character-
izes the optimal allocation under the standard utilitarian objective of maximizing the
non-weighted sum of individuals’ utilities. (However, this is not always the case; as
shown in the Appendix, the Kantian equilibrium allocation in a public good model
(where utility is non-linear in the public good) can be obtained only by maximizing
a weighted sum of individuals’ utilities.)

We can next compute eKi and EK as follows

eKi = g
′−1

(
ξF ′(EK )

βi

)
. (5)

Summing (5) over i = 1, 2, . . . , n, we get

EK =
∑

i

g
′−1

(
ξF ′(EK )

βi

)
. (6)

Since F ′ is decreasing and g′−1 is increasing, the right-hand side of Eq. (6) is decreas-
ing E . The left-hand side is linear and increasing in E . Therefore there exists a unique
EK > 0. Next, we can calculate eKi using (5). It can be shown that at the Kantian
equilibrium, weaker households (those with a high value βi ) keep fewer goats than
stronger households and enjoy a lower level of material wellbeing.
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4 Renewable Resource Exploitation by Image-Conscious
Agents

In this section, we show how the tragedy of the commons can be avoided if agents
are endowed with a sufficiently strong desire to maintain a good self-image. For
simplicity, let us assume that individuals are homogeneous. To fix ideas, we use
a model of common access fishery. The “common access fishery model” has been
interpreted more broadly to mean a model of rivalrous exploitation of any kind of
renewable resource.

Let R(t) denote the resource stock, and xi (t) denote agent i’s rate of exploitation.
Assume that

Ṙ(t) = G(Rt ) −
n∑

i=1

xi (t),

where G(R) is the natural growth function, with G(0) = 0, G ′(0) > 0, and
G ′′(R) ≤ 0.

Let us assume that agent i’s instantaneousmaterial wellbeing is simply an increas-
ing and concave function of his rate of exploitation. We denote this function by
Mi (xi (t)). Agents live for ever and discount their future utility at the rate ρ > 0. The
life-time payoff of agent i , starting from any time τ ≥ 0 is

Pi (τ ) =
∫ ∞

τ

e−ρ(t−τ)Mi (xi (t))dt.

4.1 Cooperative Solution When Individuals Are
Homogeneous

When individuals are homogeneous, the cooperative solution is straightforward. It
is as if there were a social planner who would maximize the life-time utility of an
infinitety lived representative individual. (One can think of this agent as a family
line.) The planner solves the following optimal control problem: choose the extrac-
tion rate per capita to maximize the discounted life-time material wellbeing of the
representative agent:

max
x(t)≥0

∫ ∞

0
e−ρt M(x(t))dt,

subject to
Ṙ(t) = G(R(t)) − nx(t),

with
lim
t→∞ R(t) ≥ 0.
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The above optimal control problemcan also be solved using theHamilton–Jacobi–
Bellman equation. Let VP(.) denote the value function of the planner (here, the
subscript P denote the planner). The Hamilton–Jacobi–Bellman (HJB) equation is

ρVP(Rt ) = max
x≥0

[
M(xt ) + (G(Rt ) − nxt )V

′
P(Rt )

]
. (7)

The first-order condition is

M ′(xt ) − nV ′
P(Rt ) = 0.

This yields xt as a function of Rt

xt = φ
(
nV ′

P(Rt )
)
,

where
φ(.) = (M ′)−1.

Thus we obtain the following first-order differential equation14

ρVP(R) = M
(
φ

(
nV ′

P(R)
)) + [

G(R) − nφ
(
nV ′

P(R)
)]
V ′
P(R).

Define
xK (R) ≡ φ

(
nV ′

P(R)
)
. (8)

Then we obtain a first-order differential equation relating VP to V ′
p :

ρVP(R) = M(xK (R)) + [
G(R) − nxK (R)

]
V ′
P(R).

Using the usual transversality condition, this equation can be solved to yield the
value function and hence the optimal harvest rule.

Example 1 Assume that the growth function of the biomass is

G(R) = Rγ − δR, 0 < γ < 1,

and the material wellbeing function is unbounded above

M(x) = x1−γ

1 − γ
,where γ ∈ (0, 1).

14We seek a solution VP (R) such that an appropriate transversality condition is met, e.g.,
limt→∞ e−ρt VP (R(t)) = 0. See Dockner et al. (2000).
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Denote by VP(R) the social planner’s value function. The HJB equation is

ρVP(R) = max
x≥0

{
x1−γ

1 − γ
+ V ′

P(R)
[
Rγ − δR − nx

]}
.

The first-order condition is
x−γ = nV ′

P(R).

Try the value function

VP(R) = A + B
R1−γ

1 − γ
,

where A and B are to be determined. Then

V ′
P = BR−γ .

The first-order condition then gives

x−γ = nBR−γ ,

i.e., the harvesting rule is linear:

x = (nB)−1/γ R.

Substituting this into the HJB equation to get

ρA + ρB
R1−γ

1 − γ
= (nB)

(γ−1)
γ R1−γ

1 − γ
+ B − δR1−γ − (nB)

(γ−1)
γ R1−γ .

Then, since the above equation must hold for all R > 0, the coefficients of the terms
involving R1−γ must add up to zero, i.e.,

(nB)−1/γ = ρ + δ(1 − γ )

nγ
> 0.

Thus the Kantian rate of exploitation is

xK (R) ≡ ρ + δ(1 − γ )

nγ
R.

Example 2 Let

G(R) = κR − Rη where η > 1 and κ > 0,

and assume the utility function is bounded above:
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M(x) = x1−η

1 − η
where η > 1.

The planner’s HJB equation is

ρVP(R) = max
x≥0

{
x1−η

1 − η
+ V ′

P(R)
[
κR − Rη − nx

]
}

.

Assume that ρ > κ − 1. The first-order condition is

x−η = nV ′
P(R).

We conjecture the following value function

VP(R) = A + DR1−η

1 − η
,

where A and D are to be determined. Then

V ′
P(R) = DR−η,

x = (nD)
− 1

η R.

Plugging this exploitation rule into the HJB equation, we obtain

ρA + ρ
DR1−η

1 − η
= (nD)(η−1)/ηR1−η

1 − η
+ κDR1−η − D − (nD)(η−1)/ηR1−η,

which yields

(nD)−1/η = ρ + κ(η − 1)

nη
> 0.

Thus the Kantian rate of exploitation is

xK = ρ + κ(η − 1)

nη
R.

4.2 Non-cooperative Exploitation by Agents with Moral
Scruples

Does the central planner’s solution co-incide with Nash behavior by agents who
have concerns for self-image? We assume that self-image is related to the differ-
ence between one’s action level and the Kantian action, xK (R), as specified by
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Eq. (8) above. Assume that an individual’s utility function is the sum of two func-
tions: (i) the material wellbeing function, Mi (x), and (ii) the self-esteem function,
vi (R, xi , xK (R)) defined by

vi (R, xi , x
K (R)) = Ai − θi max

[
0, σi (R)(xi − xK (R))

]
,

where Ai is a constant (let us call Ai “agent i’s intrinsic level of self-esteem”),
θi ∈ [0, 1] is a parameter called agent i’s “degree of moral scruple,” σi (R) is agent
i’s perception of the harm that he would inflict on other individuals if he were to
overexploit the resource stock, and xi − xK (R) is a measure of his deviation from
the Kantian ideal action. This formulation says that if xi > xK (R), then agent i feels
bad because he overextracts, violating the Kantian norm. Note that if xi < xK (R),
then his self-esteem is not affected.

Each individual chooses xi (t) to maximize

Wi =
∫ ∞

0
e−ρt

{
M(xit ) + Ai − θi max

[
0, σi (Rt )(xit − xK (Rt ))

]}
dt,

subject to
Ṙt = G(Rt ) − xit −

∑

j �=i

x j t ,

and limt→∞ R(t) ≥ 0.
We now state and prove Proposition 1.

Proposition 1 Suppose that the agent’s “perception of harm function” σi (R) is
equal to (n − 1)V ′

P(R), where VP(R) is the value function of the social planner’s
problem, as defined inEq. (7). If agent i expects that all other agents use the extraction
strategy x j = xK (R) as given by (8) then, provided that θi = 1, he will himself use
the same extraction strategy, xi = xK (R), resulting in a equilibrium that is socially
optimal at every point of time. At the Markov-perfect Nash equilibrium, the value
function of agent i turns out to be equal to the social planner’s value function, VP(R),
plus the constant term Ai/ρ.

Wi (R) = Ai

ρ
+ VP(R). (9)

Proof We only need to verify that the candidate value function Wi (R) as specified
by Eq. (9) does indeed satisfy agent i’s HJB equation and leads to the exploitation
strategy xi = xK (R). Given that σi (R) = (n − 1)V ′

P(R), the HJB equation for agent
i is

ρWi (R) = max
xi

{
M(xi ) + Ai − θi max

[
0, (n − 1)V ′

P(R)(xi − xK (R))
]

+ [
G(R) − (n − 1)xK (R) − xi

]
W ′

i (R)
}
.
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Using our candidate value function, the first-order condition is

M ′
i (xi ) − [θi (n − 1) + 1] V ′

P(R) = 0.

With θi = 1, we get
xi = M ′−1

(
nV ′

P(R)
) ≡ xK (R).

Substituting this into the HJB equation of agent i , we get

ρWi (R) = M(xK (R)) + Ai − 0 + [
G(R) − xK (R)

]
V ′
P(R).

By plugging (9) to the left-hand side of the above equation, we can verify that the
claim that (9) is agent i’s value function is indeed valid. �

5 A Discrete-Time Model of Renewable Resource
Exploitation By Image-Conscious Agents

Let us see how our result for the continuous-time model can be adapted for the case
of discrete time. Again we first solve the social planner’s problem. After that, we
show how the socially optimal outcome can be implemented as a Nash equilibrium
among agentswith a sufficiently strong concern for self-image.As expected, the basic
result of the continuous-time model carries over to the discrete-timemodel, provided
that the “perception of harm” function σi (R) is suitably modified, as discussed after
the statement of Proposition 2 below. This shows the robustness of our conclusion
concerning achieving the social optimum by means of Nash behavior of agents who
have a sufficiently strong concern for self-image.

5.1 The Social Planner’s Problem in Discrete Time

Let Xt be the agregate harvest, i.e.,

Xt =
n∑

i=1

xit .

We assume that the law governing the dynamics of the stock is

Rt+t = g(Rt , Xt ),

where gR > 0 and gX < 0.
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Let β be the discount factor, where 0 < β < 1. The social planner’s Bellman
equation is

VP(Rt ) = max
xt≥0

{M(xt ) + βVP(Rt+1)}
= max

xt≥0
{M(xt ) + βVP(g(Rt , nxt )} .

The first-order condition is

M ′(xt ) + βV ′
P(g(Rt , nxt ))ngX (Rt , nxt ) = 0.

(Note that V ′
P > 0 and gX < 0). From the first-order condition, we obtain xt as a

function of Rt . We denote this solution by

xt = xK (Rt , V
′
P). (10)

Then, substituting (10) into the Bellman equation, we get a first-order differential
equation that relate VP to V ′

P :

VP(Rt ) = M(xK (Rt , V
′
P)) + βVP(g

[
Rt , nx

K (Rt )
]
)ngX

[
Rt , nx

K (Rt )
]
.

Imposing the transversality condition, this first-order differential equation in VP

can be solved to yield the value function VP and hence the Kantian level of exploita-
tion.

Example 3 This example is drawn from the fish war model of Levhari and Mirman
(1980). Assume

G(R, X) = (R − X)α where 0 < α < 1,

and
M(xi ) = ln xi .

Then the Bellman equation is

V (R) = max
x

{ln x + βV ((R − X)α)} .

The first-order condition is

1

x
= αn(R − nx)α−1βV ′((R − nx)α).

Try the value function
V (R) = D + B ln R.

where B and D are to be determined. Then
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V ′(Rt+1) = B

Rt+1
= B

(Rt − nxt )α
.

This allows us to solve for the optimal harvesting rule:

xt = Rt

n(1 + αβB)

By the standard method, we find that

B = 1

(1 − αβ)
> 0.

5.2 The Individual’s Optimization Problem in Discrete Time

Assume that agent i has a utility function that is the sum of two functions: (i) the
materialwellbeing function,M(x) and (ii) the self-esteem function, vi (R, xi , xK (R))

defined by

vi (R, xi , x
K (R)) = Ai − θi max

[
0, σi (R)(xi − xK (R))

]
.

where Ai is a constant and θi ∈ [0, 1]. We may think of Ai as agent i’s intrinsic level
of self-esteem.

Proposition 2 Suppose the agent’s “perception of harm function” σi (R) is equal
to−(n − 1)βV ′

P(g[Rt , nxK (Rt )])gXt > 0, where gX is evaluatedat Xt = nxK (Rt ). If
agent i expects that all other agents use the extraction strategy x j = xK (R), then, pro-
vided that θi = 1, hewill himself use the same extraction strategy, xi = xK (R), result-
ing in a equilibrium that is socially optimal. At theMarkov-perfect Nash equilibrium,
the value function of agent i turns out to be equal to the social planner’s value func-
tion, VP(R), plus the constant term Ai/ρ,

Wi (R) = Ai

ρ
+ VP(R), (11)

where
1

1 + ρ
≡ β.

Discussion: Comparing Proposition 2 (for the discrete-time model) with Propo-
sition 1 (for the continuous-time model), we see the “perception of harm” func-
tion σi (R) must be suitably modified to get the desired result. In the continuous-
time case, we required that σi (Rt ) = (n − 1)V ′

P(Rt ), where VP(R) is the value
function of the social planner’s problem, and thus V ′

P(Rt ) is the marginal value
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of the concurrent stock of resource. In the discrete-time case, we required that
σi (Rt ) = −(n − 1)βV ′

P((gRt , nxK (Rt )))gXt , i.e.,

σi (Rt ) = (n − 1)βV ′
P(g(Rt , nx

K (Rt )))|gXt |,

i.e.,
σi (Rt ) = (n − 1)βV ′

P(Rt+1)|gXt |, (12)

where, of course, Rt+1 = g(Rt , nxK (Rt )). Here, we note two differences between
the “perception of harm” functions for the discrete-time case and for the continuous-
time case. First, in the Eq. (12), V ′

P is valued at Rt+1, not at Rt : it is the shadow
price of the next period’s stock, not of the concurrent stock, that matters. Second,
the discount factor β appears in the Eq. (12) because an agent’s extraction at date t
reduces the stock at a later date, t + 1.

Proof of Proposition 2Weonly need to verify that the value functionWi (R) specified
by Eq. (11) satisfies agent i’s Bellman equation and leads to the exploitation strategy
xi = xK (R). The Bellman equation is

Wi (Rt ) = max
xi

{
M(xit ) + Ai − θi max

[
0,−(n − 1)βV ′

P(g
[
Rt , nx

K (Rt )
]
)

×gX (xit − xK (Rt ))
] + βW ′

i

(
g

[
Rt , (n − 1)xK (Rt ) + xit

])}
.

The first-order condition is

M ′(xit ) + (n − 1)βV ′
P(g

[
Rt , nx

K (Rt )
]
)gX

= −βW ′
i (g

[
Rt , (n − 1)xK (Rt ) + xit

]
)gX .

Given that all agents j �= i use the strategy x j = xK (R), and the above First-order
condition is identical to the social planner’s first-order equation,

M ′(xit ) + βV ′
P(g

[
Rt , x

K (Rt )
]
)gX = 0.

This completes the proof. �

6 A Model of the Evolution of the Concern for Self-image

In the preceding model, the parameter θi may be called the degree of pro-socialness
of agent i . So far, we assume that θi is time-independent. Now, we open a new
window, and ask: what if agent i actually is a sequence of overlapping generations?
How would θi change from one generation to the next?
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Let us consider a simplemodel that addresses this issue. For simplicity,we abstract
from the dynamics of the resource stock. To compensate for this over-simplification,
we add a feature that reflects overcrowding externalities.

Think of a village populated by n famillies. Each family consists of a parent
and a child. Time is discrete. In period t , the parent works to feed the family and
contributes a fraction of her income to the village’s education of the younggeneration.
We assume that moral attitude is formed in an individual when he is a child. Once
the child becomes an adult in period t , he cannot change his θi t (which was formed
in period t − 1).

Assume that in period t , each parent i chooses the number of goats eit tomaximize
his utility function, which is the sum of the material payoff and of his self-image.
His material payoff is

Mit = M(eit,E−i t ) = eitξF(eit + E−i t )

eit + E−i t
− βi g(eit ),

where ξ is the productivity parameter of the pasture. His self-image function is

vi t = A − θi t max
{
0, (eit − eK )σ

}
,

where σ is an objective measure of the degree of damage that his overexploitation
inflicts on other members of the community. The individual takes θi t as given. We
assume that eK is the exploitation level that a social planner would ask each agent to
carry out, assuming that the social planner’s objective is to maximize �t , defined as
the sum of the material payoffs:

�t =
n∑

i=1

Mit .

Consider the case where all members of generation t are homogeneous, in the
sense that θi t = θt and βi = β j = β. We can then solve for the Kantian level eK

(which is of course independent of σ and θt ) and Nash equilibrium eNt of this
game. Let s ≡ 1/n. Clearly eK = sEK , where EK is the solution of ξF ′(EK ) =
βg′(EK /n).

Let EN
t = neNt . The symmetric Nash equilibrium can be shown to satisfy the

Kuhn–Tucker condition

[
(1 − s)

ξF(EN
t )

EN
t

+ sξF ′(EN
t ) − βg′

(
EN
t

n

)]
− θtσ ≤ 0,

with equality holding if eNt = eK . We can state the following result:
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Lemma 1 There is a threshold level θ̃ such that if θt ≥ θ̃ then eNt = eK . The thresh-
old θ̃ is given by

θ̃ ≡ 1 − s

σ

[
ξF(EK )

EK
− βg′(sEK )

]
> 0.

Proof This follows from the above Kuhn–Tucker condition. �

Corollary 1 If the agents perceive that σ is equal to σ ∗, where

σ ∗ ≡ (n − 1)

[(
1

n

)(
ξF(EK )

EK
− ξF ′(EK )

)]
> 0,

then θ̃ = 1. Under these conditions, as long as θt < 1, the Nash equilibrium exploita-
tion EN

t will exceed EK .

Proof This follows immediately from Lemma 1 and from the fact that ξF ′(EK ) =
βg′(sEK ). �

Remark The value σ ∗ as defined in Corollary 1 has an intuitive economic inter-
pretation. The term inside the square brackets is the excess of average product over
marginal product, divided by the number of agents in the community. It is, therefore,
an indicator of the marginal loss imposed on the representative agent if an agent
deviates by increasing eit above the Kantian level eK . When this term is multiplied
by n − 1, the result is a measure of harm that a deviating agent inflicts on the other
n − 1 agents. If σ = σ ∗ then when θt = 1, each agent’s concern for self-image fully
internalizes the cost that his deviation would impose on others. The resulting Nash
equilibrium is then Pareto efficient.

In what follows, we assume σ = σ ∗ and consider the realistic scenario where
θt ≤ 1.

Proposition 3 Assume θt < 1. Then the Nash equilibrium exploitation EN
t is a func-

tion of θt and of ξ . An increase in θt will reduce EN
t , and an increase in ξ will

increase EN
t .

Proof Apply the implicit function theorem to the equation

[
(1 − s)

ξF(EN
t )

EN
t

+ sξF ′(EN
t ) − βg′

(
EN
t

n

)]
− θtσ

∗ = 0.

�

Example 4 Assume that

βg(e) = γ e, (13)
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where γ > 0 and

ξF(E) = ξE − ξE2

2
where ξ > γ. (14)

Then
EK = 1 − (γ /ξ) > 0.

In this case, σ ∗ = (1 − s)(ξ − γ )/2. Then, for all θt ∈ (0, 1),

EN
t = (2 − θt (1 − s))EK

1 + s
< EK .

And the Nash equilibrium material wellbeing of the representative adult in period t
is

M̂(θt ) = 1

n

[

(ξ − γ )EN
t (θt ) − ξ

(
EN
t (θt )

)2

2

]

. (15)

Proposition 4 For all θt ∈ (0, 1), a marginal increase in θt leads to an improvement
in the community’s material wellbeing in period t.

Proof The Nash equilibrium material wellbeing of the community in period t is

eNt (θt )ξF(EN
t (θt ))

EN
t (θt )

− βg(eNt (θt )) = 1

n
ξF(EN

t (θt )) − βg

(
EN
t (θt )

n

)
≡ M̂t (θt ).

Then

d M̂t

dθt
= dMt

dEt

dEN
t (θt )

dθt
=

[
1

n
ξF ′(EN

t ) − 1

n
g′

(
EN
t

n

)]
dEN

t

dθt
> 0.

This completes the proof. �

We assume that parents care about the future material wellbeing of their children
when they reach their adulthood. Parents in period t know that if every member of
the future generation has a higher value θi t+1, then everyone will be having a higher
level of material wellbeing. For this reason, they collectively have an incentive to
provide a moral education for their children. Let us consider a simple model of the
cost of providing moral education and show how θ evolves over time.

Let κ > 0 be the discount factor. The representative adult in period t wants to
choose eit and aggregate education expenditure Zt to maximize

Wit ≡
[
eit ξF(eit + E−i t )

eit + E−i t
− βi g(eit ) − 1

n
Zt

]
+ A − θi t max

{
0, (eit − eK )σ∗}

+ κ M̂t+1(θt+1),

(16)
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where κ M̂t+1(θt+1) is the value that the parent attaches to the material wellbeing
of the child in the latter’s adult phase. In this formulation, each parent pays (e.g.,
through taxation) a fraction 1/n of the aggregate education expenditure Zt .

While the parent chooses eit non-cooperatively, taking E−i t as given, we assume
that all parents make a collective choice (e.g., by voting) when it comes to choosing
the common level Zt . Thus Zt is determined as an outcomeof a collective deliberation
on the community’s educational budget. Once Zt has been voted on, everyone has
to pay his share, Zt/n.

We must model how θt+1 is influenced by Zt .
Let It ≥ 0 denote the gross investment in the stock θt , such that

θt+1 = (1 − δ)θt + It ,

where δ ≥ 0 is the rate of depreciation of θt . We assume that for any target It , the
required expenditure in terms of the numeraire good is

Zt = ηIt + 1

2
I 2t ,

where η is a positive constant.
The community chooses It ≥ 0 that maximizes

κ M̂t+1(θt+1) − 1

n

(
ηIt + 1

2
I 2t

)
, (17)

subject to θt+1 = (1 − δ)θt + It .

Proposition 5 Assume (13) and (14). Let

ω ≡ κ(1 − s)2(ξ − γ )(1 − γ /ξ)

(1 + s)2
.

Moreover, assume ω > η. Then problem (17) gives rise to a dynamic path of θt that
converges to a positive steady-state θ∗ given by

θ∗ = ω − η

ω + δ
≤ 1.

If both η = 0 and δ = 0, then θ∗ = 1, which implies that at the steady state, all agents
will achieve the Kantian level of exploitation, i.e., e∗

i = eK .

Proof Omitted. �
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7 Conclusion

We have shown that the problem of excessive exploitation of the commons can
be avoided if agents who choose their exploitation level non-cooperatively in the
manner described by Nash are at the same time sufficiently concerned about their
self-image as a person imbued with Kantian morality.15 Moreover, we argue that
in each generation, parents have an interest in the collective provision of moral
education for their children. This can give rise to an evolution of pro-social attitude
in the population. Darwin himself has written on the evolution of moral qualities.
In The Descent of Man, Darwin (1874) wrote that “Selfish and contentious people
will not cohere, and without coherence, nothing can be affected. A tribe possessing a
greater number of courageous, sympathetic and faithful members, who were always
ready to warn each other of danger, to aid and to defend each other would spread
and be victorious over other tribes. Thus, the social and moral qualities would tend
slowly to advance and be diffused throughout the world.” (Darwin 1874, Chap.5, p.
134–5.)16

WhileDarwindid not explicitlymentionmoral education as a factor that reinforces
the cultural selection process, it should be obvious that tribal leaders do provide
moral education to children in the form of morality tales, so that they would grow
up as cooperative adults and benefit from the material gains brought about by social
cooperation. The transmission of pro-social values across generations is in fact a
co-evolutionary process, both by conscious decisions and by natural selection.17

Acknowledgements I thank two anonymous reviewers for their helpful comments.

Appendix

Kantian Equilibrium with Heterogeneous Contributors
to a Public Good

In Sect. 3.2, we found that the condition characterizing the Kantian equilibrium allo-
cation in the common-property resource model (where utility is linear in consump-
tion) is also the condition that characterizes the optimal allocation under the standard
utilitarian objective of maximizing the non-weighted sum of individuals’ utilities.
This appendix shows that this equivalence between theKantian equilibrium (with het-
erogeneous agents) and the Benthamite utilitarian maximization does not carry over

15As pointed out by a reviewer, if there are both “green” and “brown” agents, as in Wirl (2011), the
effect of “green” agents is weakened because the incentive to free ride increases for the “browns”.
16Darwin’s argument was the basis for the theory evolution employing group selection. Admittedly,
this theory is not without its critics. Whether group selection is a good hypothesis or not is a matter
of debate. For interesting discussions of these issues, see Gould (1980, 1993).
17For a discussion of co-evolution, see e.g. Binmore (2005).
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to a public good model (where utility is non-linear in the public good). Indeed, we
prove below that the Kantian equilibrium in a public good model with heterogeneous
consumers is equivalent to maximizing a weighted sum of individuals’ utilities.

Consider the following simplemodel of private contributions to a public good. Let
si denote the contribution of agent i . Assume that the benefit that each agent derives
from the public good S is B(S) where B(S) is increasing and strictly concave, with
limS→∞ B ′(S) = 0. The cost to agent i is

ψi (si ) = 1

αi
c(si ),

where 1 = α1 ≤ α2 ≤ α3 ≤ · · · ≤ αn , and c(s) is strictly convex and increasing func-
tion, with c′(0) = 0 = c(0). Agent 1 is the highest cost agent. Define a Kantian equi-
librium of contributions as a strictly positive vector (sK1 , sK2 , sK3 , . . . , sKn ) such that
for each household i , if it changes sKi to λsKi , it will find that, for all λ such that
0 < λ �= 1, its material wellbeing will fall, assuming that all other households would
change their sKj by the same factor λ.

Formally, a vector (sK1 , sK2 , sK3 , . . . , sKn ) is a Kantian equilibrium (in thought) if
and only if

1 = argmax
λ>0

B(λSK ) − 1

αi
c(λsKi ).

Again, let Mi denote the material payoff of household i :

Mi (λ) = B(λS) − 1

αi
c(λsKi ).

Differentiating Mi with respect to λ, we get the first-order equation

B ′(λS)SK − 1

αi
c′(λsKi )sKi = 0 for i = 1, 2, . . . , n.

Evaluated at λ = 1, we get

B ′(SK )SK = 1

αi
c′(sKi )sKi = 1

α1
c′(sK1 )sK1 . (18)

Take the special case where

c(s) = s1+ε

1 + ε
with ε > 0.

Then

B ′(SK )SK = 1

αi

(
sKi

)1+ε
,
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and
sKj
sK1

=
(

α j

α1

) 1
1+ε

≡ γ j ≥ 1.

It follows that

SK = sK1

n∑

j=1

γ j ≡ sK1 �,

and

sK1 = SK

�
and sKj = γ j s

K
1 = γ j

�
SK .

Then

B ′(SK )SK = (
sK1

)1+ε =
(
SK

�

)1+ε

,

and

B ′(SK ) = 1
�1+ε

(
SK

)ε
.

Since the left-hand side is decreasing in S and the right-hand side is increasing in S,
there exists a unique SK > 0, given that we have assumed that limS→∞ B ′(S) = 0.
Thus we can compute sK1 and sKj = γksK1 , for all j = 2, 3, . . . , n.

It is easy to see that the Kantian solution (sK1 , sK2 , sK3 , . . . , sKn ) maximizes M , a
weighted sum of material payoffs,

M ≡
n∑

i=1

ωi Mi ,

where the weights ωi are given by

ωi ≡ γi

�
.

It can also be verified that
sKi
SK

= γi

�
= ωi .

The Kantian solution is Pareto efficient. Indeed, the Samuelsonian efficiency con-
dition is satisfied: the sum of individuals’ marginal rate of substitution (MRS) of
the private good for the public good is equal to the marginal rate of transformation
(MRT) between the private good and the public good. At the Kantian allocation, the
Lindhal price for individual i is
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Pi = B ′(SK )

c′(sKi )/αi
=

sKi
SK B ′(SK )

sK1
SK c′(sK1 )/α1

.

Thus the sum of these Lindhal prices are equal to 1 (using Eq. (18)):

∑
Pi = B ′(SK )

sK1
SK c′(s1)/α1

= 1,

i.e., the sum of MRS equals MRT.
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The Effects of Political Short-Termism
on Transitions Induced by Pollution
Regulations

Giovanni Di Bartolomeo, Enrico Saltari, and Willi Semmler

Abstract We study the dynamic problem of pollution control enacted by some
policy of regulation and mitigation. The dynamics of the transition from one level
of regulation and mitigation to another usually involves inter-temporal trade-offs.
We focus on how different policymaker’s time horizons affect these trade-offs. We
refer to shorter lengths in policymaker’s time horizons as political short-termism or
inattention, which is associated with political economy or information constraints.
Formally, inattention is modeled using Non linear Model Predictive Control. There-
fore, it is a dynamic concept: our policymakers solve an inter-temporal decision
problem with finite horizon that involves the repetitive solution of an optimal control
problem at each sampling instant in a receding horizon fashion.We find that political
short-termism substantially affects the transition dynamics. It leads to quicker, but
costlier, transitions. It also leads to an under-evaluation of the environmental costs
that may accelerate climate change.
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1 Introduction

As widely stated now, anthropogenic pollution resulting from economic activity
has been observed for a long time.1 The pollution is a by-product of economic
activity and has negative effects on welfare. In the short run, the negative effects
on welfare are mitigation costs—costs of controlling pollution—and in the long run
there is cost arising from social, ecological, and economic damages resulting from
the greater pollution. Yet, in the long run there are likely to be also welfare gains.
Nordhaus (1992, 2014), and Bonen et al. (2016), Orlov et al. (2018) provide an
explicit treatment of both mitigation and adaptation costs.2

Although an equilibrium between long-run cost and benefits can be achieved,
regulation standards need to change across time. Some technologies become obsolete
and then policymakers find it optimal to disincentive their use. By contrast, new
technologies substitute the old one and need to impose new regulation standards.
Moreover, regulation standards can be used in a strategic way to incentive innovation
to more efficient production techniques.3

In both cases, the regulator faces the transition from one type of regulation to
another one. Moving from a standard to another one is, in fact, a dynamic process
that can have large transition costs.

In this paper, we are dealing with dynamic transitions involved by changes in
regulation standards. Therefore, we mainly deal with mitigation rather than adap-
tation costs. In the shorter run, however, policymakers are always subjected to a
trade-off in emission regulations. Specifically, we look at trade-offs in the well-
known problem of pollution control in the transition from one level of regulation
and mitigation to another. We focus on how different policymaker’s time horizons
affect these transitions. We refer to shorter lengths in policymaker’s time horizons
as political short-termism or policy inattention.

The determination of the optimal path of emissions requires the solution of an
optimal control problem (Nordhaus 1992, 2014). In our setup, political short-termism
is modeled using Nonlinear Model Predictive Control (NMPC). Differently from the
traditional optimal control, NMPC does not involve a maximization over the entire
planning horizon. It instead involves the repetitive solution of a dynamic decision
problem at each sampling instant in a receding horizon fashion (Grüne et al. 2015).
We interpret a shorter horizon as measuring inattention.

Along the above lines, we consider two polar scenarios. In the first one, somewhat
resembling emerging markets, we assume that the policymaker aims to regulate
pollution through a technology, placing new standards of regulation, not to allow a

1See Spengler and Sexton (1983) and Gallegati et al. (2017) for the nexus of economic growth,
CO2 emission, and global temperature rise. For the nexus of CO2 emission, climate disasters, and
adaptation policies, see Mittnik et al. (2020).
2Orlov et al. (2018) show that indeed the agents in the short run, the current generation, might face
some welfare losses, as compared to business-as-usual, but in the long run, for future generations,
there can also be some gains, since increases in temperature and damages are avoided.
3See, e.g., Porter (1991), Gore (1992), and Porter and van der Linde (1995).
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pollution to go above a certain level. In the second one, the regulator is supposed
to bring down the pollution level to a lower level by moving from a high level of
pollution to a lower one. It mimics the case of an obsolete technology to be replaced
by a new technology, a case one might observe in the advanced countries.4

Our main finding is that policy inattention substantially affects the transition
dynamics. Present-centric policy thinking matters, it affects the transition dynamics,
leading to quicker, but more expensive, transitions in both the case of growing
emergingmarket economies and the case of advanced countries. Independently of the
case considered, in fact, inattention always leads to an under-evaluation of the envi-
ronmental costs. This means that inattention allows, in either of our two cases above,
for a larger buildup of a pollution stock that is likely to threaten the threshold—the
carbon budget—below which the current Paris agreement on the upper bound of
temperature rises, namely, 1.5–2 °C is not ensured.

Other recent researches use NMPC to study environmental economic problems.
Greiner et al. (2014) study the transition of an economy from non-renewable to
renewable energy. They study the conditions when a transition to renewable energy
can take place, and whether it takes place before non-renewable energy is exhausted.
A socially optimal solution is considered that takes into account the negative exter-
nality from the non-renewable energy in the longer run. They also study how tax
rates and subsidies can be used to mimic the optimal solution in a market economy.

Nyambuu and Semmler (2014) consider optimal extraction and production of
non-renewable resources that are finite in quantity. They show an inverted hump-
shaped path for the price and a hump-shaped path for the extraction rate, in the case
of modest initial stock of proved reserves.

Weller et al. (2015) andKellett et al. (2019) develop a receding horizon implemen-
tation of the Integrated Assessment Model (IAM) of climate economics (Nordhaus
1992, 2014) and compute the social cost of carbon in the presence of uncertainty
of future damages. Their receding horizon approach provides a decision-making
framework to deal with key geophysical and economic uncertainties arising from the
long-run pollution effects.

We use a similar approach as the above researches, but in a different perspective.
Greiner et al. (2014), Nyambuu and Semmler (2014), Weller et al. (2015) and Kellett
et al. (2019) use NMPC to mimic the dynamic programming solution and to obtain
global solution without linear approximations. We instead use the NMPC approach
to model policymaker’s inattention. From this point of view, our paper is related to
the pioneering studies of Buchanan and Tullock (1962: Chap. 4), Nordhaus (1975),
and Simon (1995: 90), who emphasizes the question of time horizon and how policy-
maker’s choices would be affected by it. For instance, when a government is almost

4Note that the Paris agreement allows in principle for the emerging markets a different path to a
low carbon economy than for advanced economies (see Task Force on Climate-related Financial
Disclosures 2017).
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certain to lose the coming election, it may leave a legacy of policies that ties the
hands of its opponents.5

Recently, the idea of political short-termism has been introduced by Di
Bartolomeo et al. (2018) to study public debt dynamics in differential games. They
find that shortsightedness induces policymakers to be initially more aggressive in
stabilizing the debt, but it finally leads to excessive public debt in the long run.
These initially too aggressive policies inertially trap policymakers along a dynamic
path consistent with high long-run debt. Others have investigated further effects of
impatience and discount factor shocks on policymakers’ behavior (Niemann and von
Hagen 2008; Adam 2011; Niemann 2011; and Niemann et al. 2013).

Alternatively, one can interpret the policymakers’ different time perspectives in
terms of limited capabilities of forecasting the effects of their policies. Policymakers
as the other economic agents often make decisions under limited information, they
respond imprecisely to the continuously available information, face uncertainties
of the future, or they have a limited information processing capacity (Simon 1957,
1995).6

A prominent theory is rational inattention proposed by Sims (1998). As long
processing information is costly, the agents may find it unreasonable to use all avail-
able sources of information. They would rather focus on selected sources, and they
may rationally take their choices on incomplete information.7

The rest of the paper is organized as follows. Section 2 describes our framework
and formally introduces the idea of the inattentive policymaker. Section 3 presents
our results, i.e., the interaction effects of inattention and environmental policies. Both
cases of new- and old-technology regulation are introduced. Section 4 concludes the
chapter.

2 A Model of Pollution Control

Next, we present a more general model that allows to study the two cases above of
an emerging market economy with higher growth rates and an advanced matured
economy with lower growth rates, having a long history of pollution.

5Some examples are provided by Persson and Svensson (1989), Alesina and Tabellini (1990), and
Chari and Cole (1993).
6See also Deissenberg and Cellarier (1999), Dawid et al. (2005), Arifovic et al. (2010), and Hebert
and Woodford (2017).
7See among others, Sims (2003, 2006, 2010) and Woodford (2009). A complete survey on this
issue is outside the scope of the present paper. Alternative interpretations could be based on the
existence of externalities, troubles, or even corruption (bribery). See, e.g., Accinelli et al. (2014),
who formalize joint dynamics of corruption and pollution in a model of evolutionary game theory.
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2.1 The Economic Framework

Our general pollution control model is borrowed from Saltari and Travaglini (2016).8

The model is based on a cost–benefit analysis of pollution.9 Pollution is a by-product
of economic activity and emissions from economic activity negatively affect welfare.
Therefore, a certain level of emission is unavoidable, and thus producing goods and
services may not be possible without generating some pollution.

Denoting the stock of pollution at time t by p(t), the equation of motion that
describes pollution dynamics can be written as the difference between the emissions
(z(t)) and the ecological decay of the pollution stock (δp(t)):

ṗ(t) = z(t) − δp(t) (1)

where pollution decay is assumed to be a linear function of the pollution stock level.
We can refer to (1) as the emission equation.

The aim of the policymakers is to choose the level of emissions to maximize net
social benefits that can be written in a compact form as follows:

W (0) =
∫ T

0
e−ρt (B(t) − C(t))dt (2)

whereρ indicates the discount rate, the interval [0,T ] represents the planning horizon,
B(t) = [αp(t)]θ are the gross benefits, and C(t) = z(t) + ωz(t)2/2 are the gross costs.

Pollution is related to production and we can write the benefit, B(t), as related
to capital via pollution, αp(t). The specification used is consistent with a standard
production function, where pollution is a by-product of the use of capital. The param-
eter α > 0 increases in the effect of natural abatement and falls in themarginal propen-
sity to pollute of the community; θ ∈ (0, 1) increases in output elasticities of the
production factor and falls in the elasticity of pollution.10

The damages of emissions, C(t), are nonlinear as they include an increasing
quadratic term. Thus, the marginal adjustment cost is increasing in the size of emis-
sions. The specification, C(t), captures the idea that additional units of emissions
increase more than proportionally the disutility endured by society. An acceleration
of the rate of emissions then increases the social costs of any incremental unit of
pollution released.

8We refer to them for derivation details. See also, e.g., Fisher et al. (1972), Kamien and Schwartz
(1991), Dockner and van Long (1993), Kolstad and Krautkraemer (1993), Tahvonen (1995),
Jorgensen et al. (2010), and Athanassoglou and Xepapadeas (2012).
9Cost–benefit analysis raises several methodological and theoretical challenges that are far beyond
the scope of our paper. Palmer et al. (1995) and Pearce et al. (2006) provide a comprehensive
discussion of cost–benefit analysis and policy applications.
10For a formal derivation, we refer to Saltari and Travaglini (2016). It is worth mentioning that we
need to use discrete controls to introduce NMPC techniques in the setup developed by Saltari and
Travaglini (2016). By contrast, for the sake of comparison, we assume the state variables evolving
in continuous time.
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2.2 The Policymakers’ Problem and Inattention

Wefirst characterize the standard problem, and then we introduce inattention. In both
cases, denoting p0 the stock of pollution at the beginning of the planning horizon, we
assume that the policymakers aim to implement a different level of pollution, pT , for
example, defined by an agreed upon carbon budget. During the transition from p0 to
pT , constrained by the emission Eq. (1), the policymakers would choose a sequence
of emissions, which maximizes net benefits (2).

In a full information context, the behavior of the rational policymaker can be
found using the standard tools of control theory to solve the net benefit maximization
problem. Formally, our policymaker solves

max
z(t)

W (0) =
∫ T

0
e−ρt ([αp(t)]θ − z(t) − ω

2
z(t)2)dt

s.t .

ṗ(t) = z(t) − δp(t)

p(0) = p0
p(T ) = pT (3)

The Hamiltonian for the problem (3) can be easily derived and solved. We denote
the (rational expectations) corresponding solution by {zRE (t)}T0 .

The solution of (3) using control theory is consistent with the idea that the length
of the policy horizon is the result of myopia or limited rationality. Different lengths
capture different policymakers’ perspectives or constraints, for instance, the chances
of survival in office by the government or some constitutional constraints. Following
Di Bartolomeo et al. (2018), we can interpret a time preference for the short run
against the long run as a measure of political instability, i.e., the frequency of govern-
ment turnover, which depends on voter preferences, political institutions, and salient
events and issues. Alternatively, we can assume that people often make decisions
under limited information, they respond imprecisely to the continuously available
information, or they have a limited information processing capacity (Simon 1990;
Sims 1998).

A way to model the above concept of rational inattention in a dynamic setting is
to use NMPC (Grüne et al. 2015). NMPC does not involve a maximization over the
entire planning horizon, but it involves the repetitive solution of an optimal control
problem at each sampling instant in a receding horizon fashion. Then a shorter
horizon can be interpreted as measuring stronger inattention.

We denote the choices of the policymaker operate under rational inattention by
{zRIN (t)}T0 , where N < T is the degree of inattention. Formally, the emission at each
time τ ∈ [0, T ] is determined to optimize a performance index with a receding
horizon. At each time τ , the optimal emission z(τ ) is determined over the horizon
[τ, τ + N ], solving
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max
z(t)

W (0) =
∫ τ+N

τ

e−ρt ([αp(t)]θ − z(t) − ω

2
z(t)2)dt

s.t .

ṗ(t) = z(t) − δp(t)

p(τ ) =
(∫ τ

0
zRIN (k)e−δkdk+p0

)
eδτ

p(τ + N ) = pF (4)

Then the optimal value at time τ (z(τ )) is used as the actual input to the controlled
system. Note that the initial condition (p(τ )) of the problem (4) is obtained from the
previous horizon solution. See the Appendix for details.

Summing up, the NMPC solution consists of the first optimal inputs of series of
control problems, each over a given (moving) horizon of length N.

3 Inattention and Environmental Policies

Environmental policies are driven by specific-country considerations, desired targets
and trade-off may, in fact, differ across different economies. For instance, relevant
differences arise between low-income countries and high-income countries. Stern
and Stiglitz (2017: 19) emphasize how the imperative of development and poverty
reduction may justify slower and more moderate emission reductions over the short
term. Low-income countries thus could do less to reduce their emissions in the short
term to ensure poverty reduction. Specifically, Stern andStiglitz (2017) underline that
low-income countries tend to have less ambitious objectives for emission reductions
and/or to require a lower carbon price to achieve a given level of emission reductions.

Along the above lines, we consider two simple scenarios. In the first one, we
look at the problem of the policymaker who faces the transition from a low level of
pollution to a higher, targeted, level, consistent with the society desired production.
The scenario is consistent with a regulation policy of emerging economies or the
regulation of new-introduced technologies that substitutes some old obsolete ones.
Formally, in this scenario, we assume p0 < pT .

The second case describes the problem of a policymaker in a mature economy.
Now, the policymaker should manage the transition from a high level of pollution to
a lower one for an obsolete technology that is going to be substituted by a new, more
efficient one. For a long time, both technologies can coexist. Thus, the policymaker
could aim to regulate the old (inefficient) technology to be used less, reducing the
associated level of pollution.11

The second scenario is characterized by p0 > pT .

11We focus on the regulation of the old obsolete technology. Clearly, the case of the new efficient
one is already described by the first scenario.
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We refer to the first scenario as the case of “growth and pollution regulation,”while
we refer to the second as the case of “obsolete technology and pollution abatement.”
In both scenarios, the model is solved by numerical simulations.12

We calibrate the model by using a reasonable set of parameter values. The annual
discount factor ρ is set at 0.04 (corresponding to a 4% rate). The ecological decay of
the pollution stock is 5% per year (i.e., δ = 0.05). The other parameters are ω = 1,
θ = 0.3, and αθ = 0.5. These values are consistent with an elasticity ranging from
about 0.3 to 3.3. Moreover, we assume that p0 = 3 and pT = 14 in the first scenario,
whereas p0 = 45 and pT = 14 in the second one.13

We compare the optimal regulation designed by a rational policymaker (i.e.,
problem (3)) to inattention (i.e., problem (4)), which is captured by different values
for the policymaker’s (moving) horizon of length N. Specifically, we consider three
different cases: strong inattention, inattention, and weak inattention (respectively,
time length equal to 90, 110, and 130). The value for T is set at 160; therefore, the
planning horizon for the rational policymaker is [0, 160].

3.1 Growth and Pollution Regulation

New technologies substitute the old ones and one needs to impose regulation stan-
dards. Therefore, the policymaker faces a transition from one level of regulation to
another one. Specifically, the regulator faces the problem to move from an initial
low level of pollution and production to an upper bound standard compatible with
a desired growth rate. Our results are illustrated in Fig. 1. The path depends on the
regulator’s inattention. The solid line represents the case of an attentive policymaker.

During the transition dynamics, optimal emission regulation requires to achieve
gradually the desired standard. In the absence of inattention, the optimal control
solution requires an “overshooting policy” that results in reversed-hump-shaped
dynamics for emission (Saltari and Travaglini 2016). The emissions are initially
reduced and only at about the mid-planning horizon these start to converge to the
desired standard. The rationale of the dynamics is due to the high social cost of pollu-
tion. Similar optimal dynamics hold for extraction and production of non-renewable
resources (e.g., Nyambuu and Semmler 2014).

How does inattention affect the policymaker decisions? As the degree of inat-
tention increases, the regulator tends to reach the desired standard faster, while
underestimating the impact on the environment during the transition.

The average effects of inattention during the transition dynamics can be quantified.
Table 1 reports them. The table also reports percent deviations from the rational

12NMPC is implemented following Grüne et al. (2015) and using the Matlab routines developed
by Grüne and Pannek (2017).
13For the sake of comparison, we use the same parameters proposed by Saltari and Travaglini
(2016). However, our findings are qualitatively robust to changes in the parameterization. Results
are available upon request.



The Effects of Political Short-Termism on Transitions … 117

0 20 40 60 80 100 120 140 160
0

5

10

15

time

po
llu

tio
n 

st
oc

k

 

 
strong inattention
inattention
weak inattention
no inattention

Fig. 1 Emission regulation path for a new technology

Table 1 Effects of inattention (new technology)

Pollution (stock) average % Emission (flow) average %

Strong inattention 8.37 167 0.46 172

Inattention 6.76 115 0.37 121

Weak inattention 5.13 63 0.28 69

No inattention 3.14 – 0.17 –

expectation benchmark. Compared to the optimal control policy, strong inattention
implies a pollution stock and average emissions about two times larger. Notable
differences emerge for all cases of inattention.

Thus overall, inattention and shortsightedness allow for a larger buildup of a pollu-
tion stock that is likely to threaten the threshold, adjusted for developing economies,
below which the carbon budget, and the current Paris agreement on the upper bound
of temperature rise, is not ensured.

3.2 Obsolete Technologies and Pollution Abatement

The effects of introducing a new technology that makes the old one (more polluting)
obsolete are illustrated in Fig. 2. This is more the case of advanced countries that have
been using for a long time fossil fuel energy. Such old technology is assumed to be
regulated to bring pollution down to a lower level. Figure 2 describes the transition
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Fig. 2 Emission regulation path for an obsolete technology

from a soft standard (which is associated to a high level of pollution) to a hard
standard. The path depends on the regulator’s inattention. The solid line represents
again the case of an attentive policymaker.

During the transition dynamics, optimal policies require to quickly abate the
pollution level to converge to lower levels, to the new desired standard. As the degree
of inattention increases, the policymaker will again tend to reach the desired standard
faster, but at a higher cost. The regulator again under-evaluates the environmental
impacts of the transition to the new desired standard.

The average effects of inattention during the transition dynamics of the regu-
lation of an obsolete technology are described in Table 2. The table reports the
average pollution and emission and percent deviations from the rational expectation
benchmark.

Here too, inattention and shortsightedness allow for a larger buildup of a pollution
stock that is likely to threaten the threshold for advanced economies, belowwhich the

Table 2 Effects of inattention (obsolete technology)

Pollution (stock) average % Emission (flow) average %

Strong inattention 13.98 58 0.45 170

Inattention 12.41 41 0.37 120

Weak inattention 10.80 22 0.28 68

No inattention 8.81 – 0.17 –
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carbon budget, and the current Paris agreement on the upper bound of temperature
rise, is not ensured.

4 Conclusions

Westudied the effects regulator’s inattention in the transition from twodifferent levels
of environmental regulation.We can refer to political short-termism or policy inatten-
tion as shorter lengths in policymaker’s time horizons. The rationale of different time
perspectives can be found in policy uncertainty, institutional constraints, or limited
rationality due to limited information or rational inattention.

Independently of its rationale, policy inattention was modeled using NMPC. In
each instant of time, the regulator can solve an optimization problem considering
the effects of the policy for a limited horizon. A shorter horizon is interpreted as
a measure of inattention. Of course, as time passes, the regulator revises the plan
forward. The NMPC approach provides a principled decision-making framework
in which to deal with policymaker’s inattention, which complements the existing
models based on optimal control methods.

Our main result is that no matter whether the regulator designs a plan to achieve a
lower (fast growing emergingmarket economies) or higher level of emission standard
(advanced countries with old energy technology), political short-termism leads to
quicker, but more expensive, transitions associated to an under-evaluation of the
environmental risk. Hereby the targeted upper limits of emissions and temperature
are threatened not to be ensured.
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Appendix

Both problems (3) and (4) are solved by maximizing one or more Hamiltonians of
the following kind:

H(k) = e−ρt
(
[αp(k)]θ − z(k) − ω

2
z(k)2 + μ(k)[z(k) − δp(k)]

)
(5)

with k ∈ [kL , kU ], p(kL) = pkL , and p(kU ) = pkU , which requires

∂H(k)

∂z(k)
= 0 ⇒ −1 − ωz(k) + μ(k) = 0 (6)
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ṗ(k) = ∂H(k)

∂μ(k)
⇒ ṗ(k) = z(k) − δp(k) (7)

μ̇(k) = ρμ(k) − ∂H(k)

∂p(k)
⇒ αθθp(k)θ−1 = (ρ + δ)μ(k) − μ̇(k) (8)

The optimal policy plan stemming from (3) needs to solve (6)–(7) imposing
p(kL) = p0 and p(kU ) = pT . By contrast, the solution of (4) is obtained by solving
a series of Eqs. (6)–(7), at each instant of time k ∈ [0, T ], while zRIN (k) is obtained by

solving (6)–(7) imposing p(kL) = (
∫ kL
0 zRIN (i)e−δkL di+p0)eδkL and p(kL + N ) =

pT .14
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Capital Control, Exchange Rate Regime,
and Monetary Policy: Indeterminacy
and Bifurcation

William A. Barnett and Jingxian Hu

Abstract Will capital controls enhance macroeconomic stability? How will the
results be influenced by the exchange rate regime and monetary policy reaction? Are
the consequences of policy decisions involving capital controls easily predictable,
or more complicated than may have been anticipated? We will answer the above
questions by investigating the macroeconomic dynamics of a small open economy.
In recent years, thesematters have become particularly important to emergingmarket
economies, which have often adopted capital controls. We especially investigate two
dynamical characteristics: indeterminacy and bifurcation. Four cases are explored,
based on different exchange rate regimes and monetary policy rules. With capital
controls in place, we find that indeterminacy depends upon how the central bank’s
response to inflation and its response to the output gap coordinate with each other
in the Taylor rule. When forward-looking, both passive and active monetary policy
can lead to indeterminacy. Compared with flexible exchange rates, fixed exchange
rate regimes produce more complex indeterminacy conditions, depending upon the
stickiness of prices and the elasticity of substitution between labor and consump-
tion. We show the existence of Hopf bifurcation under capital control with fixed
exchange rates and current-looking monetary policy. To determine empirical rele-
vance, we test indeterminacy empirically using Bayesian estimation. Fixed exchange
rate regimes with capital controls produce larger posterior probability of the indeter-
minate region than a flexible exchange rate regime. Fixed exchange rate regimes with
current-looking monetary policy lead to several kinds of bifurcation under capital
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controls. We provide monetary policy suggestions on achieving macroeconomic
stability through financial regulation.

Keywords Capital controls · Open economy monetary policy · Exchange rate
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1 Introduction

Since the Great Recession following the 2008 financial crisis, the potential prob-
lems caused by free capital movements among countries have drawn attention to
the relationship between financial regulation, capital controls, and macroeconomic
stability. Some researchers support capital controls with prudential macroeconomic
policy. According to that view, capital controls can mitigate systemic risk, reduce
business cycle volatility, and increase macroeconomic stability. Related research
includes Farhi and Werning (2012, 2014), Korinek (2011, 2014), Ostry et al. (2012),
and Magud et al. (2012).

According to Mundell’s (1963), “impossible trinity” in international economics,
an open economy cannot simultaneously have independent monetary policy, fixed
exchange rates, and free capitalmovement.1 Under prudentialmacroeconomic policy
with control of capital flows, we investigate combinations of exchange rate regimes
and monetary policies that could stabilize the economy. Is it possible that the choices
of exchange rate regime andmonetary policy could generate instability and increased
volatility, even though capital flows are controlled? How to make such policy deci-
sions and to what extent the policy should be adjusted are challenging questions
relevant to all monetary authorities.

In this paper, we explore the dynamics of an economic system with capital
controls. We investigate the possible instability or nonuniqueness of equilibria and
their relevancy to the policy under capital controls. In contrast, Farhi and Werning
(2012, 2014) andKorinek (2011, 2014), studywelfare implications of capital controls
from a theoretic perspective, while Ostry et al. (2012) andMagud et al. (2012), inves-
tigate the relationship of capital controls to macroeconomic stability using empirical
methods. Our contribution is to investigate dynamical characteristics with emphasis
on indeterminacy and bifurcation.

Indeterminacy occurs if the equilibrium of an economic system is not unique,
resulting in the existence of multiple equilibria. Under those circumstances,
consumers’ and firms’ forecasts of macroeconomic variables, such as output and
inflation rates, can lead to the phenomenon of “self-fulfilling prophecy.” The
economy can move from one equilibrium to another. A new equilibrium, driven
by economic agents’ beliefs, could be a better one or a worse one. If capital controls

1Mundell’s (1963), “impossible trinity” is alternatively often called the “Mundell-Fleming
trilemma” to recognize the relevancy of Fleming (1962).
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signal to people that they are protected from the risk of international financial
market volatility, then the beliefs-driven equilibriummay be better thanwithout those
controls. Alternatively, if imposition of capital controls produces panic and induces
evasion of the controls, the equilibrium can beworse than equilibriumwithout capital
controls. As a result, we investigate the existence of multiple equilibria in an open
economy with different exchange rate regimes and monetary policies. We empiri-
cally examine indeterminacy using Bayesian methods to estimate the probability of
the indeterminacy region. We also acquire the posterior estimates of parameters and
the impulse responses under both fundamental shocks and sunspot shocks.

We find that the existence of indeterminacy depends upon how inflation and
output gap coordinate with each other in their feedback to interest rate setting in
the Taylor rule. Our results expand the conclusions of previous literature on inde-
terminacy and monetary policy to the case of capital controls. See, e.g., Cochrane
(2011) and Benhabib et al. (2001). When monetary policy is forward-looking with
capital controls, we find that both passive feedback and active feedback can generate
indeterminacy.2 Chatelain and Ralf (2018a, b) find that the determinacy theory of
fiscal, macro-prudential or Taylor rules only relies on the assumption that the policy
instruments are forward-looking variables when policy targets are forward-looking.

The exchange rate regime can alter the conditions for indeterminacy. Compared
with flexible exchange rates, a fixed exchange regime produces more complex condi-
tions, depending on the stickiness of price setting and the elasticity of substitu-
tion between labor and consumption. Interestingly, the degree of openness does not
play a large role in our results. This difference from previous literature evidently is
associated with the control of international capital mobility.

We introduce into our model incompleteness of international capital markets and
staggered price setting, in contrast with Airaudo and Zanna (2012), who analyze
global equilibrium determinacy in a flexible price open economy with active interest
rate rules on inflation. Benhabib and Farmer (1999) find that staggered price setting
can cause indeterminacy to arise. We find that when the price is close to flexible with
capital controls, indeterminacy is possible.

The other primary objective of our paper is to investigate the existence of bifur-
cation phenomena in an open economy with capital controls. Bifurcation is defined
to occur, if a qualitative change in dynamics occurs, when the bifurcation boundary
is crossed by the deep parameters of the economy’s structure. Such deep parameters
are not only those of private tastes and technology, but also of monetary policy rules.
Such qualitative change can be between instability and stability. But the change can
also be between different kinds of instability or between different kinds of stability,
such as monotonic stability and periodic damped stability, or multiperiodic damped
stabilitiy. Existence of bifurcation boundaries can motivate policy intervention. A
slight change to the parameters of private tastes or technology or to the parameters
of central bank feedbacks to output and inflation as policy instruments can induce a
fundamental change in the nature of the economy’s dynamics.

2With passive monetary policy, the parameter multiplied by inflation or output gap in Taylor rule
is defined to be between 0 and 1. With an active monetary policy, the parameter is larger than 1.
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The previous literature investigating bifurcation without capital controls includes
Barnett and Duzhak (2008, 2010, 2014), Barnett and Eryilmaz (2013, 2014), and the
survey paper Barnett and Chen (2015). In contrast, we introduce capital controls and
an exchange rate peg. Without capital controls, Woodford (1986, 1989) and Franke
(1992), find that capital market imperfections can lead to more complex dynamics
than perfect capital markets. Chatelain and Ralf (2018a, b) find that the inflation
auto-correlation parameter crosses a saddle-node bifurcation when shifting from
near-zero to zero probability of not reneging commitment of optimalmonetary policy.
We find that there can exist Hopf bifurcation under capital controls, fixed exchange
rates, and current-lookingmonetary policy.We determine the conditions underwhich
the monetary policy rule or private deep parameters will generate instability. We
encounter several kinds of bifurcation when the model’s parameters are estimated
by Bayesian methods.

This paper is structured as follows.We illustrate themodel in Sect. 2 and derive the
equilibria in Sect. 3. The dynamical systems under different exchange rate regimes
and monetary policies are discussed in Sect. 4. In Sects. 5 and 6, we analyze the
conditions for indeterminacy and bifurcation and their economic implications. In
Sects. 7 and 8, we test indeterminacy empirically and locate bifurcation boundaries
numerically. Section 9 is the conclusion.

2 Model

In light of Gali andMonacelli (2005) and Farhi andWerning (2012, 2014), our model
is an open economy New Keynesian model consisting of a small open economy
that imposes capital controls and chooses between flexible exchange rates and fixed
exchange rates. Compared with the Mundell-Fleming IS-LM-BP model, the New
Keynesian model has solid micro-foundation on both the demand side and the supply
side. As a result, we are able to analyze the influence of the deep structural parameters
on the economy’s dynamics.

We choose the discrete time version of the linear rational expectations model
to facilitate analyzing the indeterminacy and bifurcation conditions. For analyzing
indeterminacy, the linear rational expectations model automatically fixes the list
of predetermined variables, thereby eliminating the need to differentiate between
predetermined variables and jump variables.3 Discrete time also permits location
of bifurcation boundaries in a linear system, as in Barnett and Duzhak (2008, 2010,
2014) andBarnett andEryilmaz (2013, 2014). In addition, rational expectations allow
us to differentiate between fundamental shocks and non-fundamental forecasting
errors. Farmer et al. (2015) and Beyer and Farmer (2004) find methods to change
the system from indeterminate to determinate by moving the non-fundamental fore-
casting errors. The number of those errors equals the degree of indeterminacy to the
fundamental shocks set. In the rational expectations model, it is possible for beliefs

3See Sims (2002).
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to drive the economy to another path that converges to a steady state, producing
a self-fulfilling prophecy. In principle, it is possible to regulate or influence those
beliefs. This phenomenon is different from “animal spirit.”

There is a continuum of small open economies, indexed along the unit interval.
Different economies share identical preferences, technology, and market structure.
Following the conventions in this literature, we use variables without i-index to refer
to the small open economy being modeled. Variables with i-index refer to variables
in economy i, among the continuum of economies making up the world economy.
Variables with a star correspond to the world economy as a whole, while j denotes a
particular good within an economy.

2.1 Households

A representative household seeks to maximize

E0

∞∑

t=0

β t

[
C1−σ
t

1 − σ
− N 1+ϕ

t

1 + ϕ

]
, (1)

where Nt denotes hours of labor, Ct is a composite consumption index defined by

Ct ≡
[
(1 − α)

1
η

(
CH,t

) η−1
η + α

1
η

(
CF,t

) η−1
η

] η

η−1

,

with CH,t ≡
(∫ 1

0 CH,t ( j)
ε−1
ε d j

) ε
ε−1

, CF,t ≡
(∫ 1

0 (Ci,t )
γ−1
γ di

) γ

γ−1
, Ci,t ≡

(∫ 1
0 Ci,t ( j)

ε−1
ε d j

) ε
ε−1

.

The parameter ε > 1 denotes the elasticity of substitution among goods within
any given country. The parameter α ∈ [0, 1] denotes the degree of home bias in
preferences and is an index of openness, while η > 0 measures the elasticity of
substitution between domestic and foreign goods, and γ measures the elasticity of
substitution among goods produced in different countries.

The household’s budget constraint takes the form

∫ 1

0
PH,t ( j)CH,t ( j)d j +

∫ 1

0

∫ 1

0
Pi,t ( j)Ci,t ( j)d jdi + Et

{
Qt,t+1Dt+1

}

+
∫ 1

0
Et
{Ei,t Qi

t,t+1D
i
t+1

}
di ≤ Wt Nt + Tt + Dt +

∫ 1

0

(
1 + τt

1 + τ i
t

)
Ei,t Di

t di, (2)

where Dt+1 is holding of the home portfolio, consisting of shares in firms. Holding
of country i’s portfolio is Di

t+1, while Qt,t+1 is the price of the home portfolio, and
Qi

t,t+1 is the price of country i’s portfolio. The nominal wage is Wt . The lump sum
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transfer/tax at t is Tt . We model the capital control, following Farhi and Werning
(2014), with τt denoting the subsidy on capital outflows (tax on capital inflows) in
home country and τ i

t denoting the subsidy on capital outflows (tax on capital inflows)
in country i. We assume that country i does not impose capital control, so that τ i

t = 0.
Taxes on capital inflows are rebated as a lump sum to households. We introduce 


and � to be the variables that capture the dynamics of capital control, τt , where
1 + τt+1 ≡ 
t+1


t
≡ �σ

t+1

�σ
t

, following Farhi and Werning (2012, 2014).
After the derivation that is shown in Appendix 1, the budget constraint can be

rewritten as

PtCt + Et
{
Qt,t+1Dt+1

}+ Et
{Et Q∗

t,t+1D
∗
t+1

} ≤ Wt Nt + Tt + Dt + (1 + τt )Et D∗
t .

(3)

Maximizing utility of a household subject to its budget constraint yields two Euler
equations

βEt

{(
Ct+1

Ct

)−σ( Pt
Pt+1

)(
1

Qt,t+1

)}
= 1,

βEt

{(
Ct+1

Ct

)−σ( Pt
Pt+1

)(Et+1

Et

)
(1 + τt+1)

(
1

Q∗
t,t+1

)}
= 1. (4)

The log-linearized form is

ct = Et {ct+1} − 1

σ
(rt − Et {πt+1} − ρ),

ct = Et {ct+1} − 1

σ

(
r∗
t + [Et {et+1} − et

]+ Et {τt+1} − Et {πt+1} − ρ
)
, (5)

For the representative household in country i, the problem is to maximize

E0

∞∑

t=0

β t

[
Ci1−σ
t

1 − σ
− Ni1+ϕ

t

1 + ϕ

]
, (6)

subject to the budget constraint

Pi
t C

i
t + Et

{
Qi

t,t+1D
i
t+1

}+ Et

{
Qi∗

t,t+1D
i∗
t+1

Ei,t

}
≤ Wi

t N
i
t + T i

t + Di
t + Di∗

t

Ei,t . (7)

Notice that there is no capital control in the country i.
The first order conditions also provides us with two Euler equations
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βEt

{(
Ci
t+1

Ci
t

)−σ(
Pi
t

Pi
t+1

)(
1

Qi
t,t+1

)}
= 1,

βEt

{(
Ci
t+1

Ci
t

)−σ(
Pi
t

Pi
t+1

)( Ei,t
Ei,t+1

)(
1

Qi∗
t,t+1

)}
= 1, (8)

where Qi,t ≡ Ei,t Pi
t

Pt
is the real exchange rate.

Combined with the two Euler equations for the home country, we get the Backus-
Smith condition,

Ct = �tC
i
tQ

1
σ

i,t . (9)

Taking logs on both sides and integrating over i, we get

ct = c∗
t + 1

σ
qt + θt (10)

2.2 Uncovered Interest Parity

The pricing equation for foreign bonds and domestic bonds are, respectively

(
R∗
t

)−1 = Et
{
Q∗

t,t+1

}
,

(Rt )
−1 = Et

{
Qt,t+1

}
. (11)

We combine them to get the Uncovered Interest Parity conditions

Rt = (1 + τt+1)R
∗
t

Et+1

Et
Taking logs on both sides, we get

rt − r∗
t = Et {τt+1} + Et {et+1} − et , (12)

The effective terms of trade are St ≡ PF,t

PH,t
=
(∫ 1

0 S1−γ

i,t di
) 1

1−γ

.

Following Gali and Monacelli (2005), under the purchasing power parity
condition, PH,t = PF,t .

The bilateral nominal exchange rate is defined by the law of one price, Pi,t ( j) =
Ei,t Pi

i,t ( j), where Pi
i,t ( j) is the price of country i’s good j, expressed in country
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i’s currency. It follows that Pi,t = Ei,t Pi
i,t . The nominal effective exchange rate is

defined as Et ≡
(∫ 1

0 E1−γ

i,t di
) 1

1−γ

.

The real exchange rate is defined as Qi,t ≡ Ei,t Pi
t

Pt
.

We can rewrite the uncovered interest parity condition as

rt − r∗
t = σ

[
Et {θt+1} − θt

]+ [Et {st+1} − st
]+ Et

{
πH,t+1

}− Et
{
π∗
t+1

}
. (13)

2.3 Firms

The supply side in this paper is the same as in Gali and Monacelli (2005). Details of
the derivation can be found in their paper.

A representative firm in the home country has a linear technology,

Yt ( j) = At Nt ( j), (14)

Yt ≡
[∫ 1

0
Yt ( j)

1− 1
ε d j

] ε
ε−1

,

Zt ≡
∫ 1

0

Yt ( j)

Yt
d j,

Nt ≡
∫ 1

0
Nt ( j)d j = Yt Zt

At
.

The firm follows staggered price setting, as in Calvo’s (1983) model. Each period,
1−ω of firms set new prices. The pricing decision is forward-looking. Firms set the
price as a mark-up over a weighted average of expected future marginal costs. As
ω → 0, the price approaches flexibility.

The dynamics of domestic inflation are given by

πH,t = βEt
{
πH,t+1

}+ λmct
∧

, (15)

where

λ ≡ (1 − βω)(1 − ω)

ω
.
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3 Equilibrium

In this section, we assume that σ = η = γ = 1 (Cole-Obstfeld case).

3.1 Demand Side

The market clearing condition in the representative small open economy is

Yt ( j) = CH,t ( j) +
∫ 1

0
Ci
H,t ( j)di

=
(
PH,t ( j)

PH,t

)−ε
⎡

⎣(1 − α)

(
PH,t

Pt

)−η

Ct + α

∫ 1

0

(
PH,t

Ei,t Pi
F,t

)−γ( Pi
F,t

Pi
t

)−η

Ci
t di

⎤

⎦. (16)

After the derivation in Appendix, we get

yt = Et {yt+1} − (rt − Et {πt+1} − ρ) − α
[
Et {st+1} − st

]+ [Et {θt+1} − θt
]
. (17)

3.2 Supply Side

At the steady state of the economy, we have

yt = at + nt . (18)

The deviation of real marginal cost from its steady state is

mct
∧ ≡ mct − mc = μ − ν + ct + ϕnt + αst − at = μ − ν + (ϕ + 1)(yt − at ) + θt .

Thus at equilibrium, the dynamic equation for inflation is

πH,t = βEt
{
πH,t+1

}+ λmct
∧

= βEt
{
πH,t+1

}+ λ(μ − ν) + λ(ϕ + 1)yt − λ(ϕ + 1)at + λθt . (19)
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3.3 Equilibrium Dynamics in Output Gap

The output gap is defined to be the following deviation of output from its natural
level:

xt ≡ yt − ȳt .

The dynamics of the economy with capital controls and flexible exchange rates,
but without monetary policy, can be written as

xt = Et
{
xt+1

}− [rt − Et
{
πH,t+1

}− ρ
]+ [Et

{
at+1

}− at
]+ ϕ

ϕ + 1

[
Et
{
θt+1

}− θt
]
, (20)

πH,t = βEt
{
πH,t+1

}+ λ(ϕ + 1)xt , (21)

rt − r∗
t = [Et {θt+1} − θt

]+ [Et {st+1} − st
]+ Et

{
πH,t+1

}− Et
{
π∗
t+1

}
.

If the exchange rate is fixed, then et+1 = et ,

rt − r∗
t = [Et {θt+1} − θt

]
.

In the following sections of this paper, we assume that purchasing power parity
holds, so that St = 1 and

[
Et {st+1} − st

] = 0.

4 Capital Control, Exchange Rate Regime, and Monetary
Policy: Four Cases

In this section, we summarize four cases of the dynamical system, such that the
exchange rate regime can be flexible or fixed and monetary policy can be current-
looking or forward-looking.

4.1 Capital Control, Flexible Exchange Rate,
Current-Looking Monetary Policy

This case is characterized by the following equations:

xt = Et (xt+1) − [rt − Et (πH,t+1) − ρ] + [Et (at+1) − at ]
+ ϕ

ϕ + 1
[Et (θt+1) − θt ],
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πH,t = βEt (πH,t+1) + λ(ϕ + 1)xt ,

rt − r∗
t = [Et (θt+1) − θt ] + Et (πH,t+1) − Et (π

∗
t+1),

rt = aππH,t + ax xt . (22)

4.2 Capital Control, Fixed Exchange Rate, Current-Looking
Monetary Policy

This case is characterized by the following equations:

xt = Et (xt+1) − [rt − Et (πH,t+1) − ρ] + [Et (at+1) − at ]
+ ϕ

ϕ + 1
[Et (θt+1) − θt ],

πH,t = βEt (πH,t+1) + λ(ϕ + 1)xt ,

rt − r∗
t = [Et (θt+1) − θt ],
rt = aππH,t + ax xt . (23)

4.3 Capital Control, Flexible Exchange Rate,
Forward-Looking Monetary Policy

This case is characterized by the following equations:

xt = Et (xt+1) − [rt − Et (πH,t+1) − ρ] + [Et (at+1) − at ]
+ ϕ

ϕ + 1
[Et (θt+1) − θt ],

πH,t = βEt (πH,t+1) + λ(ϕ + 1)xt ,

rt − r∗
t = [Et (θt+1) − θt ] + Et (πH,t+1) − Et (π

∗
t+1),

rt = aπ Et (πH,t+1) + ax Et (xt+1). (24)

4.4 Capital Control, Fixed Exchange Rate, Forward-Looking
Monetary Policy

This case is characterized by the following equations:
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xt = Et (xt+1) − [rt − Et (πH,t+1) − ρ] + [Et (at+1) − at ]
+ ϕ

ϕ + 1
[Et (θt+1) − θt ],

πH,t = βEt (πH,t+1) + λ(ϕ + 1)xt ,

rt − r∗
t = [Et (θt+1) − θt ],
rt = aπ Et (πH,t+1) + ax Et (xt+1). (25)

The four cases have the same IS curve and Phillips curve. The differences lie
in the uncovered interest parity conditions between flexible exchange rates and
fixed exchange rates, and in the interest rate feedback rule between current-looking
monetary policy and forward-looking monetary policy.

It should be observed that our uncovered interest parity (UIP) condition is some-
what unusual. The usual UIP condition mainly describes the relationship between
exchange rates and nominal interest rates. In our UIP condition, the nominal interest
rate depends upon capital controls and upon how large the expectation of future
domestic inflation will deviate from world inflation.

If the capital flow is free, so that τt+1 = σ(θt+1 − θt ) = 0, then under fixed
exchange rates, the domestic nominal interest rate should equal the world nominal
interest rate. As a result, the monetary authority loses its autonomy, in accordance
with Mundell’s trilemma. Second, under flexible exchange rates, the expectation
of future world inflation plays a role in the dynamical system. Even though the
domestic government stops targeting exchange rates and allows the exchange rate to
float freely, the system is still influenced by the expectations of the world inflation.

We also investigate how expectations about future domestic inflation and output
gap change the results of our analysis, compared with the current-looking monetary
policy with the central bank setting the nominal interest rate.

5 Indeterminacy Conditions

In this section, we investigate the indeterminacy conditions for the four cases of
policy combinations. We follow the method for linear rational expectations models
by Lubik and Schorfheide (2003, 2004), Lubik and Marzo (2007), Sims (2002),
Farmer et al. (2015), Beyer and Farmer (2004, 2006). The resulting conditions are
summarized in Table 1.

In Lubik and Schorfheide (2003), the indeterminacy condition is provided as
follows. First, the system can be written as

�0Xt = �1Xt−1 + �εt + �ηt , (26)
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Table 1 Indeterminacy conditions

Policies Indeterminacy conditions

Capital control
Flexible exchange rates
Current-looking monetary policy

λ(ϕ + 1)(1 − aπ ) + ax (β − 1) > 0

Capital control
Fixed exchange rates
Current-looking monetary policy

(ϕ + 1)2(β + λ − 1) + β[ax (β − 1) − λaπ ] > 0

Capital control
Flexible exchange rates
Forward-looking monetary policy

{
ax < ϕ + 1

λ(ϕ + 1)(1 − aπ ) + ax (β − 1) > 0
or
{

ax > ϕ + 1

λ(ϕ + 1)(1 − aπ ) + ax (β − 1) < 0

Capital control
Fixed exchange rates
Forward-looking monetary policy

{
ax < ϕ + 1

λ(ϕ + 1)(ϕ + 1 − aπ ) + ax (β − 1) > 0
or
{

ax > ϕ + 1

λ(ϕ + 1)(ϕ + 1 − aπ ) + ax (β − 1) < 0

where Xt is the n × 1 vector of endogenous variables and their expectations, while
εt is the l × 1 vector of exogenous variables, and ηt is the k × 1 vector of non-
fundamental forecasting errors. Those forecast errors represent beliefs and permit
self-fulfilling equilibria.

The reduced form of the above system is

Xt = �−1
0 �1Xt−1 + �−1

0 �εt + �−1
0 �ηt . (27)

Applying generalized Schur decomposition (also called QZ decomposition) and
letting wt = Z′Xt , the equation above can be written as

[
�11 �12

0 �22

][
w1,t

w2,t

]
=
[

�11 �12

0 �22

][
w1,t−1

w2,t−1

]
+
[
Q1.

Q2.

]
(�εt + �ηt ). (28)

It is assumed that the following m × 1 vector, w2,t , is purely explosive, where
0 ≤ m ≤ n :

w2,t = �−1
22 �22w2,t−1 + �−1

22 Q2.(�εt + �ηt ).

A nonexplosive solution of the linear rational expectation model for Xt exists, if
w2,0 = 0 and Q2.�εt + Q2.�ηt = 0.

By singular value decomposition of Q2.�, we find
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Q2.� = UDV′ = [U.1 U.2

][D11 0
0 0

][
V′

.1

V′
.2

]
= U.1D11V′

.1. (29)

Them explosive components ofXt generate r ≤ m restrictions for the expectation
errors. The stability condition can be rewritten as

U.1D11(V′
.1λεt + V′

.1ηt ) = 0. (30)

Let ηt = A1εt +A2ζt , where ζt is a p× 1 vector of sunspot shocks. The solution
for the forecast errors is

ηt = (−V.1D−1
11 U

′
.1Q2.� + V.2M1)εt + V.2M2ζt . (31)

When the dimension of the vector of forecast errors, k, equals the number of
stability restrictions, r, the linear rational expectations model has a unique solution.
When k > r, there is indeterminacy (multiple stable solutions), and k – r is the
degree of indeterminacy.

5.1 Capital Control, Flexible Exchange Rate,
Current-Looking Monetary Policy

Proposition 1 Under capital control, flexible exchange rate and current-looking
monetary policy, there exists one degree of indeterminacy, when λ(ϕ + 1)(1− aπ )+
ax (β − 1) > 0.

Proof See Appendix 7.
This condition can be rewritten as

aπ + (1 − β)

λ(ϕ + 1)
ax < 1. (32)

Indeterminacy is mainly determined by the values of aπ , ax and λ. To satisfy this
inequality, aπ must be between zero and one. If λ is large, then ax can be large or
small, so long as λ is sufficiently larger than ax . If λ is small, ax has to be small to
generate indeterminacy.

Thus, indeterminacy is most likely to happen under passive interest rate feedback
on inflation and flexible price. If the price is sticky, the passive interest rate feedback
on the output gap in addition to inflation will also produce multiple equilibria.

As has been analyzed by Bullard and Schaling (2006), when aπ is between zero
and one, theTaylor principle is violated. In this situation, nominal interest rates rise by
less than the increase in the inflation, leading a decrease in the real interest rate. This
drop in real interest rate makes the output gap larger through the IS curve equation. A
rise in the output gap will increase the inflation through the Phillips curve equation.
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Thus, a passive monetary policy response on inflation will enlarge the inflation level,
making the economy move further away from the unique equilibrium.

5.2 Capital Control, Fixed Exchange Rate, Current-Looking
Monetary Policy

Proposition 2 Under capital control, fixed exchange rates, and current-looking
monetary policy, there exists one degree of indeterminacy, when

(ϕ + 1)2(β + λ − 1) + β[ax (β − 1) − λaπ ] > 0.

Proof See Appendix 8.
This condition can be rewritten as

ax (1 − β) + λaπ <
(ϕ + 1)2(β + λ − 1)

β
. (33)

Since 1−β > 0, to satisfy this inequality, wemust haveβ+λ−1 > 0. In addition,
aπ and ax cannot be too large. The economic intuition behind these conditions is that
the price has to be flexible and central banks’ response to inflation and output gap
has to be passive to generate indeterminacy.

5.3 Capital Control, Flexible Exchange Rate,
Forward-Looking Monetary Policy

Proposition 3 Under capital control, flexible exchange rates, and forward-looking
monetary policy, there exists one degree of indeterminacy, when

{
ax < ϕ + 1

λ(ϕ + 1)(1 − aπ ) + ax (β − 1) > 0
or

{
ax > ϕ + 1

λ(ϕ + 1)(1 − aπ ) + ax (β − 1) < 0
.

Proof See Appendix 9.
This condition can be rewritten as

{
ax < ϕ + 1

aπ + (1−β)

λ(ϕ+1)ax < 1
or

{
ax > ϕ + 1

aπ + (1−β)

λ(ϕ+1)ax > 1
. (34)

Compared with Case 1, Case 3 must consider ax first. When ax is small, only if
aπ is between zero and one, there may exist indeterminacy. When ax is large, there
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are two possibilities for indeterminacy to appear. One is that aπ is also large. The
other is when λ is small.

Thus, under the forward-looking monetary policy, the central bank’s response to
the output gap matters more than its response to the inflation. Both passive and active
monetary policy is possible to generate indeterminacy, depending on the cooperation
of these two feedback.

5.4 Capital Control, Fixed Exchange Rate, Forward-Looking
Monetary Policy

Proposition 4 Under capital control, fixed exchange rates, and forward-looking
monetary policy, there exists one degree of indeterminacy, when

{
ax < ϕ + 1

λ(ϕ + 1)(ϕ + 1 − aπ ) + ax (β − 1) > 0
or

{
ax > ϕ + 1

λ(ϕ + 1)(ϕ + 1 − aπ ) + ax (β − 1) < 0
.

Proof See Appendix 10.
This condition can be rewritten as

{
ax < ϕ + 1

aπ + (1−β)

λ(ϕ+1)ax < ϕ + 1
or

{
ax > ϕ + 1

aπ + (1−β)

λ(ϕ+1)ax > ϕ + 1
. (35)

This case is similar to Case 3. When ax is small, only if aπ is between zero and
one, indeterminacy is possible to exist. When ax is large, either a large aπ or a small
λ will produce multiple equilibria.

Different from Case 3, the restrictions that are put on the central bank’s response
to inflation and output gap are looser. This indicates that in the monetary policy
parameter space, the chance to generate indeterminacy is higher under the fixed
exchange rate regime.

6 Bifurcation Conditions

In this section, we investigate the existence of bifurcation in the system under the
four policy cases. The results are summarized in Table 2. With Hopf bifurcation, the
economy can converge to a stable limit cycle or diverge from an unstable limit cycle.
We use the following theorem from Gandolfo (2010), to determine conditions for
the existence of Hopf bifurcation.

Theorem Consider the system, yt+1 = ϕ(yt , α). Suppose that for each α in the
relevant interval, the system has a smooth family of equilibrium points, ye = ye(α),
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at which the eigenvalues are complex conjugates, λ1,2 = θ(α) ± iω(α). If there is a
critical value, α0, of the parameter α such that

(1) the eigenvalues’ modulus becomes unity at α0, but the eigenvalues are not roots
of unity (from the first up to the fourth), namely
∣∣λ1,2(α0)

∣∣ = +√
θ2 + ω2 = 1, λ

j
1,2(α0) 
= 1 for j = 1, 2, 3, 4,

(2)
d
∣∣λ1,2(α)

∣∣
dα

∣∣∣∣∣
α=α0


= 0,

then there is an invariant closed curve bifurcating from α0.

6.1 Capital Control, Flexible Exchange Rate,
Current-Looking Monetary Policy

Proposition 5 Under capital control, flexible exchange rates, and current-looking
monetary policy, there would exist Hopf bifurcation, if [(ϕ+1)(β +λ−1)+axβ]2+
4λ(ϕ + 1)2(1 − aπβ) < 0 and (ϕ + 1)(1 − β + λaπ ) + ax = 0.

However, according to themeaning of the parameters, the second equation cannot
be satisfied.

Proof See Appendix 11.

6.2 Capital Control, Fixed Exchange Rate, Current-Looking
Monetary Policy

Proposition 6 Under capital control, fixed exchange rates, and current-looking
monetary policy, there existsHopf bifurcation, when [(ϕ+1)(β+ϕ)+axβ]2+4λ(ϕ+
1)2(ϕ+1−aπβ) < 0 and (1−λ)(ϕ+1)2+β(1−β)(ϕ+1)+λaπβ(ϕ+1)+axβ = 0.

Since λ = (1−βω)(1−ω)

ω
with 0 < β < 1, and 0 < ω < 1, it follows that λ goes to+∞,

when ω approaches 0. In this case, it is possible for the second equality to hold.

Proof See Appendix 11.
The condition will be satisfied when λ is larger than one, which happens when

the price is flexible.
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6.3 Capital Control, Flexible Exchange Rate,
Forward-Looking Monetary Policy

Proposition 7 Under capital control, flexible exchange rates, and forward-looking
monetary policy, there could exist Hopf bifurcation, if [(β − 1)(ϕ + 1) − λ(aπ −
1)(ϕ+1)+ax ]2+4λ(ϕ+1)(1−aπ )(ϕ+1−ax ) < 0 and (1−β)(ϕ+1)+axβ = 0.
However, according to the economic meaning of the parameters, the second equation
cannot be satisfied with parameter values within their feasible range.

Proof See Appendix 11.

6.4 Capital Control, Fixed Exchange Rate, Forward-Looking
Monetary Policy

Proposition 8 Under capital control, fixed exchange rates, and forward-looking
monetary policy, there could exist Hopf bifurcation, if [(β +λ(ϕ +1−aπ )−1)(ϕ +
1)+ ax ]2 + 4λ(ϕ + 1)(ϕ + 1− aπ )(ϕ + 1− ax ) < 0 and (1−β)(ϕ + 1)+ axβ = 0.
However, according to the meaning of the parameters, the second equation cannot
be satisfied.

Proof See Appendix 11.

7 Empirical Test for Indeterminacy

In this section,we test indeterminacy usingBayesian likelihood estimation, following
Lubik and Schorfheide (2004, 2005). We compute the posterior probability of the
determinate and the indeterminate regions of the parameter space. Then we esti-
mate the parameters’ posterior means and 90% probability intervals. We also study
impulse responses of the fundamental and sunspot shocks. Last, we compute vari-
ance decompositions to study the importance of individual shocks. We use GAUSS
for computations.

7.1 Model for Testing Indeterminacy: Four Cases

Case 1: Capital Control, Flexible Exchange Rate, Current-looking Monetary
Policy
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In this case, the model is

xt = Et−1[xt ] + η1,t ,

πH,t = Et−1
[
πH,t

]+ η2,t ,

xt = Et [xt+1] − 1

ϕ + 1
rt + 1

ϕ + 1
Et [πH,t+1] + zt − ϕ

ϕ + 1
r∗
t + ϕ

ϕ + 1
π∗
t+1 + ρ,

πH,t = βEt [πH,t+1] + λ(ϕ + 1)xt ,

rt = aππH,t + ax xt + εr,t ,

zt = ρz zt−1 + εz,t ,

r∗
t = ρRr

∗
t−1 + εR,t ,

π∗
t = ρππ∗

t−1 + επ,t , (36)

which can be written as

�0(θ)st = �1(θ)st−1 + �(θ)εt + �(θ)ηt ,

ηt = A1εt + A2ζt , (37)

with

st = [xt , πH,t , rt , Et
[
xt+1

]
, Et
[
πH,t+1

]
, zt , r

∗
t , π

∗
t

]′
,

εt = [εr,t , εz,t , εR,t , επ,t
]′
,

ηt = [(xt − Et−1[xt ]),
(
πH,t − Et−1

[
πH,t

])]′
.

The law of motion for st can be written as:

st = �∗
1(θ)st−1 + B1(θ)εt + B2(θ)εt + �∗(θ)V.2(θ)Mζ ζt . (38)

Details about the above matrices can be found in Lubik and Schorfheide (2004).

Case 2: Capital Control, Fixed Exchange Rate, Current-looking Monetary Policy

In this case, the model is

xt = Et−1[xt ] + η1,t ,

πH,t = Et−1
[
πH,t

]+ η2,t ,

xt = Et [xt+1] − 1

ϕ + 1
rt + Et [πH,t+1] + zt − ϕ

ϕ + 1
r∗
t + ρ,

πH,t = βEt [πH,t+1] + λ(ϕ + 1)xt ,

rt = aππH,t + ax xt + εr,t ,

zt = ρz zt−1 + εz,t ,

r∗
t = ρRr

∗
t−1 + εR,t , (39)
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which can be written as (37) with

st = [xt , πH,t , rt , Et
[
xt+1

]
, Et
[
πH,t+1

]
, zt , r

∗
t

]′
,

εt = [εr,t , εz,t , εR,t
]′
,

ηt = [(xt − Et−1[xt ]),
(
πH,t − Et−1

[
πH,t

])]′
.

Case 3: Capital Control, Flexible Exchange Rate, Forward-looking Monetary
Policy

In this case, the model is:

xt = Et−1[xt ] + η1,t ,

πH,t = Et−1
[
πH,t

]+ η2,t ,

xt = Et [xt+1] − 1

ϕ + 1
rt + 1

ϕ + 1
Et [πH,t+1] + zt − ϕ

ϕ + 1
r∗
t + ϕ

ϕ + 1
π∗
t+1 + ρ,

πH,t = βEt [πH,t+1] + λ(ϕ + 1)xt ,

rt = aπ Et [πH,t+1] + ax Et [xt+1] + εr,t ,

zt = ρz zt−1 + εz,t ,

r∗
t = ρRr

∗
t−1 + εR,t ,

π∗
t = ρππ∗

t−1 + επ,t , (40)

which can be written as (37) with

st = [xt , πH,t , rt , Et
[
xt+1

]
, Et
[
πH,t+1

]
, zt , r

∗
t , π

∗
t

]′
,

εt = [εr,t , εz,t , εR,t , επ,t
]′
,

ηt = [(xt − Et−1[xt ]),
(
πH,t − Et−1

[
πH,t

])]′
.

Case 4: Capital Control, Fixed Exchange Rate, Forward-lookingMonetary Policy

In this case, the model is

xt = Et−1[xt ] + η1,t ,

πH,t = Et−1
[
πH,t

]+ η2,t ,

xt = Et [xt+1] − 1

ϕ + 1
rt + Et [πH,t+1] + zt − ϕ

ϕ + 1
r∗
t + ρ,

πH,t = βEt [πH,t+1] + λ(ϕ + 1)xt ,

rt = aπ Et [πH,t+1] + ax Et [xt+1] + εr,t ,

zt = ρz zt−1 + εz,t ,

r∗
t = ρRr

∗
t−1 + εR,t , (41)

which can be written as (37) with
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st = [xt , πH,t , rt , Et
[
xt+1

]
, Et
[
πH,t+1

]
, zt , r

∗
t

]′
,

εt = [εr,t , εz,t , εR,t
]′
,

ηt = [(xt − Et−1[xt ]),
(
πH,t − Et−1

[
πH,t

])]′
.

7.2 Data Description: China 1999(1) to 2004(4) and 2011(4)
to 2017(3)

We choose China as the example of a small open economy which imposes capital
control and has the time periods of two exchange rate regimes. There are several
reasons for this choice. First, for the common examples of small open economies,
such as Australia, Canada, New Zealand, and the UK, they have seldom imposed
controls on capital flows in history. Second, among the major emerging market
economies which impose capital control, not many of them have experienced both
flexible exchange rate regimes and fixed exchange rate regimes during the periods of
capital controls. From the data of China/U.S. Foreign Exchange Rate shown in Fig. 1,
we take the period of 1999(1) to 2004(4), as the time of fixed exchange rate regime.
Even thoughChina is not a perfect example for the pure floating exchange rate regime
during the current financial market transition, we select the time period from 2011(4)
to 2017(3), as a proxy for the flexible exchange rate regime, considering the trend
and the volitility of exchange rate (Chinese Yuan/U.S. Dollar) reflected in the data.
See Fig. 1, for more details. From consideration of the sample size, we extend the
sample before the year of 2015, when China switched from the crawling peg relative
to the U.S. dollar to the peg relative to the basket of currencies. The models of Case
1 and Case 3 are fitted to the data of 2011(4) to 2017(3). Case 2 and Case 4 are fitted
to the data of 1999(1) to 2004(4).

Fig. 1 China/U.S. foreign exchange rate
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We use quarterly data from the database, FRED, of the Federal Reserve Bank of
St. Louis. The output level is measured as the real Gross Domestic Product (GDP).
We take the HP trend of real GDP as the potential output level of China. The output
gap is calculated as the log of real GDP minus the log of HP trend. Inflation is
measured as the log of Consumer Prive Index (CPI). The nominal interest rate is the
central bank rates for China.

The prior means and densities are chosen based on previous research, such as
Lubik and Schorfheide (2004, 2005), Lubik and Marzo (2007) and Zheng and Guo
(2013). Notice that the period of 1999(1) to 2004(4), in China, is the time under
passive monetary policy response to inflation, so we set the prior mean of aπ to
be 0.8. While during 2011(4) to 2017(3), in China, the central bank’s response to
inflation is active. We set the prior mean of aπ to be 1.1.

Following previous literature, the monetary policy parameters follow Gamma
distribution.4 The parameter for price stickiness follows Beta distribution. The corre-
lations between shocks follow Normal distribution. The exogenous shocks follow
Inverse Gamma distribution. The prior distributions are reported in Tables 3, 4, 5 and
6.

7.3 Parameter Estimation

Under the flexible exchange rate regime and current-looking monetary policy in
China (see Table 7), the posterior mean of the central bank’s response to inflation aπ

is 2.33. The policy response to output gap ax is 0.46. If inflation increases by 1%, the
nominal interest rate raises by 233 base points. If the real output is 1% higher than
its potential level, the nominal interest rate responses by increasing 46 base points.
There exist correlations between fundamental shocks. Indeterminacy can influence
the transmission of structural shocks related to monetary policy, technology, foreign
interest rate and foreign inflation. ω equals to 0.99, reflecting that the price is very
sticky.

Under the fixed exchange rate regime and current-looking monetary policy in
China (see Table 8), the posterior mean of policy response to inflation aπ is 0.22.
The policy response to output gap ax is 0.22. Unlike the standard calibration results
of a New Keynesian model, the central bank’s response to inflation and output gap
has similar weight in the monetary policy function.

Under the flexible exchange rate regime and forward-looking monetary policy in
China (see Table 9), the posterior mean of policy response to inflation aπ is 0.59. The
policy response to output gap ax is 0.42. These two feedbacks have similar weights
in the monetary policy response function. The correlations between fundamental

4We would like to thank the referee for the suggestion of testing the robustness of the estimates with
respect to the prior distribution. Considering the limited space, readers who have further interests
could find more details of the robustness test in Hu (2018). We find that in a DSGE model with
indeterminacy, the estimation is highly sensitive to the prior distribution and the data set.
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Table 3 Prior distributions-flexible exchange rate, current-looking monetary policy, China

Parameter Density Prior mean Prior standard deviation

aπ Gamma 1.1000 0.5000

ax Gamma 0.2500 0.1500

ω Beta 0.8000 0.1000

π∗ Gamma 4.0000 2.0000

r∗ Gamma 2.0000 1.0000

ϕ Gamma 2.0000 0.7500

ρz Beta 0.9000 0.1000

ρR Beta 0.5000 0.2000

ρπ Beta 0.7000 0.1000

ρzR Normal 0.0000 0.4000

ρzπ Normal 0.0000 0.4000

ρRπ Normal 0.0000 0.4000

Mrζ Normal 0.0000 1.0000

Mzζ Normal 0.0000 1.0000

MRζ Normal 0.0000 1.0000

Mπζ Normal 0.0000 1.0000

σr Inverse Gamma 0.2500 4.0000

σz Inverse Gamma 0.8000 4.0000

σR Inverse Gamma 0.3000 4.0000

σπ Inverse Gamma 0.3000 4.0000

σζ Inverse Gamma 0.2000 4.0000

Table 4 Prior
distributions-fixed exchange
rate, current-looking
monetary policy, China

Parameter Density Prior mean Prior standard
deviation

aπ Gamma 0.8000 0.5000

ax Gamma 0.2500 0.1500

ω Beta 0.8000 0.1000

π∗ Gamma 4.0000 2.0000

r∗ Gamma 2.0000 1.0000

ϕ Gamma 2.0000 0.7500

ρz Beta 0.9000 0.1000

ρR Beta 0.5000 0.2000

(continued)
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Table 4 (continued) Parameter Density Prior mean Prior standard
deviation

ρzR Normal 0.0000 0.4000

Mrζ Normal 0.0000 1.0000

Mzζ Normal 0.0000 1.0000

MRζ Normal 0.0000 1.0000

σr Inverse Gamma 0.2500 4.0000

σz Inverse Gamma 0.8000 4.0000

σR Inverse Gamma 0.3000 4.0000

σζ Inverse Gamma 0.2000 4.0000

Table 5 Prior
distributions-flexible
exchange rate,
forward-looking monetary
policy, China

Parameter Density Prior mean Prior standard
deviation

aπ Gamma 1.1000 0.5000

ax Gamma 0.2500 0.1500

ω Beta 0.8500 0.1000

π∗ Gamma 4.0000 2.0000

r∗ Gamma 2.0000 1.0000

ϕ Gamma 2.0000 0.7500

ρz Beta 0.9000 0.1000

ρR Beta 0.5000 0.2000

ρπ Beta 0.7000 0.1000

ρzR Normal 0.0000 0.4000

ρzπ Normal 0.0000 0.4000

ρRπ Normal 0.0000 0.4000

Mrζ Normal 0.0000 1.0000

Mzζ Normal 0.0000 1.0000

MRζ Normal 0.0000 1.0000

Mπζ Normal 0.0000 1.0000

σr Inverse Gamma 0.2500 4.0000

σz Inverse Gamma 0.8000 4.0000

σR Inverse Gamma 0.3000 4.0000

σπ Inverse Gamma 0.3000 4.0000

σζ Inverse Gamma 0.2000 4.0000
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Table 6 Prior
distributions-fixed exchange
rate, forward-looking
monetary policy, China

Parameter Density Prior mean Prior standard
deviation

aπ Gamma 0.8000 0.5000

ax Gamma 0.2500 0.1500

ω Beta 0.8000 0.1000

π∗ Gamma 4.0000 2.0000

r∗ Gamma 2.0000 1.0000

ϕ Gamma 2.0000 0.7500

ρz Beta 0.9000 0.1000

ρR Beta 0.5000 0.2000

ρzR Normal 0.0000 0.4000

Mrζ Normal 0.0000 1.0000

Mzζ Normal 0.0000 1.0000

MRζ Normal 0.0000 1.0000

σr Inverse Gamma 0.2500 4.0000

σz Inverse Gamma 0.8000 4.0000

σR Inverse Gamma 0.3000 4.0000

σζ Inverse Gamma 0.2000 4.0000

shocks exist. The transmission of these fundamental shocks is also influenced by the
indeterminacy. Price is very sticky.

Under the fixed exchange rate regime and forward-looking monetary policy in
China (see Table 10), the posterior mean of policy response to inflation aπ is 0.31.
The policy response to output gap ax is 0.29. These two feedbacks have similar
weights in the monetary policy response function.

7.4 Posterior Probability of the Determinate
and the Indeterminate Regions

The posterior probabilities of the determinate and indeterminate regions indicate
that indeterminacy is a greater risk under fixed exchange rate regimes than under
flexible exchange rate regimes. The forward-looking monetary policy reduces the
probability of indeterminate region under flexible exchange rate regimes. However,
under fixed exchange rate regimes, a forward-looking monetary policy increases the
probability of indeterminacy. Tables 11, 12, 13 and 14 show the estimation results
of the posterior probabilities of the determinate and indeterminate regions.
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Table 7 Parameter estimation results-flexible exchange rate, current-looking monetary policy,
China

Parameter Mean Standard deviation 90% posterior interval
lower bound

90% posterior interval
upper bound

aπ 2.3296 0.0775 2.2824 2.4474

ax 0.4600 0.0274 0.4109 0.4776

ω 0.9888 0.0002 0.9886 0.9891

π∗ 4.7341 0.0011 4.7328 4.7348

r∗ 0.2246 0.0573 0.1762 0.2697

ϕ 0.7383 0.1432 0.6542 0.9976

ρz 0.9778 0.0057 0.9653 0.9804

ρR 0.9707 0.0095 0.9683 0.9876

ρπ 0.6387 0.0174 0.6317 0.6653

ρzR 0.9596 0.0181 0.9434 0.9740

ρzπ −0.6645 0.0419 −0.7095 −0.6481

ρRπ −0.4416 0.0556 −0.5323 −0.4128

Mrζ −0.2613 0.1750 −0.6390 −0.1439

Mzζ −0.6844 0.1165 −0.7770 −0.4905

MRζ −0.6962 0.1780 −0.8476 −0.3938

Mπζ 0.3297 0.1516 0.2239 0.5487

σr 0.6276 0.0171 0.5985 0.6384

σz 0.2537 0.0210 0.2359 0.2996

σR 0.5105 0.0256 0.4827 0.5256

σπ 0.3867 0.0146 0.3853 0.3955

σζ 0.2579 0.0232 0.2604 0.2687

Notes The posterior summary statistics are calculated by the Metropolis-Hastings algorithm

7.5 Impulse Responses

Underflexible exchange rate regime and current-lookingmonetary policy (seeFig. 2),
an unanticipated tightening of monetary policy reduces output and inflation. Interest
rate increases immediately. One unit positive technology shock increases output,
inflation, and interest rate permanently. In response to foreign interest rate shock,
output, inflation, and interest rate increase permanently. This increase of domestic
interest rate in response to foreign interest shock shows the dependence of monetary
policy, even under the controlled capital flows and flexible exchange rates. Foreign
inflation shock only takes effect under flexible exchange rate regimes. Under foreign
inflation shock, output, inflation, and interest rate decrease permanently. In response
to sunspot driven inflationary expectation, output firstly decreases and then increases
permanently. Interest rate also increases permanently. It firstly jumps up and then
drops to a lower positive level.
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Table 8 Parameter estimation results-fixed exchange rate, current-looking monetary policy, China

Parameter Mean Standard deviation 90% posterior interval
lower bound

90% posterior interval
upper bound

aπ 0.2233 0.1079 0.0490 0.3929

ax 0.2228 0.1304 0.0307 0.4100

ω 0.5238 0.0403 0.4569 0.5904

π∗ 1.6333 0.4921 0.8176 2.4383

r∗ 0.8588 0.3797 0.2562 1.4656

ϕ 3.5772 0.8794 2.1815 4.9473

ρz 0.9271 0.0464 0.8631 0.9991

ρR 0.6162 0.1577 0.3973 0.9181

ρzR 0.7459 0.0000 0.7459 0.7459

Mrζ −0.4526 0.0000 −0.4526 −0.4526

Mzζ 0.3725 0.0000 0.3725 0.3725

MRζ −0.2618 0.0000 −0.2618 −0.2618

σr 0.1456 0.0211 0.1123 0.1787

σz 0.3814 0.0463 0.3074 0.4582

σR 0.3775 0.0722 0.2559 0.4898

σζ 0.0986 0.0145 0.0751 0.1210

Notes The posterior summary statistics are calculated by the Metropolis-Hastings algorithm

Under the same exchange rate regime, there are some differences in the impulse
responses when monetary policy is forward-looking (see Fig. 3). First, all the
responses of output, inflation, and interest rate go back to their steady states in
the long run. Second, under a positive technology shock, output and interest rate
firstly increase and then decrease. Third, inflation decreases in response to both tech-
nology shock and foreign interest rate shock. This response of inflation to foreign
interest rate shock is different from that under current-looking monetary policy.
Last, under foreign inflation shock, output, inflation, and interest rate increase, rather
than decrease. This is different from their responses under current-looking monetary
policy.

Under fixed exchange rate regime and current-looking monetary policy (see
Fig. 4), output, inflation, and interest rate increase in response to an unanticipated
tightening of monetary policy. Under technology shock and foreign interest rate
shock, output increases permanently. Inflation and interest rate decrease permanently.
This response of domestic interest rate in the opposite direction of foreign interest rate
shows the monetary policy independence under capital controls and fixed exchange
rate regimes, in line with the Mundell-Fleming trilemma. The sunspot driven infla-
tionary expectation increases output, inflation, and interest rate. This reflects the fact
of self-fulfilling prophecy.

When the monetary policy is forward-looking under fixed exchange rate regime
(see Fig. 5), technology shock increases output and decreases inflation and interest
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Table 9 Parameter estimation-flexible exchange rate, forward-looking monetary policy, China

Parameter Mean Standard deviation 90% posterior interval
lower bound

90% posterior interval
upper bound

aπ 0.5865 0.0828 0.5391 0.6395

ax 0.4208 0.0202 0.4063 0.4515

ω 1.0336 0.0021 1.0322 1.0362

π∗ 4.7384 0.0081 4.7321 4.7513

r∗ 0.4026 0.1295 0.2939 0.5384

ϕ 1.2647 0.0715 1.2209 1.3865

ρz 0.8178 0.0082 0.8017 0.8187

ρR 0.2214 0.0186 0.2061 0.2289

ρπ 0.8800 0.0118 0.8645 0.8847

ρzR 0.5536 0.0555 0.4776 0.5935

ρzπ −0.9811 0.0207 −0.9883 −0.9745

ρRπ −0.3931 0.0507 −0.4219 −0.3351

Mrζ −0.2957 0.1272 −0.3137 −0.0037

Mzζ 0.4469 0.1332 0.2856 0.5151

MRζ 0.0437 0.1892 −0.1567 0.2854

Mπζ −0.4836 0.1460 −0.5804 −0.3983

σr 0.4161 0.0154 0.4003 0.4249

σz 0.3233 0.0104 0.3213 0.3364

σR 0.2343 0.0141 0.2170 0.2439

σπ 0.4184 0.0122 0.4020 0.4257

σζ 0.1672 0.0093 0.1572 0.1745

Notes The posterior summary statistics are calculated by the Metropolis-Hastings algorithm

rate. Inflation and interest rate first increase and then decrease in response to foreign
interest rate shock. These are different from their responses under current-looking
monetary policy. It also shows that the monetary policy is not completely indepen-
dent when it is forward-looking, which slightly deviates from the Mundell-Fleming
trilemma.

7.6 Variance Decomposition

The variance decomposition results provide the contributions of each shock to the
fluctuations in output gap, inflation, and interest rate.

Under the flexible exchange rate regime and current-looking monetary policy in
China (see Table 15), foreign interest rate shock contributes to most of the fluctua-
tions in output gap (45.51%), inflation (56.84%), and interest rate (32.28%). Foreign
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Table 10 Parameter estimation results-fixed exchange rate, forward-looking monetary policy,
China

Parameter Mean Standard deviation 90% posterior interval
lower bound

90% posterior interval
upper bound

aπ 0.3053 0.1138 0.1186 0.4917

ax 0.2931 0.1478 0.0563 0.5139

ω 0.6624 0.0291 0.6152 0.7109

π∗ 1.5837 0.5183 0.7034 2.3970

r∗ 0.7854 0.3560 0.2126 1.3447

ϕ 2.6055 0.7281 1.4279 3.7583

ρz 0.9423 0.0406 0.8882 0.9996

ρR 0.5040 0.1079 0.3299 0.6768

ρzR 0.2947 0.0000 0.2947 0.2947

Mrζ −0.9480 0.0000 −0.9480 −0.9480

Mzζ 0.0991 0.0000 0.0991 0.0991

MRζ −0.2598 0.0000 −0.2598 −0.2598

σr 0.2272 0.0306 0.1781 0.2759

σz 0.3278 0.0452 0.2567 0.3984

σR 0.2148 0.0403 0.1499 0.2759

σζ 0.1049 0.0145 0.0815 0.1277

Notes The posterior summary statistics are calculated by the Metropolis-Hastings algorithm

Table 11 Determinacy
versus indeterminacy-flexible
exchange rate,
current-looking monetary
policy, China

Probability

Determinacy Indeterminacy

0.5709 0.4291

Notes The posterior probabilities are calculated by theMetropolis-
Hastings algorithm

Table 12 Determinacy
versus indeterminacy-fixed
exchange rate,
current-looking monetary
policy, China

Probability

Determinacy Indeterminacy

0.0327 0.9673

Notes The posterior probabilities are calculated by theMetropolis-
Hastings algorithm

Table 13 Determinacy
versus indeterminacy-flexible
exchange rate,
forward-looking monetary
policy, China

Probability

Determinacy Indeterminacy

0.6071 0.3929

Notes The posterior probabilities are calculated by theMetropolis-
Hastings algorithm
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Table 14 Determinacy
versus indeterminacy-fixed
exchange rate,
forward-looking monetary
policy, China

Probability

Determinacy Indeterminacy

0.0322 0.9678

Notes The posterior probabilities are calculated by theMetropolis-
Hastings algorithm

inflation shock also makes important contribution. It explains the fluctuations in
output gap (30.16%), inflation (21.38%), and interest rate (20.81%).

Whenmonetary policy is forward-looking under the flexible exchange rate regime
(see Table 16), foreign inflation shock contributes tomost of the fluctuations in output
gap (51.1%) and inflation (63.15%). Monetary policy shock contributes to 79.61%
of fluctuation in interest rate.

Under the fixed exchange rate regime and current-looking monetary policy (see
Table 17), technology shock contributes to most of the fluctuations in output gap
(45.53%), inflation (69.06%), and interest rate (58.23%). Foreign interest rate shock
explains the fluctuations in output gap (46.61%), inflation (28.55%), and interest rate
(24.79%).

When monetary policy is forward-looking under the fixed exchange rate regime
(see Table 18), technology shock still contributes to most of the fluctuations in output
gap (61.76%), inflation (91.8%), and interest rate (62.68%).

8 Numerical Bifurcation Analysis

In this section, we detect bifurcation numerically. In line with our former analysis,
we find numerically that bifurcation exists under fixed exchange rate regimes and
current-looking monetary policy. We used MatContM, following Kuznetsov (2013),
and Mathematica to perform the computations. We find that at certain values of the
deep parameters, the dynamical system becomes unstable. Several kinds of bifur-
cation appear at those values, both when computed forward and backward at those
values. Notice that ax and aπ are the central bank’s response in the Taylor rule to
the output gap and inflation, respectively. We find that when capital controls are
imposed, policymakers should be cautious when adjusting the nominal interest rate
under fixed exchange rate regimes with current-looking monetary policy.

To explore bifurcation phenomena, we define a and b such that

a = 1 + ax
ϕ + 1

+ ϕ + 2

β
, (42)

b = 1 + aπλ

β
+ (ϕ + 1)(1 − λ)

β2
+ ax

β(ϕ + 1)
. (43)
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Table 15 Variance
decomposition-flexible
exchange rate,
current-looking monetary
policy, China

Output gap Inflation Interest rate

Monetary policy
shock

0.0418
[0.0273,
0.0496]

0.0001
[0.0000,
0.0002]

0.3205
[0.1657,
0.3458]

Technology
shock

0.1405
[0.1251,
0.1444]

0.1536
[0.1353,
0.1988]

0.0984
[0.0881,
0.1342]

Foreign interest
rate shock

0.4551
[0.4060,
0.4901]

0.5684
[0.4904,
0.7671]

0.3228
[0.2879,
0.3898]

Foreign inflation
shock

0.3016
[0.2204,
0.3642]

0.2138
[0.0597,
0.2939]

0.2081
[0.1578,
0.2586]

Sunspot shock 0.0610
[0.0402,
0.0681]

0.0641
[0.0183,
0.0803]

0.0502
[0.0457,
0.0658]

Notes This table reports the posterior mean and 90% probability
intervals

Table 16 Variance
decomposition-flexible
exchange rate,
forward-looking monetary
policy, China

Output gap Inflation Interest rate

Monetary policy
shock

0.1318
[0.1057,
0.1696]

0.0008
[0.0005,
0.0013]

0.7961
[0.7484,
0.8720]

Technology
shock

0.2698
[0.2500,
0.2907]

0.3268
[0.3111,
0.3327]

0.0600
[0.0387,
0.0746]

Foreign interest
rate shock

0.0569
[0.0229,
0.0850]

0.0111
[0.0066,
0.0150]

0.0106
[0.0068,
0.0144]

Foreign inflation
shock

0.5110
[0.4641,
0.5476]

0.6315
[0.6138,
0.6439]

0.1153
[0.0734,
0.1502]

Sunspot shock 0.0304
[0.0133,
0.0404]

0.0297
[0.0149,
0.0383]

0.0180
[0.0025,
0.0224]

Notes This table reports the posterior mean and 90% probability
intervals

As the results summarized in Table 19, at a = 4.88 and b= 3.88, we find a branch
point, and it is an unstable improper node. Selecting this branch point as the initial
point and computing backward, we get a bifurcation where another branch point
shows up. At a = 4.85, b = 3.85, we find the same types of bifurcation as above. At
a = 4.85, b = 1, we detect a neutral saddle and it is unstable improper node. At a
= 4.85, b = −5.85, we find a period doubling point and it is a saddle point. These
results are also indicated by Figs. 6, 7, 8, 9 and 10.
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Table 17 Variance
decomposition-fixed
exchange rate,
current-looking monetary
policy, China

Output gap Inflation Interest rate

Monetary policy
shock

0.0592
[0.0047,
0.1398]

0.0025
[0.0000,
0.0056]

0.1339
[0.0000,
0.3496]

Technology
shock

0.4553
[0.3316,
0.5970]

0.6906
[0.6003,
0.8085]

0.5823
[0.3808,
0.7581]

Foreign interest
rate shock

0.4661
[0.2271,
0.6335]

0.2855
[0.1562,
0.4023]

0.2479
[0.0965,
0.3856]

Sunspot shock 0.0195
[0.0024,
0.0419]

0.0214
[0.0036,
0.0416]

0.0359
[0.0043,
0.0723]

Notes This table reports the posterior mean and 90% probability
intervals

Table 18 Variance decomposition-fixed exchange rate, forward-looking monetary policy, China

Output gap Inflation Interest rate

Monetary policy shock 0.2795
[0.0740, 0.4802]

0.0403
[0.0000, 0.0917]

0.2900
[0.0006, 0.6070]

Technology shock 0.6176
[0.3737, 0.8654]

0.9180
[0.8408, 0.9804]

0.6268
[0.2484, 0.9672]

Foreign interest rate shock 0.0540
[0.0162, 0.0877]

0.0281
[0.0096, 0.0452]

0.0206
[0.0039, 0.0368]

Sunspot shock 0.0490
[0.0113, 0.0858]

0.0137
[0.0005, 0.0303]

0.0626
[0.0012, 0.1226]

Notes This table reports the posterior mean and 90% probability intervals

Since the values of a and b are also functions of the monetary policy parameters
and deep structural parameters, we find that certain values of monetary policy, ax
and aπ , will lead the economy into instability. These values should be avoided by
the policymakers.

9 Conclusion

We investigated the dynamical properties and stability of the macroeconomy under
capital controls. Conditional on different exchange rate regimes and monetary poli-
cies, we classified our analysis into four different cases. We show that under certain
conditions of the deep parameters and monetary policy parameters, the macro
economy will have multiple equilibria and can be unstable, especially under fixed
exchange rate regimes and current-looking monetary policy. Monetary authorities
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Table 19 Numerical bifurcation results

Variable
parameter

Fixed point
continuation

Eigenvalues Origin Bifurcation continuation

Vary a (1) Branch
point

a = 4.88, b =
3.88

Real and
positive

Unstable
improper node

Backward Branch point

(2) Period
doubling

a = −4.88, b
= 3.88

Real and
negative

Asymptotically
stable improper
node

Forward Resonance 1–2
LPPD

Vary b (3) Branch
point

a = 4.85, b =
3.85

Real and
positive

Unstable
improper node

Backward Branch point

(4) Neutral
saddle

a = 4.85, b =
1

Real and
positive

Unstable
improper node

(5) Period
doubling

a = 4.85, b =
−5.85

Real with
opposite signs

Saddle point Backward LPPD
Resonance 1–2

Fig. 6 Branch point (a =
4.88, b = 3.88)
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Fig. 7 Period doubling (a =
−4.88, b = 3.88)

Fig. 8 Branch point (a =
4.85, b = 3.85)
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Fig. 9 Neutral saddle (a =
4.85, b = 1)

Fig. 10 Period doubling (a = 4.85, b = −5.85)
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need to be cautious when they make policy decisions with capital controls. Only
when taking these complexities into consideration, can macro-prudential policy with
capital controls play its role in stabilizing themacro economy. The common view that
capital controls can provide a simple solution to difficult problems can be seriously
misguided, producing unanticipated risk. The economy could become trapped in a
worse equilibrium or in an instability region, leading the economy onto a volatile
path.

Under capital control, policymakers could move the economic system from inde-
terminate equilibria to determinate equilibrium by adjusting non-fundamental fore-
casting error to the set of fundamental shocks. One method would be by influencing
people’s belief. An alternative method, more directly under government control,
would be by changing the value of policy parameters to move the system from an
instability region to a stability region.

We assume purchasing power parity, thereby removing the dynamics of terms of
trade and exchange rates from the dynamical systems. Extensions of our model could
permit solving for the dynamics of exchange rates and terms of trade. In addition,
some of our results produce indeterminacy, and some produce deterministic busi-
ness cycles without stochastic shocks. Extensions to explore stability in a stochastic
economic system is a future research goal.

Appendix 1: Households Problem

A representative household seeks to maximize

E0

∞∑

t=0

β t

[
C1−σ
t

1 − σ
− N 1+ϕ

t

1 + ϕ

]
,

where Nt denotes hours of labor, Ct is a composite consumption index defined by

Ct ≡
[
(1 − α)

1
η

(
CH,t

) η−1
η + α

1
η

(
CF,t

) η−1
η

] η

η−1

,

with CH,t ≡
(∫ 1

0 CH,t ( j)
ε−1
ε d j

) ε
ε−1

, CF,t ≡
(∫ 1

0 (Ci,t )
γ−1
γ di

) γ

γ−1
, Ci,t ≡

(∫ 1
0 Ci,t ( j)

ε−1
ε d j

) ε
ε−1

.

The household’s budget constraint takes the form

∫ 1

0
PH,t ( j)CH,t ( j)d j +

∫ 1

0

∫ 1

0
Pi,t ( j)Ci,t ( j)d jdi + Et

{
Qt,t+1Dt+1

}

+
∫ 1

0
Et
{Ei,t Qi

t,t+1D
i
t+1

}
di ≤ Wt Nt + Tt + Dt +

∫ 1

0

(
1 + τt

1 + τ i
t

)
Ei,t Di

t di.
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The optimal allocation of any given expenditure within each category

of goods yields the demand functions, CH,t ( j) =
(

PH,t ( j)
PH,t

)−ε

CH,t and

Ci,t ( j) =
(

Pi,t ( j)
Pi,t

)−ε

Ci,t , where PH,t ≡
(∫ 1

0 PH,t ( j)1−εd j
) 1

1−ε

and Pi,t ≡
(∫ 1

0 Pi,t ( j)1−εd j
) 1

1−ε

.

So
∫ 1
0 PH,t ( j)CH,t ( j)d j = PH,tCH,t and

∫ 1
0 Pi,t ( j)Ci,t ( j)d j = Pi,tCi,t .

The optimal allocation of expenditures on imported goods by country of origin

implies Ci,t =
(

Pi,t
PF,t

)−γ

CF,t , where PF,t ≡
(∫ 1

0 P1−γ

i,t di
) 1

1−γ

, so that

∫ 1

0
Pi,tCi,t di = PF,tCF,t .

The optimal allocation of expenditures between domestic and imported goods

is given by CH,t = (1 − α)
(

PH,t

Pt

)−η

Ct and CF,t = α
(

PF,t

Pt

)−η

Ct , where Pt ≡
[
(1 − α)

(
PH,t

)1−η + α
(
PF,t
)1−η

] 1
1−η

, so that

PH,tCH,t + PF,tCF,t = PtCt .

The effective nominal exchange rate is defined by Et =
∫ 1
0 Ei,t Di

t di∫ 1
0 Di

t di
.

Hence, we have
∫ 1
0 Ei,t Di

t di = Et
∫ 1
0 Di

t di = Et D∗
t and

∫ 1
0 Ei,t Qi

t,t+1D
i
t+1di =∫ 1

0 Et Qi
t,t+1D

∗
t+1di = Et D∗

t+1

∫ 1
0 Qi

t,t+1di = Et D∗
t+1Q

∗
t,t+1.

Thus, the budget constraint can be rewritten as

PtCt + Et
{
Qt,t+1Dt+1

}+ Et
{Et Q∗

t,t+1D
∗
t+1

} ≤ Wt Nt + Tt + Dt + (1 + τt )Et D∗
t .

Maximizing utility of a household subject to its budget constraint yields two Euler
equations

βEt

{(
Ct+1

Ct

)−σ( Pt
Pt+1

)(
1

Qt,t+1

)}
= 1,

βEt

{(
Ct+1

Ct

)−σ( Pt
Pt+1

)(Et+1

Et

)
(1 + τt+1)

(
1

Q∗
t,t+1

)}
= 1.

The log-linearized form is

ct = Et {ct+1} − 1

σ
(rt − Et {πt+1} − ρ),

ct = Et {ct+1} − 1

σ

(
r∗
t + [Et {et+1} − et

]+ Et {τt+1} − Et {πt+1} − ρ
)
,
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where (Rt )
−1 = Et

{
Qt,t+1

}
and

(
R∗
t

)−1 = Et
{
Q∗

t,t+1

}
and

πt+1 ≡ pt+1 − pt ≡ log Pt+1 − log Pt .

Appendix 2: Backus-Smith Condition

Combined the Euler equations for the home country and country i, we get

Q∗
t,t+1

Qt,t+1
= Et+1

Et (1 + τt+1),

Qi∗
t,t+1

Qi
t,t+1

= Ei,t
Ei,t+1

,

(
Ct+1

Ct

)
=
(
Ci
t+1

Ci
t

)[Qi,t+1(1 + τt+1)

Qi,t

] 1
σ

=
(
Ci
t+1

Ci
t

)[Qi,t+1
t+1

Qi,t
t

] 1
σ

,

where we define 
 and � to be the variables that captures the dynamics of τt , such
that

1 + τt+1 ≡ 
t+1


t
≡ �σ

t+1

�σ
t

.

Taking the log, we get τt+1 = σ(θt+1 − θt ), resulting in the Backus-Smith
condition,

Ct = �tC
i
tQ

1
σ

i,t .

Taking logs on both sides and integrating over i, we get

ct = c∗
t + 1

σ
qt + θt

Appendix 3: Uncovered Interest Parity

The pricing equation for foreign bonds and domestic bonds are, respectively

(
R∗
t

)−1 = Et
{
Q∗

t,t+1

}
,

(Rt )
−1 = Et

{
Qt,t+1

}
.
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We combine them to get the Uncovered Interest Parity conditions,

Et
{
Qt,t+1Rt − Q∗

t,t+1R
∗
t

} = 0,

Rt = (1 + τt+1)R
∗
t

Et+1

Et .

Taking logs on both sides, we get

rt − r∗
t = Et {τt+1} + Et {et+1} − et ,

where et ≡ ∫ 1
0 eit di is the log nominal effective exchange rate.

The bilateral terms of trade between the domestic country and country i are

Si,t ≡ Pi,t
PH,t

.

The effective terms of trade are

St ≡ PF,t

PH,t
=
(∫ 1

0
S1−γ

i,t di

) 1
1−γ

.

Taking logs, we get

st ≡ pF,t − pH,t ,

st =
∫ 1

0
si,t di(when γ = 1).

Under the purchasing power parity condition, PH,t = PF,t , so that St = 1.

Log linearizing, Pt ≡
[
(1 − α)

(
PH,t

)1−η + α
(
PF,t
)1−η

] 1
1−η

becomes pt ≡
(1 − α)pH,t + αpF,t = pH,t + αst , when η = 1.

It follows that

πt = πH,t + α(st − st−1)

and

Et {πt+1} = Et
{
πH,t+1

}+ α
[
Et {st+1} − st

]
.

The bilateral nominal exchange rate is defined by the law of one price,

Pi,t ( j) = Ei,t Pi
i,t ( j),
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where Pi
i,t ( j) is the price of country i’s good j, expressed in country i’s currency.

It follows that Pi,t = Ei,t Pi
i,t . The nominal effective exchange rate is defined as

Et ≡
(∫ 1

0
E1−γ

i,t di

) 1
1−γ

.

Log linearizing PF,t ≡
(∫ 1

0 P1−γ

i,t di
) 1

1−γ

and substituting Pi,t into PF,t , we get

pF,t =
∫ 1

0

(
ei,t + pii,t

)
di = et + p∗

t ,

where p∗
t ≡ ∫ 1

0 pii,t di is the log world price index. Combining the previous result
with terms of trade, we get

st = et + p∗
t − pH,t .

The real exchange rate is defined as Qi,t ≡ Ei,t Pi
t

Pt
.

We can rewrite the uncovered interest parity condition as

rt − r∗
t = Et {τt+1} + Et {et+1} − et .

Since τt+1 = σ(θt+1 − θt ) and et = st + pH,t − p∗
t , it follows that

rt − r∗
t = σ

[
Et {θt+1} − θt

]+ [Et {st+1} − st
]+ Et

{
πH,t+1

}− Et
{
π∗
t+1

}
.

Appendix 4: Equilibrium of Demand Side

The market clearing condition in the representative small open economy is

Yt ( j) = CH,t ( j) +
∫ 1

0
Ci
H,t ( j)di

=
(
PH,t ( j)

PH,t

)−ε
⎡

⎣(1 − α)

(
PH,t

Pt

)−η

Ct + α

∫ 1

0

(
PH,t

Ei,t Pi
F,t

)−γ( Pi
F,t

Pi
t

)−η

Ci
t di

⎤

⎦,

where the assumption of symmetric preferences across countries produces

Ci
H,t ( j) = α

(
PH,t ( j)

PH,t

)−ε
(

PH,t

Ei,t Pi
F,t

)−γ(
Pi
F,t

Pi
t

)−η

Ci
t .
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Substituting into Yt ≡
[∫ 1

0 Yt ( j)1−
1
ε d j
] ε

ε−1
, we get

Yt =
(
PH,t

Pt

)−η
[
(1 − α)Ct + α

∫ 1

0

(
Ei,t Pi

F,t

PH,t

)γ−η

Qη

i,tC
i
t di

]
,

Yt = Sα
t Ct
[
(1 − α) + α�−1

t

]
.

The first order log linear approximation is

yt = αst + ct − θt .

Substituting this into ct = Et {ct+1} − 1
σ
(rt − Et {πt+1} − ρ), we get

yt = Et {yt+1} − (rt − Et {πt+1} − ρ) − α
[
Et {st+1} − st

]+ [Et {θt+1} − θt
]
.

Appendix 5: Equilibrium of Supply Side

At the steady state of the economy, we have

yt = at + nt .

The real marginal cost is

mct = −ν + ct + ϕnt + αst − at ,

while the steady state real marginal cost is

mc ≡ −μ.

The deviation of real marginal cost from its steady state is

mct
∧ ≡ mct − mc = μ − ν + ct + ϕnt + αst − at = μ − ν + (ϕ + 1)(yt − at ) + θt .

Thus at equilibrium, the dynamic equation for inflation is

πH,t = βEt
{
πH,t+1

}+ λmct
∧

= βEt
{
πH,t+1

}+ λ(μ − ν) + λ(ϕ + 1)yt − λ(ϕ + 1)at + λθt .
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Appendix 6: Equilibrium Dynamics in Output Gap

The natural level of output is defined to be the equilibrium output in the absence
of nominal rigidities, where the deviation of real marginal cost from its steady state
equals 0, as follows:

mct
∧ = 0 ⇒ ȳt = at − 1

ϕ + 1
θt + ν − μ

ϕ + 1
.

The output gap is defined to be the following deviation of output from its natural
level: xt ≡ yt − ȳt , so that

yt = xt + ȳt = xt +
(
at − 1

ϕ + 1
θt + ν − μ

ϕ + 1

)
.

We substitute that equation into the dynamics of output and inflation and also
substitute πt+1 into the expression of πH,t+1 to acquire

xt = Et
{
xt+1

}− [rt − Et
{
πH,t+1

}− ρ
]+ [Et

{
at+1

}− at
]+ ϕ

ϕ + 1

[
Et
{
θt+1

}− θt
]
,

πH,t = βEt
{
πH,t+1

}+ λ(ϕ + 1)xt ,

together with the uncovered interest parity condition

rt − r∗
t = [Et {θt+1} − θt

]+ [Et {st+1} − st
]+ Et

{
πH,t+1

}− Et
{
π∗
t+1

}
.

The above three equations constitute the dynamics of the economy with capital
controls and flexible exchange rates, but without monetary policy.

If the exchange rate is fixed, then et+1 = et , so that

Et
{
πH,t+1

} = Et
{
π∗
t+1

}− [Et {st+1} − st
]
,

rt − r∗
t = [Et {θt+1} − θt

]
.

When purchasing power parity holds, St = 1 and
[
Et {st+1} − st

] = 0.

Appendix 7: Proof of Proposition 1

Under capital control, flexible exchange rates, and current-looking monetary policy,
the system can be rewritten as
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Et (xt+1) =
(
1 + ax

ϕ + 1
+ λ

β

)
xt − (1 − aπβ)

β(ϕ + 1)
πH,t − [Et (at+1) − at ]

+ ϕ

ϕ + 1
r∗
t − ϕ

ϕ + 1
Et (π

∗
t+1) − ρ,

Et (πH,t+1) = 1

β
πH,t − λ(ϕ + 1)

β
xt .

The two-dimensional subsystem for the conditional expectations, ξt = [ ξ x
t ξ

πH
t

]′
,

where ξ x
t = Et (xt+1) and ξ

πH
t = Et (πH,t+1) can be written as

ξt = �∗
1ξt−1 + �∗εt + �∗ηt .

The eigenvalues for �∗
1 are

μ1, μ2 =
A + 1

β
±
√(

A + 1
β

)2 − 4(A−EB)

β

2
,

where

A = 1 + ax
ϕ + 1

+ λ

β
,

B = (1 − aπβ)

β(ϕ + 1)
,

E = λ(ϕ + 1).

Since the number of non-fundamental errors k = 2, when r = m = 1, there will
be one degree of indeterminacy. This requires that only one of the roots, μ1 and μ2,
be unstable, resulting in this conclusion.

Appendix 8: Proof of Proposition 2

Under capital control, fixed exchange rates, and current-looking monetary policy,
the system can be rewritten as

Et (xt+1) =
(
1 + ax

ϕ + 1
+ ϕ + 1

β

)
xt

−
(
1

β
− aπ

ϕ + 1

)
πH,t − [Et (at+1) − at ] + ϕ

ϕ + 1
r∗
t − ρ,

Et (πH,t+1) = 1

β
πH,t − λ(ϕ + 1)

β
xt .
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The eigenvalues of matrix �∗
1 are

μ1, μ2 =
A + 1

β
±
√(

A + 1
β

)2 − 4(A−EB)

β

2
,

where

A = 1 + ax
ϕ + 1

+ ϕ + 1

β
,

B = 1

β
− aπ

ϕ + 1
,

E = λ(ϕ + 1).

This result follows.

Appendix 9: Proof of Proposition 3

Under capital control, flexible exchange rates, and forward-looking monetary policy,
the system can be rewritten as

(
1 − ax

ϕ + 1

)
Et (xt+1) =

[
1 − λ(aπ − 1)

β

]
xt − (1 − aπ )

β(ϕ + 1)
πH,t − [Et (at+1) − at ]

+ ϕ

ϕ + 1
r∗
t − ϕ

ϕ + 1
Et (π

∗
t+1) − ρ,

Et (πH,t+1) = 1

β
πH,t − λ(ϕ + 1)

β
xt .

The eigenvalues of matrix �∗
1 are

μ1, μ2 =
A
F + 1

β
±
√(

A
F + 1

β

)2 − 4(A−EB)

Fβ

2
,

where

A = 1 − λ(aπ − 1)

β
,

B = 1 − aπ

β(ϕ + 1)
,

E = λ(ϕ + 1),
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F = 1 − ax
ϕ + 1

.

This result follows.

Appendix 10: Proof of Proposition 4

Under capital control, fixed exchange rates, and forward-looking monetary policy,
the system can be rewritten as

(
1 − ax

ϕ + 1

)
Et (xt+1) =

[
1 + λ(ϕ + 1 − aπ )

β

]
xt

−
[
1

β
− aπ

β(ϕ + 1)

]
πH,t − [Et (at+1) − at ] + ϕ

ϕ + 1
r∗
t − ρ,

Et (πH,t+1) = 1

β
πH,t − λ(ϕ + 1)

β
xt .

The eigenvalues of matrix �∗
1 are

μ1, μ2 =
A
F + 1

β
±
√(

A
F + 1

β

)2 − 4(A−EB)

Fβ

2
,

where

A = 1 + λ(ϕ + 1 − aπ )

β
,

B = 1

β
− aπ

β(ϕ + 1)
,

E = λ(ϕ + 1),

F = 1 − ax
ϕ + 1

.

This result follows.

Appendix 11: Proof of Propositions 5–8

1. Case 1

We rewrite the system in 2 × 2 form as
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[
Et (xt+1)

Et (πH,t+1)

]
=
[

A −B
− E

β
1
β

][
xt

πH,t

]
+ �Zt + C, (A.1)

where A, B, E, and Zt are defined the same as in Case 1 for indeterminacy. The
characteristic equation is

μ2 −
(
A + 1

β

)
μ + A − EB

β
= 0.

For bifurcation to exist, the following conditions must be satisfied:

D =
(
A + 1

β

)2

− 4
A − EB

β
< 0,

∣∣μ1,2

∣∣ =
√

θ2 + ω2 = √
μ1μ2 =

√
A − EB

β
= 1.

This result follows.

2. Case 2

We again rewrite the system in 2 × 2 form as Eq. (A.1), but with A, B, E, and Zt

defined as inCase 2 for indeterminacy. The characteristic equation and the bifurcation
condition equations are the same as in Case 1, but with the different settings of A, B,
E, and Zt .

This result follows.

3. Case 3

We rewrite the system in 2 × 2 form as Eq. (A.2), but with A, B, E, F and Zt defined
as in Case 3 for indeterminacy. The system in 2 × 2 form

[
Et (xt+1)

Et (πH,t+1)

]
=
[

A
F − B

F
− E

β
1
β

][
xt

πH,t

]
+ �Zt + C (A.2)

is The characteristic equation is

μ2 −
(
A

F
+ 1

β

)
μ + A − EB

Fβ
= 0.

For bifurcation to exist, the following conditions must be satisfied.

D =
(
A

F
+ 1

β

)2

− 4
A − EB

Fβ
< 0,
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∣∣μ1,2

∣∣ =
√

θ2 + ω2 = √
μ1μ2 =

√
A − EB

Fβ
= 1.

This result follows.

4. Case 4

We again rewrite the system in 2 × 2 form as Eqs. (A.2), but with A, B, E, F and Zt

defined the same as in Case 4 for indeterminacy. The characteristic equation and the
bifurcation condition equations are the same as in Case 3, but with different settings
of A, B, E, F and Zt .

This result follows.
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AMulti-agent Methodology to Assess the
Effectiveness of Systemic Risk-Adjusted
Capital Requirements

Andrea Gurgone and Giulia Iori

Abstract Wepropose amulti-agent approach to compare the effectiveness ofmacro-
prudential capital requirements, where banks are embedded in an artificial macroe-
conomy. Capital requirements are derived from alternative systemic risk metrics that
reflect both the vulnerability and impact of financial institutions. Our objective is
to explore how systemic risk measures could be translated into capital requirements
and test them in a comprehensive framework. Based on our counterfactual scenarios,
we find that macroprudential capital requirements derived from vulnerability mea-
sures of systemic risk can improve financial stability without jeopardizing output and
credit supply. Moreover, macroprudential regulation applied to systemic important
banks might be counterproductive for systemic groups of banks.

1 Introduction

The concept of systemic risk (SR) is relatively recent in economic and financial
literature. The first appearance in scientific articles dates back to the early 90s, even
if citations reveal that most of these contributions have been revived after 2008 when
the term regained strength with the crisis. ECB (2009, p. 134) provides a general
definition: “it refers to the risk that financial instability becomes so widespread that
it impairs the functioning of a financial system to the point where economic growth
and welfare suffer materially.” The European Systemic Risk Board (ESRB) was
established by the EU on 16 December 2009, based on the recommendation of the
“de Larosière report” of bringing the European Union forward. The ESRB has a
macroprudential mandate whose objective is to prevent and mitigate systemic risk in
the EU. The recommendation of ESRB has shaped the conduct of macroprudential
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policies inEUcountries andprovided guidance for its implementation through a set of
macroprudential policy tools (ESRB 2014a, b). Within this framework, the systemic
risk buffer (SRB) is designed to prevent and mitigate structural systemic risks of
a long-term, non-cyclical nature that are not covered by the Capital Requirements,
including excessive leverage. The SRB is an additional capital requirement imposed
on credit institutions, proportional to their total risk exposure, to cover unexpected
losses and keep themselves solvent in a crisis. The introduction of a capital buffer
applies to all systemically important institutions, at both the global (G-SIIs) and
national (O-SIIs) levels. While for some instruments authorities have recommended
prescriptive measures (such as the credit-to-gdp gap for the countercyclical capital
buffer), considerable differences across countries exist regarding the level, range,
and calculation basis of the SRB. There is no maximum limit for the SRB, but
authorization from the European Commission is required for buffer rates higher than
3%. Caps on the SRB have been under the spotlight as often perceived as being too
low to mitigate the risk some institutions pose to the financial system. Furthermore,
SRBs are hard to implement, inter alia because they need to be computed from
a reliable measure of systemic risk: it is, however, unclear which metric performs
better and under what circumstances. The task is more intricate given that systemic
events are observed infrequently, as a banking crisis is observed on average every 35
years for OECD countries (Danielsson et al. 2018).

In this article, we propose a methodology to explore the effectiveness of capital
surcharges implemented in the form of a systemic risk buffer derived from different
systemic risk measures. Banks are required to maintain a level of common equity
tier 1 adequate to meet a systemic risk-weighted share of their assets. By assuming
that banks adopt different capital rules within a multi-agent macroeconomic model,
we quantify the impact of such policies in a stress test scenario-based analysis.
Many techniques have been proposed so far to measure systemic risk, but there
is no consensus among scholars on which is most appropriate. We consider two
alternative classes, namely, market-based and network approaches. Each one can
measure systemic risk in termsof both vulnerability and impact.Vulnerability focuses
on the effect of a systemic event on the capital of a given bank, while impact captures
the losses produced by the distress of one, or few, institutions on the rest of the
financial system.

We conduct counterfactual policy experiments in an agent-basedmodel (ABM) of
the economy based onGurgone et al. (2018). The original model is expanded to allow
banks to employ systemic risk measures to determine their capital requirements.1

In the first set of experiments, we assume that capital requirements are set on the
basis of vulnerability metrics, so that fragile banks are required to hold more equity
capital than sound banks. However, this might not be satisfactory, as it does not
operate on the systemic impact of banks. Hence, in the second set of experiments,
capital requirements depend on the impact of banks on the system, or the extent of
externalities they produce in case of default.

1Note that we do not consider in our model the full range of capital buffers typically used by
macroprudential authorities, e.g. countercyclical capital buffers, liquidity buffer ratio, etc.
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We find that systemic-capital requirements based on vulnerability can stabilize
the economy. Having them in place is preferable to a standard rule that determines
regulatory equity as a fixed fraction of assets. On the other hand, systemic-capital
requirements based on impact may lead to suboptimal outcomes and produce detri-
mental effects on financial stability. This is relevant when systemic risk is not concen-
trated in a few superspreaders but is diluted in groups of banks with similar behaviour
and exposures to risk. Moreover, both market and network policies turn out to be
procyclical. They also differ in some aspects: the formers exhibit a regime switch
during the first period of a crisis, while the latters can better capture the evolution of
systemic risk but are highly correlated with the exposures to equity ratio prevailing
in the financial system.

This paper is the first attempt to: (i) compare systemic risk measures recently
proposed in the literature from both the perspectives of the vulnerability of single
institutions to system-wide shocks and the individual impacts of institution distress on
the financial system overall; (ii) suggest how to incorporate heterogeneous systemic
risk metrics into banks’ capital requirements; (iii) analyse the impact of the SRB
macroprudential tool by means of simulated data generated by a multi-agents model,
rather than empirically observed data that, given the rare occurrence of systemic
crisis, are scant. Our simulated economy produces data on returns on equities of
banks and at the same time includes a network structure of interlocked balance
sheets, and thus it allows for a double comparison.

The usage of an ABM allows us to apply both network- and market-based tech-
niques to measure systemic risk. Financial networks between banks and firms and
within the interbank sector arise endogenously as a consequence of interaction in
ABMs. This feature can be employed to run network-based algorithms as DebtRank.
This would not be feasible in an aggregate macroeconomic model. Moreover, work-
ing with a model rather than a dataset permits to design how to make comparisons
and explore counterfactual scenarios that generate artificial data.

The paper is organized as follows: Sect. 2 presents the related literature. Section 3
describes the modelling framework, distress dynamics, systemic risk measures, and
macroprudential policies. Section 4 goes through the results of the simulations and
policy experiments. Conclusions are in Sect. 5.

2 Related Literature

Our paper contributes to a vast, post-crisis, literature that focusses on empirical test-
ing and comparison of systemic risk methodologies. The most common measures of
systemic risk used in the literature are Marginal Expected Shortfall (MES), defined
as the expected daily percentage decrease in the equity value of a financial institu-
tion when the aggregate stock market declines by at least 2% on a single day; Long
RunMarginal Expected Shortfall (LRMES) defined as the expected equity loss, over
a given time horizon, conditional on a sufficiently extreme phenomenon (such as a
hypothetical 40%market index decline over a 6-month period); SRISK introduced by
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Acharya et al. (2012) and Brownlees and Engle (2016) which measures the expected
capital shortfall, or the capital a firm is expected to have, conditional on a prolonged
market decline (SRISK can be expressed in terms of LRMES). The sum of SRISK
across all firms provides the total systemic risk of the system and can be thought
of as the capital required by the system in the case of a bailout; CoVaR Adrian and
Brunnermeier (2016) and Chun et al. (2012) which is defined as the risk (VaR) of the
financial system conditional on an institution being in distress, i.e. at its own VaR
level; Delta conditional value at risk (�CoVaR) which measures the risk material-
izing at the system level if an institution is in distress relative to a situation where the
same institution is at its median; Codependence risk (Co-Risk) (Giudici and Parisi
2018) the change in the survival probability of an institution when potential conta-
gion deriving from all other institutions is included; Lower Tail Dependence (LTD)
introduced by Zhou (2010) is estimated from the joint probability return distributions
of individual financial institutions and the industry index, and aims to measure the
probability of a simultaneous extreme, lower tail event in the financial sector as a
whole and the equity values of individual financial institutions. A large part of the
empirical literature has focussed on empirical testing and comparison of alternative
systemic risk methodologies by means of econometric methods. Benoit et al. (2013)
provide a theoretical and empirical comparison of three market-based measures of
systemic risk, namely MES, SRISK, and �CoVaR. They find that there is no mea-
sure able to fully account for multiple aspects of systemic risk, but SRISK is better
than �CoVaR for describing both the too-big-to-fail and too-interconnected-to-
fail dimensions. This may be possible because SRISK is a combination of market
and balance sheet metrics and as such not purely a market-based measure given the
inclusion of leverage. Kleinow et al. (2017) empirically compare four widespread
measures of systemic risk, namely MES, Co-Risk, �CoVaR, and LTD using data
on US financial institutions. Their estimates point out that the four metrics are not
consistent with each other over time; hence, it is not possible to fully rely on a single
measure. Rodríguez-Moreno and Peña (2013) consider six measures of systemic risk
using data from stock, credit, and derivative markets. They quantitatively evaluate
such metrics through a “horse race”, exploiting a sample composed of the biggest
European and US banks. Their results favour systemic risk measures based on sim-
ple indicators obtained from credit derivatives and interbank rates, rather than more
complexmetrics whose performance is not as satisfactory. Similarly, Pankoke (2014)
opposes sophisticated to simple measures of systemic risk and concludes that sim-
ple measures have more explanatory power. Overall these papers find that different
systemic risk measures focus on different characteristics of systemic risk and do not
appear to capture its complex multidimensional nature, resulting in different rank-
ings. Nucera et al. (2016) and Giglio et al. (2016) both apply principal component
analysis to a range of systemic risk measures in the attempt to capture the multiple
aspects of systemic risk. A useful discussion on the difficulty in finding a measure
that can capture all aspects of systemic risk can be found in Hansen (2013).

Other studies assume that the regulator is disposed to tolerate a systemic-wide risk
level and aims to reach the most parsimonious feasible capitalization at the aggre-
gate level. Such an objective is formally translated into a constrained optimization
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problem, whose solution includes both the unique level of capital in the banking
system and its distribution across banks. Tarashev et al. (2010) find that if capital
surcharges are set in order to equalize individual contributions to systemic risk, then
a lower level of aggregate capital is needed to reach the system-wide risk objective.
Webber andWillison (2011) find that optimal systemic-capital requirements increase
in balance sheet size and in the value of interbank obligations. However, they are
also found to be strongly procyclical.

Another set of contributions presents network approaches to quantify systemic
risk. Battiston et al. (2016) propose a network-based stress test building on the Deb-
tRank algorithm. The framework is flexible enough to account for impact and vul-
nerability of banks, as well as to decompose the transmission of financial distress in
various rounds of contagion and to estimate the distribution of losses. They perform
a stress test on a panel of European banks. The outcome indicates the importance
of including contagion effects (or indirect effects) in future stress tests of the finan-
cial system, so as not to underestimate systemic risk. Alter et al. (2014) study a
reallocation mechanism of capital in a model of interbank contagion. They compare
systemic risk mitigation approaches based on risk portfolio models with reallocation
rules based on network centrality metrics and show that allocation rules based on
centrality measures outperform credit risk measures. Gauthier et al. (2012) com-
pare capital allocation rules derived from five different measures of systemic risk by
means of a network-based model of interbank relations applied to a dataset including
the six greatest banks of Canada. They also employ an iterative optimization pro-
cess to solve the optimal allocation of capital surcharges that minimizes total risk,
while keeping constant the total amount of capital to be kept aside. The adopted
framework leads to a reduction of the probability of systemic crises of about 25%;
however, results are sensitive to including derivatives and cross-shareholdings in the
data. Poledna et al. (2017) propose to introduce a tax on individual transactions that
may lead to an increase in systemic risk. The amount of the tax is determined by
the marginal contribution of each transaction to systemic risk, as quantified by the
DebtRank methodology. This approach reduces the probability of a large-scale cas-
cading event by re-shaping the topology of the interbank networks. While the tax
deters banks from borrowing from systemically important institutions, it does not
alter the efficiency of the financial network, measured by the overall volume of inter-
bank loans. The scheme is implemented in a macro-financial agent-based model, and
the authors show that capital surcharges for G-SIBs could reduce systemic risk, but
they would have to be substantially larger than those specified in the current Basel
III proposal in order to have a measurable impact.

Finally, our paper provides a contribution to the literature that estimates macro-
prudential capital requirements using systemic risk measures. Brownlees and Engle
(2016) and Acharya et al. (2012) have estimated the capital shortfall of an institu-
tion given a shock in the system. Gauthier et al. (2012) compare five approaches to
assigning systemic-capital requirements to individual Canadian banks based on each
bank’s contribution to systemic risk, while van Oordt (2018) applies market-based
measures to calculate the countercyclical capital buffer.
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3 The Model

3.1 Macroeconomic Model

Themacroeconomy is based on an amended version of the agent-basedmodel (ABM)
in Gurgone et al. (2018). The economy is composed of several types of agents:
households, firms, banks, a government, a central bank, and a special agency. The
(discrete) numbers of households, firms and banks are NH , N F , and N B , respectively.
Interactions take place in different markets: firms and households meet on markets
for goods and for labour, while firms borrow from banks on the credit market and
banks exchange liquidity on the interbank market. The CB buys government-issued
bills on the bond market. The role of the government is to make transfer payments to
the household sector. The governmental budget is balanced, namely the transfers are
funded by taxes while the level of the public debt is maintained at a steady level. The
CB generates liquidity by buying government bills and providing advances to those
banks that require them; it furthermore holds banks’ reserve deposits in its reserve
account. Households work and buy consumption goods by spending their disposable
income.2 It is made up of wage and asset incomes after taxes and transfers. In the
labour market, households are represented by unions in their wage negotiations with
firms, while on the capital market, they own firms and banks, receiving a share of
profits as part of their asset income. Firms borrow from banks in order to pay their
wage bills in advance, hireworkers, produce and sell their output on the goodsmarket.
The banking sector provides credit to firms, subject to regulatory constraints. In each
period, every bank tries to anticipate its liquidity needs and accesses the interbank
market as a lender or a borrower. If a bank is short of liquidity, it seeks an advance
from the CB.

The special agencywas not present inGurgone et al. (2018). It has been introduced
as a convenient way to model the secondary market for loans. It acts as a liquidator
when banks default or when banks exceed the regulatory constraint and thusmust de-
leverage. The assets in its portfolio are then put on the market and can be purchased
by those banks that have a positive credit supply. Further details about the working
of the special agency are described in the section below.

3.2 Distress Dynamics

Banks and firms default if their equity turns negative. Distress propagates through
defaults in the credit and interbank markets and banks’ deposits. The transmission
begins when firms cannot repay loans due to a negative outcome in the goods market.
Shocks propagate from firms to banks, within the interbank market, and from banks

2The reference model (Gurgone et al. 2018) does not include households’ borrowing since it is
mainly focused on credit to firms and on the interbank market.
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to firms.3 The process is illustrated in Fig. 1 and terminates only when there are no
new losses. The balance sheets of firms and banks are illustrated in Table 1.

Liquidation of assets The contagion dynamic is enhanced by the forced liquidation
of assets sold by defaulted banks in order to repay creditors. The role of liquidator
is operated by a special agency that buys the assets of bank i at price p:

pτ = pτ−1

(
1 − �qi,τ

qt

1

ε

)
(1)

where�qi,τ is the quantity of loans that bank i needs to liquidate,4 ε is the asset price
elasticity, and qt is the total quantity of loans in period t . Banks that need liquidity
enter the market in a random order represented by the subscript τ ; we assume that
at the end of each period of the simulation, the initial asset price is set again at
p0 = 1. The assets purchased by the agency are then put on sale before the credit
market opens (lending to firms). Banks with positive net worth and complying with
the regulatory leverage rate can buy them at their net present value.

Recovery rates The effective loss on a generic asset Ai j owed by j to i is Ai j (0)(1 −
ϕi j (t)), where ϕ is the recovery rate. Each of j’s creditors can recover ϕi j = A j

L j
, i.e.

the ratio of borrower’s assets (A) to liabilities (L). However, the nominal value of
illiquid assets is not immediately convertible in cash and must be first liquidated to
compensate creditors. We denote the liquidation value of the assets of bank j with
Aliq

j,t , with Aliq
j,t ≤ A j,t . The actual recovery rate can be written as

ϕi j ≡ Aliq
j

L j

Furthermore, we assume that there is a pecking order of creditors, so that they are
not equal from the viewpoint of bankruptcy law: the most guaranteed is the central
bank, then depositors and, finally banks with interbank loans. For instance, those
creditors who claim interbank loans towards the defaulted bank j recover the part of

3If the net worth of a bank is negative, it defaults on its liabilities including the deposits of firms
and households. A deposit guarantee scheme is not implemented.
4Banks first determine their liquidity need, then compute the fair value of their portfolio loan by
loan. Next, they determine �q taking into account Eq. (1). Lastly, they choose which loans should
be liquidated to reach their objective.

The loans for sale are evaluated at their fair market value by discounting cash flows:

L f v
i j = Li j (1 + Sr f )(1 − ρ

f
j )

r S

where Li, j is the book value of the loan of bank i to firm j , S is the residual maturity, r f is the
interest rate on the loan, ρ f is the default probability of firm j , and r is the risk-free rate.



184 A. Gurgone and G. Iori

Fig. 1 Diagram of the
distress transmission. The
distress is transmitted
through the credit market
(firm–bank), the interbank
market (bank–bank) and
banks’ deposits (bank–firms)

Table 1 Balance sheets of
banks (left) and firms (right).
Loans to firms (L), interbank
lending (I l ), liquidity (R),
deposits (Dep), interbank
borrowing (I b), advances
from the central bank (Adv)

Banks

Assets Liabilities

L Dep

I l I b

R Adv

nwB

Firms

Assets Liabilities

Dep L

nwF

j’s assets left after the other creditors have been compensated. The recovery rate on
an interbank loan can be expressed as

ϕi j = max

(
0,

Aliq
j − ACB

j − Dj

L j − ACB
j − Dj

)
(2)

where ACB are central bank’s loans to j and D are j’s deposits. It is worth noticing
that loss given default is LGD ≡ 1 − ϕ, so that the net worth of creditor i updates
as nwB

i,t = nwB
i,t−1 − LGDi j,t I li,t .

3.3 Measuring Systemic Risk

Before defining systemic risk-adjusted capital requirements (SCR) we clarify how
we measure SR. We do it along two dimensions, that is, vulnerability and impact.
Vulnerability should be understood as the sensitivity of banks to a system-wide shock
in terms of reduction in their equity. Conversely, impact measures the equity losses
of the financial system originated from the distress of a chosen bank. Two distinct
techniques are adopted to quantify vulnerability and impact, that is, network- and
market-based approaches.
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3.3.1 Network Approach: DebtRank

DebtRank is a systemic risk measure and an algorithm introduced by Battiston et al.
(2012). It is conceived as a network measure inspired by feedback centrality with
financial institutions representing nodes.Distress propagates recursively fromone (or
more) node to the other, potentially giving rise to more than one round of contagion.
Despite DebtRank is a measure of impact in a strict sense, the algorithm can provide
both measures of vulnerability and impact (see section “DebtRank” for details) that
we denote, respectively, by DRvul and DRimp.

When accounting for vulnerability, we impose a common shock on the balance
sheets of all banks and let that the algorithm computes how the equities were affected
after the shock had died out. Individual vulnerabilities produced by the stress test are
expressed in terms of the relative equity loss of each bank (h) at the last step of the
algorithm (τ = T ) after we impose a shock on assets.

hi,T ≡ nwB
i,T − nwB

i,0

nwB
i,0

(3)

If impact is considered, we impose the default of one bank at a time and observe
the effects on equities of all the other. The impact of each bank on the rest of the
system is the overall loss into capital produced by the default of bank i . The value
for each institution (g) is obtained by imposing its default at the beginning of the
algorithm.

gi =
Nb∑
j=1

h j,T nwB
i,0 (4)

Each measure is computed by repeating DebtRank 1000 times for vulnerability
and 500 for impact.5 In each run, recovery rates are randomly distributed between 0
and 1. In the end, the value of SR indexes is determined by an expected shortfall, that
is, by computing the average over the observations exceeding the 99th percentile.
Finally, the items on the balance sheets of firms and banks that are the input of the
algorithm are entered as weighted averages over the last 30 periods. This avoids
excessive time volatility of SR measures which would occur if DebtRank were com-
puted with period-by-period inputs. Further details and the calibration procedure are
detailed in sections “Calibration of DebtRank” and “DebtRank”.

3.3.2 Market-Based Approach: LRMES and �CoVaR

Long RunMarginal Shortfall or LRMES (Brownlees and Engle 2012) describes the
expected loss of equity conditional on a prolongedmarket decline. The last represents

5The number of repetitions is lower in DR-imp to contain its computational time: by imposing the
default bank-by-bankwe end upwith 500 × N B runs of DebtRank for each period in the simulation.
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a systemic event which is defined as a drop of 40% of the market index over a period
of 6 months. Considering this, we interpret LRMES as a measure of vulnerability.
Following Acharya et al. (2012), LRMES is computed as an approximated function
of Marginal Expected Shortfall (MES)

LRMESi,t = 1 − exp{−18MESSys
i,t+h|t } (5)

where MESSys
i,t+h|t = Et

(
ri,t+h|t |r < �

)
is the tail expectation of the firm equity

returns conditional on a systemic event, which happens when i’s equity returns r
from t − h to t are less than a threshold value �. Further details can be found in
section “SRISK”. Banks compute their LRMES based on the last 200 observations
starting from 50 periods prior to the external shock. The required information is
individual and market monthly returns. The first is computed as returns on equity
(ROE) of bank i that correspond to the relative change in i’s net worth during each
step of the simulation.6 The same logic is applied to obtain market returns, which are
weighted by the net worth of each bank. Being LRMES a function of the individual
and market cross-correlation, LRMES accounts somehow the interconnectedness
of banks in the financial system.

Another well-known measure of systemic risk is �CoVaR, which quantifies the
systemic distress conditional to the distress of a specific financial firm, namely it
accounts for the impact of a bank on the financial system.

CoVaR is implicitly defined as the VaR of the financial system (sys) conditional
on an event C(ri,t ) of institution i :

Pr
[
rsys,t ≤ CoVaRsys|C(ri ) | C(ri,t )

] = α (6)

where r represents ROE and the conditioning event C(ri ) corresponds to a loss of i
equal or above to its Variα level.

�CoVaR is a statistical measure of tail dependency between market returns and
individual returns, which is able to capture co-movements of variables in the tails and
account for both spillovers and common exposures.�CoVaR is the part of systemic
risk that can be attributed to i : it measures the change in value at risk of the financial
system at α level when the institution i shifts from its normal state (measured with
losses equal to its median Var) to a distressed state (losses greater or equal to its Var).

�CoVaRsys|i
α = CoVaRsys|ri=VaRi,α

α − CoVaRsys|ri=VaRi,0.5
α (7)

A flaw of �CoVaR is its (at best) contemporaneity with systemic risk: it fails to
capture the build-up of risk over time and suffers from procyclicality. Furthermore,
contemporaneous measures lead to the “volatility paradox” (Brunnermeier and San-
nikov 2014), inducing banks to increase the leverage target when contemporaneously
measured volatility is low. A workaround would be to substitute contemporaneous

6We account the final value of the net worth before a bank is recapitalized; otherwise, returns would
be upward biased by shareholders’ capital.
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with a forward-looking version of �CoVaR (Adrian and Brunnermeier 2016, p.
1725). The latter is obtained by projecting on the regressors of �CoVaR their esti-
mated coefficients, where the independent variables include individual banks’ char-
acteristics and macro-state variables. Nevertheless, our model lacks the wide range
of variables that can be employed in empirical works, and as a result our measure of
forward �CoVaR turns out to be strongly proportional to the VaR of banks, thus
failing to capture the build-up of systemic risk.

3.4 Adjusted Capital Requirements

In the benchmark case, i.e. without employing any SR measures, banks comply with
standard regulatory capital requirements. The net worth must be greater or equal than
a fraction 1

λ
= 4.5% of their risk-weighted assets (RWA).7

nwB
i,t ≥ 1

λ
RW Ai,t (8)

Differently, Systemic Risk-Adjusted Capital Requirements (SCR) are derived
from measures of SR. These metrics are then mapped into a coefficient that can be
interpreted as weighting the total assets by systemic risk.8 In other words, banks
must hold a minimum net worth equal to a fraction of their assets given by the
risk-weighted coefficient ψ .

nwB
i,t ≥ ψi,tAi,t (9)

where ψi,t ≡ 1
λ

1−(1− 1
λ
)sri,t

and sr is a generic SR index.9

If a sr = 0, then ψ = 1
λ
and a bank must have a capital greater or equal than a

standard regulatory threshold. When sr = 1, then ψ = 1 and capital requirements
are as strict as possible, so that equity should equal assets, nwB = A.

Banks manage their balance sheet to meet capital requirements by setting their
lending to firms and banks (which is limited upward by (8) or (9)) and passively
raising new capital by the cumulation of profits.

Equation (9) can be obtained starting from the approach of Acharya et al. (2012)
and setting the expected capital shortfall (CS) equal to zero.10 CS is the capital

7We assign a weight ω1 = 100% to loans to firms and ω2 = 30% to interbank lending. Liquidity is
assumed to be riskless; hence, its weight isω3 = 0. Risk-weighted assets of bank i can be expressed
as RW Ait = ω1LF

it + ω2 I li t + ω3Rit = LF
it + ω2 I li t .

8We do not define an objective in terms of macroprudential policy, but each bank is subject to capital
requirements as a function of its measured systemic risk.
9SR metrics (sr ) are normalized in the interval [0, 1].
10We consider the nominal value of equity rather than its market value to accommodate the char-
acteristics of the macroeconomic model. If the market values are considered, CS corresponds to
SRI SK .
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needed to restore capital adequacy ratio to the value set by the regulator: it is the
difference between minimum regulatory capital expressed as a fraction 1

λ
of assets

and the value of equity in case of a crisis. Following Acharya et al. (2012), to obtain
(10) we assume that debt and liquidity are unchanged in case of a systemic crisis,
hence Et

[Li,t+τ | crisist+τ

] = Li,t .

CSi,t+τ |t = Et

[
1

λ
Ai,t+τ − nwB

i,t+τ | crisist+τ

]

= Et

[
1

λ
Li,t+τ | crisist+τ

]
− Et

[(
1 − 1

λ

)
nwB

i,t+τ | crisist+τ

]

= 1

λ
Li,t+τ − Et

[(
1 − 1

λ

)
nwB

i,t+τ | crisist+τ

]
(10)

In other words, (9) determines the minimum level of capital that a bank should
hold in order that its expected capital shortfall conditional to a systemic event equals
zero.

3.4.1 Vulnerability Adjusted Capital Requirements

Adjusted capital requirement based on vulnerability are obtained under the assump-
tion that the conditional value of net worth is determined by a vulnerability measure:

Et
[
nwB

i,t+τ | crisist+τ

] = (1 − vul ji,t )nwB
i,t (11)

where j = {LRMES, DRvul}. Capital requirements for bank i are then obtained
in (12) by imposing CS = 0, so that it should always maintain a capital buffer great
enough to avoid recapitalization during periods of distress.

nwB
i,t ≥

1
λ

1 − (1 − 1
λ
)LRMESi,t

Ai,t (12)

3.4.2 Impact-Adjusted Capital Requirements

We adopt a top-down approach to ensure consistency with the previous rule. Other-
wise stated, capital requirements are determined to zero expected capital shortfall,
which is computed top-down proportionally to the impact of each agent. Adjusted
capital requirements are defined by deriving the equity values that each bank must
satisfy to offset the aggregate capital shortage. The idea is that banks contribute to
the aggregate CS in proportion to their systemic impact. To this end, we rewrite CS
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in aggregate terms as the sum of the individual capital shortages. To keep internal
consistency and to avoid aggregation issueswe also assume that the individual capital
shortages values are computed with the same procedure in Sect. 3.4.1 (respectively,
by LRMES and DRvul).

Each bank should contribute to the expected capital shortage in proportion to its
systemic importance. We follow the approach in Gauthier et al. (2012), but rather
than determining the equity capital that should be reallocated to bank i from the
total capitalization of the system, the left-hand side of (13) states the extra amount
of CET1 capital as a fraction of the aggregate CS. This means that the additional
capital required for each bank is

nw+
i,t = imp j

i,t∑Nb

i=1 imp j
i,t

Nb∑
i=1

CSi,t+τ |t (13)

where j = {�CoVaR, DRimp}.

impi,t =

⎧⎪⎨
⎪⎩

�CoVaRsys|i
t

CoVaRsys|ri=VaRi,α
i f j = �CoVaR

DRimp
t,i∑

i nwB
i,t+

∑
k nwF

k,t
i f j = DRimp

Hence, the target level of capital for bank i is given by the minimum regulatory
level of capital plus the additional capital,

nw
tag
i,t = 1

λ
Ai,t + nw+

i,t (14)

We can write adjusted capital requirement in the same form of (12).

nw
tag
i,t ≥

1
λ

1 − (1 − 1
λ
)ζi

Ai,t (15)

with ζi = nw+
i,t

(1− 1
λ
)( 1

λ
Ai,t+nw+

i,t )
.

4 Results

This section presents the results of simulations and policy experiments. We compare
the benchmark scenario, where all banks are subject to the same fixed regulatory ratio
of RWA, to those where SCRs are derived from measures of vulnerability or impact
of financial institutions, as described in Sect. 3.4. We run a set of 100 Monte Carlo
simulations for each scenario under different seeds of the pseudo-random number
generator.
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Fig. 2 Timeline of the simulations

The simulations are based on a variant of the macroeconomic model in Gurgone
et al. (2018) in which the wage-price dynamics is dampened by setting the wage rate
constant, so that business-cycle fluctuations are eliminated and the model converges
to a quasi-steady-state after a transient period. Moreover, we supply to the lack
of fluctuations of credit by simulating a lending boom, that is, increasing the credit
demand of firms in the periods before an external shock. It increases the exposures of
banks and contributes to the build-up of the risk. Note that despite the elimination of
business cycles, the baseline dynamics produces a series of defaults and bankruptcies
of firms and banks. These have a very lower extent before the shock than after. The
presence of such financial distress helps systemic risk measures to better capture the
characteristics of banks. We turn on systemic-capital requirements at the beginning
of the lending boom, so that macroprudential regulation becomes binding.We finally
impose a fiscal shock of 10 periods that consists in a progressive reduction of transfers
to the household sector. Thepurpose of the shock is to reduce the disposable incomeof
households, which in turn affects consumption and firms’ profits. Firmswith negative
equity then cannot repay their debts to the banking sector, and thus the initial shock
triggers a series of losses through the interlocked balance sheets of agents. At the
time of the shock, transfers are reduced by 20% and then by an additional 1% per
periodwith respect to the period before the shock. Figure 2 summarizeswhat happens
during each simulation.

The behaviour of SR measures over time is shown in Sect. 4.1. Autocorrelation
is analysed in Sect. 4.2, and the effects of SCR are presented in Sect. 4.3.

4.1 SR Measures Over Time

In the next lines, we conduct a qualitative analysis of the behaviour of SR metrics
over the shock. For this purpose SCRs are not active; rather, the results show the
evolution of risk measures to understand their differences.

Figure 3 shows a comprehensive representation of the time pattern of SR metrics.
The evolution of impact and vulnerability presents a parallel trend within market-
and network-based measures. This reflects their construction: for market-based mea-
sures, conditional volatility of returns, which is estimated by a TGARCH model,
is employed to construct LRMES and �CoVaR (see Appendix). Market-based
measures exhibit a regime switch during the initial phase of the shock, persistently
shifting from lower to higher values and exceeding the network-based counterparts
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Fig. 3 Time average and standard deviation of SR indexes

in the immediate aftermath of the crisis. On the other side, network-based measures
reflect the leverage dynamics of banks’ balance sheets, that is, the increase in credit
demand prior to the shock and reduced equity after it. Their trend is approximated
by the exposure to equity ratio of the economy.

Some observations can be inferred with the help of Fig. 3. First, all measures
are procyclical. SR metrics are not able to anticipate the forthcoming crisis before
the shock; hence, they cannot be used as early warning signals. This could partially
depend on the exogenous nature of the shock imposed in our simplified frame-
work, whereas alternatively a crisis might arise from the endogenous developments
in the system. Moreover, measured systemic risk adjusts only after the beginning
of the shock. Of course, this descends from the construction of our variables. In
particular, the behaviour of network-based measures is sensitive to the length of
the time windows considered to input the past values of balance sheet items, as
there is a trade-off between shortening the windows and the volatility of network-
based indexes. Second, network metrics have a smooth adjustment process, while
market indicators show an “off-on” pattern. Therefore, the first should be preferred
because it would be more desirable to conduct macroprudential policy smoothly than
suddenly imposing restrictions on banks’ capital requirements, even more so if the
change cannot be easily anticipated. Third, a stylized behaviour of SR indexes can
be characterized despite the time series are computed for the average. Vulnerability
and impact of network-based measures are higher before the shock and lower after
compared to market-based. This is clear looking at t ∈ [450, 460] in Fig. 3, or at
the individual breakdown represented in Fig. 4. The latter is also useful to point out
the limits of our approach: capital requirements are determined separately for vul-
nerability and impact. Instead, they could be considered jointly, because otherwise
low-vulnerability but high-impact banks would be penalized by capital requirements
built on impact and vice versa.
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Fig. 4 Market- and network-based SR measures over the shock. Sizes represent assets, colour is
total equity, with dark (light) corresponding to the highest (lowest) value

4.2 Rank Correlation

Banks behaviour could be consistentwith the objective ofmacroprudential regulation
if such policies are based on stable values of the variables measuring SR. Therefore,
a desirable property of SR measures is stability over time, that is, the ranking of
systemically important financial institutions has no high variability and identifies the
same set of subjects in a given time span absent substantial changes in the financial
environment. We study the autocorrelation of SR metrics to understand how stable
they are.

We consider a measure of rank correlation, Kendall’s tau (τ k), which is a non-
parametric measure of the correlation between pairs of ranked variables with values
between−1 and 1. If two variables are perfectly correlated τ k = 1, otherwise if there
is no correlation at all τ k = 0.

τ k = C − D

n(n − 1)/2

where C and D are the total number of concordant and discordant pairs and n is
the sample size. Moreover, when two variables are statistically independent, a z
statistics built on τ k tends to distribute as a standard normal; therefore, it can be
tested the null of no correlation versus the alternative of non-zero correlation. We
compute τ k between the rank of SR measures of each bank and its lagged values.
Results are reported in Table 2. When market-based measures are considered, the
ranking has a high and persistent autocorrelation. On the other hand, network-based
measures are autocorrelated to a lower extent. The difference could be explained
in terms of construction, as market-based measures are obtained from conditional
variances (or conditional VaR), which in turn are estimated through a TGARCH
model, where conditional variances are assumed to follow an autoregressive process
(see section “SRISK”). Conversely, network-based measures do not assume any
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Table 2 Kendall’s correlation coefficients. Reported statistics refers to the average of τ k computed
for each bank. Permutations p-values are reported in parenthesis, that is, p = 1 − #successes

#experiments ,
where successes is the number of times when p < 0.01

SR metric Lags

+1 +5 +10 +15

LRMES 0.834 0.616 0.465 0.340

(0.000) (0.000) (0.020) (0.160)

�CoVaR 0.807 0.618 0.457 0.334

(0.000) (0.000) (0.020) (0.140)

DR-vul 0.784 0.598 0.423 0.286

(0.000) (0.000) (0.080) (0.300)

DR-imp 0.875 0.681 0.493 0.343

(0.000) (0.000) (0.040) (0.180)

dependence on past values, rather they depend on the network structure and credit–
debt relationships, so that the outcome of the DebtRank algorithm might change as
a result of small variations in the configuration of the network.

4.3 Policy Experiments

We present here the results of the policy experiments obtained under the four scenar-
ios with active SCR and the benchmark case. Results for each policy are elaborated
out of 100 Monte Carlo runs. We cleaned the data to remove the outliers by trim-
ming the observations above (below) the third (first) quartile plus (minus) 3 times
the interquartile range.

We start by focusing on the macroeconomic performance under SRC in Figs. 5
and 6. Within the vulnerability-based rules, market and network measures have
approximately the same behaviour for credit and output. They produce dynamics
similar to the benchmark prior to the shock and yield a deterioration after. Most cer-
tainly the procyclicality of SRmeasures leads to a restriction in the credit supplied to
the real economy after t = 450 and consequently to the lowered output. Looking at
impact-based measures, they do worse than the benchmark even before the shock. In
this case,DR-imp produces a slightly better performance than�CoVaR on average,
but in both cases with remarkable volatility. We have hypothesized several reasons
at the roots of the pattern for impact-based rules. The first is that the map from SR
measures to SCR might non-achieve an optimal distribution of capital: for instance,
demanding to hold extra capital in proportion to impact only does not account for
the actual default probabilities, so that financially sound banks might be required to
further increase their capital. This results in hindering the lending activity. Another
reason is that themodel dynamicsmight be defective of the emergence of high-impact
systemic important banks: impact-based capital requirements would work better if



194 A. Gurgone and G. Iori

Fig. 5 Time average and standard deviation of credit. (Left) Measures of vulnerability. (Right)
Measures of impact

Fig. 6 Time average and standard deviation of output. (Left) Measures of vulnerability. (Right)
Measures of impact

applied to few highly systemic banks than to many banks that are systemic to a lower
degree. SCR would allow isolating the first group without impairing too much lend-
ing. The second group of banks, which seems prevailing in our simulations, can be
defined as “systemic as a herd” (Adrian and Brunnermeier 2016) because its mem-
bers show moderate values of impact but present similar behaviours and exposures
to risk. Thus, SCR can be counterproductive because they limit the lending capac-
ity of a part of the financial system. Following this line of thinking, SCR based on
impact lead to an increase in the variance of the distribution of equity (Fig. 9), as they
affect the profitability of some banks but allow others for high exposures. As a result,
under impact-SCR the capitalization of the financial system as a whole is worse-off
(Fig. 8). In light of this, the probability of contagion is greater under rules based on
impact, as in Fig. 7. The greater financial fragility of the banking sector makes it
more likely that at least 10% of all banks (or firms) are simultaneously in bankruptcy.
Conversely, vulnerability-based policies decrease the likelihood of contagion.

Figures 9 and 10 illustrate the feasibility of SCR. Demanded capital requirements
cannot be attained by a part of those banks with lower values of equity, which are
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Fig. 7 Probability that at least 10% of all banks (left) or firms (right) are in bankruptcy

Fig. 8 (Top-left) Aggregate equity of banks. (Top-right) Aggregate exposures of banks. (Bottom-
left) Aggregate exposures/equity ratio of banks. (Bottom-right) Maximum aggregate expo-
sures/equity ratio allowed under SCR

Fig. 9 Capital Requirements (CR) versus equity of banks under different rules. The x- and y-axes
represent, respectively, the left- and right-hand sides of Eq. (9)

represented above the 45◦ line in Fig. 9. This is more marked in the case of DR-
imp. However, the scatter plots do not provide an adequate representation of density,
so we compare the feasibility of SCR by means of a CDF in Fig. 10. About 92%
of observations have a CR/equity < 1 in the benchmark case, around 88% under
LRMES and DR-vul, 79% under �CoVar and 76% under DR-imp. So, it is less
likely that banks comply with rules based on impact compared to rules based on
vulnerability.

We conclude that SCR built on vulnerability minimize the probability of a conta-
gion and achieve a macroeconomic performance comparable to the benchmark case
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Fig. 10 CDF of capital requirements to equity ratio

before the shock. Due to their procyclicality, all SCR bring about credit rationing
and reduced output after the crisis. This calls for a relaxation of macroprudential
rules after the shock. Despite capital requirements based on impact should reduce
the damages caused by systemic banks, we do not observe an improvement with
respect to the benchmark case. This could descend from the construction of impact-
based SCR, or because the model dynamics rarely let arise “too-big-to-fail” or “too-
interconnected-to-fail” banks, but rather financial institutions are “systemic as a
herd”. Hence, imposing restrictions based on impact affects the lending ability of a
number of banks and in turn their net worth, reducing financial soundness and paving
the way to instability.

5 Concluding Remarks

We presented a methodology to compare a set of lender-targeted macroprudential
rules in which banks are subject to capital requirements built on systemic risk mea-
sures. Four metrics are considered: the first set is composed of two market-based
measures (LRMES and �CoVaR), while the second one includes network-based
measures (DR-vul and DR-imp). Each set contains a metric for vulnerability, which
states howmuch a financial institution is systemically vulnerable to an adverse shock,
and one measure for impact, which accounts for the effects of the distress of single
banks on the financial system. Capital requirements are derived in Sect. 3 so that
required capital is proportional to each bank’s expected (or induced) capital short-
age, which in turn depends on the SR measures. The construction and the calibration
of SCRs aim to ease the comparison within each set of market- and network-based
measures.
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In Sect. 4 we employ an agent-based macroeconomic model to analyse and com-
pare qualitatively and quantitatively macroprudential rules. We find that all systemic
risk measures are procyclical to some degree. While market-based metrics display a
regime switch after the exogenous shock, the network-based ones smoothly adjust
with the exposures to equity ratio of the banking sector. This suggests that they lack
predictive power and thus cannot be used to build early warning systems. In par-
ticular, the performance of market-based measures is sensitive to the past values of
return-to-equity of financial institutions. If the time series of each bank is volatile
enough, the SRmeasures can capture the dependency between individual andmarket
changes and reflect the true systemic risk.Otherwise, systemic risk is underestimated.
On the other hand, network-based measures exhibit a trade-off between procyclical-
ity and variance: the longer the time windows of past input balance sheet data, the
lower the variance. Using alternative calibrations, network-based measures could
capture better the build-up of systemic risk but the ranking of individual institutions
would show lower autocorrelation. This translates into less reliable measures and
more difficult implementation of macroprudential policy.

Another key result is that SCRs based on vulnerability can reduce contagion and
to achieve a macroeconomic performance similar to the benchmark case before the
aggregate shock. After it, they should be relaxed to accommodate credit demand
from firms. Despite procyclicality, the map from vulnerability to capital requirement
provides an improvement with respect to the benchmark case. This can be interpreted
as evidence that the individual measured values reflect the actual vulnerability of
banks in case of a systemic event.

Differently, SCRs based on impact cannot beat the benchmark. This result is spe-
cific to our model and has several interpretations: while SCRs based on vulnerability
are derived assuming that banks must be recapitalized depending on their expected
losses conditional to a systemic event, this is not true using a measure of impact.
In this case, the capital requirement depends on the individual contribution to the
expected aggregate shortfall, which is not directly connected to the equity of banks.
Even though it is widely accepted that systemic banks can be identified and regulated
conditional to the impact on the financial system, this logic does not work well in
our framework. One explanation is that raising additional capital to comply with
regulation is easier for banks with high equity than for small ones, being equal their
impact. This puts small banks at a disadvantage by impairing their lending ability and
creates a less equal equity distribution, and a lower aggregate capitalization of the
banking system than in the other scenarios. Moreover, results suggest that macropru-
dential policy should treat differently “too-big” or “too-interconnected-to-fail” and
“systemic as a herd” institutions. In the first case, the impact of one bank has critical
effects on the financial system; hence, it is rational to impose capital surcharges. In
the latter case—as emerges in our model—banks are part of a homogeneous group in
terms of individual impacts, behaviour, and risk exposures. When hit by a common
shock, the herd might produce systemic effects. However, imposing capital require-
ments based on individual impacts may not be efficient at the macroeconomic level
because it affects lending of a relevant part of the financial system, reduces profits
and equity, and makes the financial system more fragile.
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This work can be extended in several ways. The regulation of systemic groups
of banks, as opposite to SIFIs, can be studied in-depth; macroprudential rules could
be built to combine indicators of both impact and vulnerability to derive SCRs; the
analysis of systemic risk can be repeated in a model capable to generate endogenous
crisis without any exogenous shocks; finally, the model can be feed with real data
for an empirical comparison.

Appendix

Calibration of DebtRank

In general, our approach is similar to that adopted in Battiston et al. (2016), but we
have adapted the algorithm to account for the structure of the underlying macro-
model, as described in greater detail in section “DebtRank”. Given that the macro-
environment includes firms, we first impose the shock on firms’ assets to compute
the systemic vulnerability index DRvul . Next, the induced distress transmits linearly
to the assets of creditors (i.e. banks). This allows capturing the specific dynamics of
the distress process.

Our calibration strategy aims to compare market- and network-based measures
on a common ground. To do so, we apply to DebtRank the definition of systemic
crisis employed in the SRISK framework. SRISK is computed by LRMES, which
represents the expected equity loss of a bank in case of a systemic event. This is
represented by a decline of market returns of 40% over the next 6 months. We run
100 Monte Carlo simulations of the macro-model, record the market ROE and the
firms’ losses to equity ratio. Then, we compute the change in market ROE over the
past 180 periods (approximately 6 months). Finally, we construct a vector of the
losses of firms to their equities in those periods where the ROE declined at least by
−40%.

To compute vulnerabilities by DebtRank, we randomly sample from the vector of
the empirical distribution of losses/equity at each repetition of the algorithm. Finally,
we obtain DRvul for each bank as an average of the realized values, after removing
the 1st and the 99th percentiles (Fig. 11).

DebtRank

We employ a differential version of the DebtRank algorithm in order to provide a
network measure of systemic risk. Differential DebtRank (Bardoscia et al. 2015) is
a generalization of the original DebtRank (Battiston et al. 2012) which improves the
latter by allowing agents to transmit distress more than once. Moreover, our formu-
lation has similarities with Battiston et al. (2016), where it is assumed a sequential
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Fig. 11 (Top-left) rescaled market ROE from a random Monte Carlo run. (Top-right) 6-month
chance of market ROE. The red dashed line represents the threshold of −40%. (Bottom-left) His-
togram of the square root of the losses/loans ratio of firms, where values equal to zero are ignored.
(Bottom-right) Histogram of the losses/loans ratio of firms

process of distress propagation. In our case, we first impose an external shock on
firms’ assets, and then we sequentially account for the propagation to the banking
sector through insolvencies on loans, to the interbank network, and to firms’ deposits.

The relative equity loss for banks (h) and firms ( f ) is defined as the change in their
net worth (respectively, nwB, and nwF ) from τ = 0 to τ with respect to their initial
net worth. In particular, the initial relative equity loss of firms happens at τ = 1 due
to an external shock on deposits:

hi (τ ) = min

[
nwB

i (0) − nwB
i (τ )

nwB
i (0)

]

f j (τ ) = min

[
nwF

j (0) − nwF
j (τ )

nwF
j (0)

]

The dynamics of the relative equity loss in firms and banks sectors is described
by the sequence:
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• Shock on deposits in the firms sector:

f j (1) = min

[
1,

DF
j (0) − DF

j (1)

nwF
j (0)

]
= min

[
1,

loss j (1)

nwF
j (0)

]

• Banks’ losses on firms’ loans:

hi (τ + 1) = min

⎡
⎣1, hi (τ ) +

∑
j∈J


f b
i j (1 − ϕloan

j )(p j (τ ) − p j (τ − 1))

⎤
⎦

• Banks’ losses on interbank loans:

hi (τ + 1) = min

[
1, hi (τ ) +

∑
k∈K

bb
ik (1 − ϕib

k )(pk(τ ) − pk(τ − 1))

]

• Firms’ losses on deposits:

f j (τ + 1) = min
[
1, f j (τ ) + 

f b
jk (1 − ϕ

dep
k )(pk(τ ) − pk(τ − 1))

]

where p j is the default probability of debtor j and ϕi , i = {loan, ib, dep} is the
recovery rate on loans, interbank loans, and deposits. Recovery rates on each kind of
asset are randomly extracted from a vector of observations generated by the bench-
mark model.

For the sake of simplicity, we can define it as linear in f j (hk for banks), so that
p j (τ ) = h(τ ).11  is the exposure matrix that represents credit/debt relationships
in the firms–banks network. It is written as a block matrix, where bb refers to the
interbank market,b f refers to deposits, f b refers to firm loans and f f is a matrix
of zeros.

 =
[
bb b f

 f b  f f

]

11In a more realistic setting the default probability could be written as

p j (τ ) = f j (τ ) exp(α(h j (τ )) − 1)

where if α = 0 it corresponds to the linear DebtRank, while if α → ∞ it is the Furfine algorithm
(Bardoscia et al. 2016). Moreover, we can assume that deposits are not marked-to-market, but they
respond to the Furfine algorithm; in other words, the distress propagates only in case of default of
the debtor. For deposits, it might be reasonable to assume

pDj (τ − 1) =
{
1 if hk(τ − 1) = 1

0 otherwise
.
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The exposure matrix  represents potential losses over equity related to each
asset at the beginning of the cycle, where each element has the value of assets
at the numerator and the denominator is the net worth of the related creditor in
our specification firms have no intra-sector links, hence  f f = 0. In case there are
Nb = 2 banks and N f = 3 firms, the matrix  looks like

 =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 I b12
nwB

2

D13

nwF
1

D12

nwF
2

D15

nwF
3

I b21
nwB

1
0 D23

nwF
1

D24

nwF
2

D25

nwF
3

L f
31

nwB
1

L f
32

nwB
2

0 0 0

L f
41

nwB
1

L f
42

nwB
2

0 0 0

L f
51

nwB
1

L f
52

nwB
2

0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

SRISK

SRISK (Brownlees and Engle 2012) is a widespread measure of systemic risk based
on the idea that the latter arises when the financial system as a whole is under-
capitalized, leading to externalities for the real sector. To apply the measure to our
model, we follow the approach of Brownlees and Engle (2012). The SRISK of a
financial firm i is defined as the quantity of capital needed to re-capitalize a bank
conditional to a systemic crisis

SRI SKi,t = min

[
0,

1

λ
Li −

(
1 − 1

λ

)
nwB

i,t (1 − MESSys
i,t+h|t )

]

where MESSys
i,t+h|t = E

(
ri,t+h|t |r < �

)
is the tail expectation of the firm equity

returns conditional on a systemic event, which happens when i’s equity returns r
from t − h to t are less than a threshold value �.

Acharya et al. (2012) propose to approximateMESSys with itsLongRunMarginal
Expected Shortfall (LRMES), defined as a

LRMESi,t = 1 − exp{−18MES2%i,t }

LRMES represents the expected loss on equity value in case the market return drops
by 40% over the next 6 months. Such approximation is obtained through extreme
value theory, by means of the value of MES that would be if the daily market return
drops by −2%.
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The bivariate process driving firms’ (ri ) and market (rm) returns is

rm,t = σm,tεm,t

ri,t = σi,tρi,tεm,t + σi,t

√
1 − ρ2

i,tξ i, t

(ξi,t , εm,t ) ∼ F

where σm,t is the conditional standard deviation of market returns, σi,t is the condi-
tional standard deviation of firms’ returns, ρi,t is the conditional market/firm corre-
lation and ε and ξ are i.i.d. shocks with unit variance and zero covariance.

MES2% is expressed setting � = −2%:

MES�
i,t−1 = σi,tρi,t Et−1

(
εm,t |εm,t <

�

σm,t

)
+ σi t

√
1 − ρ2i,t Et−1

(
ξi,t |εm,t <

�

σm,t

)

Conditional variances σ 2
m,t , σ 2

i,t are modelled with a TGARCH model from the
GARCH family (Rabemananjara and Zakoian 1993). Such specification captures the
tendency of volatility to increase more when there are bad news:

σ 2
m,t = ωm + αmr

2
m,t−1 + γmr

2
m,t−1 I

−
m,t−1 + βmσ 2

m,t−1

σ 2
i,t = ωi + αi r

2
i,t−1 + γi r

2
i,t−1 I

−
i,t−1 + βiσ

2
i,t−1

I−
m,t = 1 if rm,t < 0 and I−

i,t = 1 when ri,t < 0, 0 otherwise.
Conditional correlation ρ is estimated by means of a symmetric DCC model

(Engle 2002). Moreover, to obtain the MES it is necessary to estimate tail expecta-
tions. This is performedwith a non-parametric kernel estimationmethod (see Brown-
lees and Engle 2012).

Open-source Matlab code is available, thanks to Sylvain Benoit, and Gilbert Col-
letaz, Christophe Hurlin, who developed it in Benoit et al. (2013).

�CoVaR

Following Adrian and Brunnermeier (2016) �CoVaR is estimated through a quan-
tile regression (Koenker and Bassett Jr 1978) on the αth quantile, where rsys and ri
are, respectively, market-wide returns on equity and bank i’s returns. Quantile regres-
sion estimates the αth percentile of the distribution of the dependent variable given
the regressors, rather than the mean of the distribution of the dependent variable as
in standard OLS regressions. This allows comparing how different quantiles of the
regress and are affected by the regressors; hence, it is suitable to analyse tail events.
While Adrian and Brunnermeier (2016) employ an estimator based on an augmented
regression, we further simplify the estimation of �CoVaR following the approach
in Benoit et al. (2013), which is consistent with the original formulation.
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First we regress individual returns on market returns:

rsys,t = γ1 + γ2ri,t + ε
sys|i
α,t

The estimated coefficients (denoted bŷ) are employed to build CoVaR. The
conditional VaR of bank i (Variα,t ) is obtained from the quasi-maximum likelihood
estimates of conditional variance generated by the same TGARCH model described
above (see Benoit et al. 2013, p. 38).

CoVarsys|iα,t = γ̂1 + γ̂2Variα,t

Finally�CoVar is obtained from the difference between the αth and the median
quantile of CoVar .

�CoVarsys|iα,t = CoVarsys|iα,t − CoVarsys|i0.5,t

�CoVarsys|iα,t = γ̂2
(
VaRi

α,t − VaRi
0.5,t

)
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Abstract In this paper, we employ the agent-based macroeconomic Eurace@Unibi
model to study the economic implications of different degrees of de-centralization
in the wage setting. We think of de-centralization as wages being a weighted average
of an economy-wide ‘union wage’ and a firm-specific component depending on the
firm’s productivity and the experienced tightness of the labor market. Starting from
a baseline scenario, corresponding to a high degree of unionization, in which wages
are fully centralized and indexed on economy-wide productivity gains and inflation,
we investigate how an increasing level of de-centralization affects the dynamics of
output, employment, inequality, and market concentration. Our findings suggest that
stronger centralization of the wage-setting process induces lower wage inequality
and stronger concentration on the consumption goods market. Furthermore, due
to more physical investments, an economy with more centralized wage setting is
characterized by higher productivity and faster economic growth.
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1 Introduction

One of the key challenges economic policymakers face is to foster economic growth
while at the same time keeping the dynamics of (income) inequality in focus. Clearly,
the evolution of income inequality is closely connected to the dynamics of wage
distributions, and recent empirical work (e.g., Card et al. 2013; Barth et al. 2016)
highlights that the increase in heterogeneity of wages across firms (respectively
plants) is themost important factor driving increasingwage dispersion. Concurrently,
the last decades have been characterized by a decline in the degree of unionization in
many industrialized countries (see, e.g., Ebbinghaus and Visser 1999; Visser 2006;
Firpo et al. 2018) and also institutional changes toward more de-centralized wage
settingon thefirm level in countries likeGermany (Dustmannet al. 2014). Thegeneral
narrative in this respect is that although these developments seem to contribute to
an increase in wage inequality, they increase the firms’ competitiveness and thereby
foster (local) economic growth.

In this paper, we study the effect of a de-centralization of the wage setting both on
economic growth and on the evolution of wage inequality in a dynamic macroeco-
nomic model. The model captures the competition between firms, on both the labor
and the consumption goods market as well as potential demand effects induced by
different wage-setting regimes. Furthermore, productivity dynamics in ourmodel are
driven by endogenous technology choices of investing firms, such that we can study
how the wage-setting regime influences investment and the speed of adoption of
new technologies, and how these processes interact with the endogenously emerging
dynamics of industry concentration.

Existing models comparing the implications of centralized versus de-centralized
wage setting have to a large extent relied on models with static oligopoly-type prod-
uct market interaction (Haucap and Wey 2004; Blomgren-Hansen 2012) or have
completely abstracted from product market competition between firms (Moene and
Wallerstein 1997; Vona and Zamparelli 2014). In an influential early contribution,
Calmfors and Driffill (1988) provide an analysis of the effect of (de-)centralization
of wage bargaining on employment, in a setting with several industries with perfect
competition in each industry and output of the industries being partial substitutes
on the product market. They assume that demand is fixed independent from the
households wage income and establish that under certain conditions there is a hump-
shaped (inverse hump-shaped) relationship between the degree of centralization of
wage bargaining and the average wage level (employment).1 With the exception of
Moene and Wallerstein (1997) all the mentioned studies, take a static perspective
without considering how different wage-setting regimes influence the firms’ invest-
ment decisions and technology choices.2 Moene and Wallerstein (1997), focusing
entirely on the competition between firms on the labor market, show that in the

1See Driffill (2006) for a survey of the stream of literature building on this analysis.
2Several papers have studied froma theoretical perspective the implications of centralization ofwage
bargaining on firms’ innovation incentives (e.g., Haucap and Wey 2004; Mukherjee and Pennings
2011; Basak and Mukherjee 2018); however, this stream of literature focuses on hold-up issues
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absence of product market competition more centralized wage setting yields higher
firm productivity but lower employment compared to de-centralized bargaining of
wages.

Our perspective in this paper is that the dynamics of output and wage distributions
are crucially driven by the interplay between technological change, evolution of
industry structure, and the dynamics on the labor market. Hence, we aim to gain a
better understanding of how different wage-setting regimes influence this interplay.
In order to capture these effects, we carry out our analysis in the framework of
the macroeconomic agent-based Eurace@Unibi model (see Dawid et al. 2019). This
model, building on the original Euracemodel (seeDeissenberg et al. 2008), combines
explicit representations of the dynamic competition between firms on the labor and
product market in a closed macroeconomic setting with endogenous technology
choices of firms and endogenous determination of demand. It has strong empirical
micro-foundations for the agents’ behavioral rules (Dawid et al. 2019) and has also
been shown to be able to reproduce a large set of empirical stylized facts (e.g.,
Dawid et al. 2018b). The model has been used as a framework for policy analysis
in different policy domains (see Dawid et al. 2018a; Deissenberg and van der Hoog
2011) and has proved useful in understanding implications of different degrees of
labor market flexibility (Dawid et al. 2014) and dynamic mechanisms determining
wage inequality (Dawid and Gemkow 2014; Dawid et al. 2018b). More generally,
our analysis contributes to the growing literature on agent-based macroeconomics
(see Dawid and Delli Gatti 2018), in which recently several papers have considered
macroeconomic effects of the institutional setup in the labor market (Dosi et al.
2017, 2018; Caiani et al. 2019), and the literature on the agent-based analysis of
labor market dynamics (see Neugart and Richiardi 2018).

The starting point of our analysis is an economy with a workforce with (ex-
ante) uniform skills. There is a fully centralized wage setting, where workers have
a uniform wage, labeled as union wage, which is updated over time taking into
account inflation and average productivity growth in the economy. We then compare
the dynamics emerging in such a setting with scenarios, in which at some given
point in time the binding power of the centrally determined union wage is reduced
and firms have the option to offer individual wages, which deviate from collectively
agreed wages to job candidates. More precisely, we assume that wage offers made
to applicants are a weighted average of the centralized wage and a firm-specific
wage offer, which is determined according to a wage-setting rule that takes into
account the expected productivity of the worker and the frequency with which the
firm has been rationed on the labor market in the past.3 The weight on the union
wage then decreases during a transition phase till a certain long run degree of wage
centralization is reached. We interpret this process as a reduced form representation
of a de-unionization of the workforce or changes in the institutional setup of the

firms face when bargaining with labor unions after investment and, therefore, is quite distinct from
our agenda in this paper.
3The rule determining the firm-specific wage component corresponds exactly to the wage-setting
rule used in the standard version of the Eurace@Unibi model as documented in Dawid et al. (2019).
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labor market, which allows for firm-specific agreements that deviate from outcomes
of industry-wide bargaining. The long run weight the union wage has in the workers’
individual wages captures how strong the degree of de-unionization, respectively,
the flexibility in local firm-level wage agreements are. In our experiments, we vary
this long run weight from a value of one, which corresponds to the benchmark of
fully centralized wage setting throughout to a value of zero, which implies that in
the long run wages are fully de-centralized and firm-specific.

We find that in the considered setting a centralized determination of wages does
not only reduce wage and income inequality, but also induces faster growth in output
and productivity in the economy, compared to scenarios with more de-centralized
wage setting. Themain driving force underlying these results is that under centralized
wage-setting firms that already perform well profit from a uniform wage in terms of
lower unit labor costs. These translate into lower prices they can charge compared to
their competitors which increases their market share and spurs further investments.
Hence, average productivity and output in the economy grow faster than with a de-
centralized wage setting where individual market shares of firms are more volatile
and investment behavior is spread among a larger fraction of firms and overall lower.

Generally speaking, in case of a more centralized wage formation the cost and
price advantages of high-tech firms are directly driven by their productivity advan-
tage. For a more de-centralized wage setting, the competitive advantage of high-tech
firms arises through the competition on the labor market. Now, high-tech firms can
offer relatively high wages without substantially impairing their unit costs.

Although these findings about the positive dynamic effects of wage centralization
clearly should be seen in the context of the assumptions underlying our experiments,
for example, the homogeneity of workers with respect to their general skills, our
analysis highlights several channels throughwhich the degree of centralization affects
economic dynamics, which so far have not been recognized in the literature.

The paper is organized as follows. In Sect. 2, we give a brief description of
the structure of the Eurace@Unibi model with particular focus on the wage-setting
mechanism and the aspects that are different in this paper from the standard version
of the model. The setup of our simulation experiment as well as the results of our
analysis are discussed in Sect. 3. Concluding remarks are given in Sect. 4, and in the
Appendix we provide the parameter setting underlying our analysis.

2 The Model

2.1 Overall Structure

In a nutshell, the Eurace@Unibi model describes an economy with an investment
and a consumption goods sector, and a labor, a financial, and a credit market in a
regional context. Capital good firms provide investment goods of different vintages
and productivities. Consumption goods firms combine capital and labor of varying
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degrees of general and specific skills to produce a consumption good that house-
holds purchase. Households’ saved income goes into the credit and financial markets
through which it is channeled to firms financing the production of goods.

In this paper, we use a one-region setup of the Eurace@Unibi model to analyze
the economic implications of different levels of wage centralization, where in the
standard version of themodel, thewage setting is fully de-centralized.More precisely,
the wages of workers are determined at the firm level, on the one hand, by the
expectation at the time of hiring the employer has about the level of specific skills of
the worker, and, on the other hand, by a base wage variable. The base wage is driven
by the (past) tightness of the labor market and determines the overall level of wages
paid by a particular employer.

In order to address aspects of wage centralization, we extend the Eurace@Unibi
model by modifying the wage-setting protocol of the labor market. In particular, we
introduce a labor union that determines a collective wage proposal. This union wage
is adjusted over time, on the one hand, in order to compensate for inflation and,
on the other hand, to claim a share of the economy-wide productivity gains to the
workers. The wage bargaining between firms and the union is modeled in reduced
form by assuming that the actual wage that a firm has to pay is a linear combination
of the centralized union wage and the firm-specific wage. The weight used in the
linear combination is thereby an exogenous model parameter and reflects the power
of the union in the wage negotiation. Since it also determines the degree of wage
centralization, we will employ this parameter as the policy parameter in our analysis.

A complete description of the model is provided in Dawid et al. (2019). Due to
space constraints, here no full treatment of the model is given. Rather, we describe
only the main aspects of the model, which are crucial for the understanding of the
mechanisms driving the policy results discussed below.4

Capital goods of different qualities are provided by capital goods producers with
infinite supply. The technological frontier (i.e., the quality of the best currently avail-
able capital good) improves over time, where technological change is driven by a
stochastic (innovation) process. Firms in the consumption goods sector use capital
goods combined with labor input to produce consumption goods. The labor market
is populated with workers that acquire specific skills on the job, which they need to
fully exploit the technological advantages of the capital employed in the production
process. Every time when consumption goods producers invest in new capital goods
they decide which quality of capital goods to select, thereby determining the speed
by which new technologies spread in the economy. Consumption goods are sold at a
central market platform (called mall), where firms store and offer their products and
consumers come to buy goods at posted prices.

Labor market interaction is described by a simple multi-round search-and-
matching procedurewhere firms post vacancies, searchingworkers apply, firmsmake
offers and workers accept/reject. Banks collect deposits from households and firms
and give credits to firms. The interest that firms have to pay on the amount of their

4Note that the description of the model provided here is to a large extent identical to the ones given
in Dawid et al. (2018b, c).
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loan depends on the financial situation of the firm, and the amount of the loan might
be restricted by the bank’s liquidity and risk exposure. There is a financial market
where shares of a single asset are traded, namely an index bond containing all firms
in the economy. The allocation of dividends to households is, therefore, determined
by the wealth of households in terms of their stock of index bonds. The dividend
paid by each share at a certain point in time is given by the sum of the dividends
currently paid by all firms. The central bank provides standing facilities for the banks
at a given base rate, pays interest on banks’ overnight deposits and might provide fiat
money to the government. Finally, the government collects income and profit taxes
at fixed rates and pays out social benefits to unemployed households.

Firms that are not able to pay the financial commitments declare illiquidity. Fur-
thermore, if the firm has negative net worth at the end of the production cycle insol-
vency bankruptcy is declared. In both cases, it goes out of business, stops all pro-
ductive activities, and all employees loose their jobs. The firm writes off a fraction
of its debt with all banks with which it has a loan and stays idle for a certain period
before it becomes active again.

The choice of the decision rules in the Eurace@Unibi model is based on a sys-
tematic attempt to incorporate rules that resemble empirically observable behavior
documented in the relevant literature. Concerning households, this means, for exam-
ple, that empirically identified saving rules are used. Furthermore, purchasing choices
are described using models from the Marketing literature with strong empirical sup-
port. In particular, in several parts of the model, decision-makers are described by
logit models. These models are well suited to capture decisions where individuals
try to maximize some objective function which depends on some variables common
to all decision-makers and are explicitly represented in the model, as well as on
aspects that are idiosyncratic to each decision-maker and captured in the model by a
stochastic term. With respect to firm behavior, we follow the ‘Management Science
Approach’, which aims at implementing relatively simple decision rules that match
standard procedures of real-world firms as described in the corresponding manage-
ment literature. A more extensive discussion of the Management Science approach
can be found in Dawid and Harting (2012).

Agent actions can be time-driven or event-based, where the former can follow
either subjective or objective time schedules. Furthermore, the economic activities
take place on a hierarchy of timescales: yearly, monthly, weekly, and daily activities
all take place following calendar-time or subjective agent-time. Agents are activated
asynchronously according to their subjective time schedules that are anchored on an
individual activation day. These activation days are uniformly randomly distributed
among the agents at the start of the simulation, but may change endogenously (e.g.,
when a household gets re-employed, its subjective month gets synchronized with the
activation day of its employer due to wage payments). This modeling approach is
supposed to capture the de-centralized and typically asynchronous nature of decision-
making processes and activities of economic agents.
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2.2 Agents, Markets, and Decisions

2.2.1 Output Decision and Production

Consumption goods producers need physical capital and labor for production. A firm
i has a capital stock Ki,t that is composed of different vintages v with v = 1, . . . , Vt ,
where Vt denotes the number of available vintages a time t . The accumulation of
physical capital by a consumption goods producer follows

K v
i,t+1 = (1 − δ)K v

i,t + I v
i,t , (1)

where δ is the depreciation rate and I v
i,t ≥ 0 is the gross investment in vintage v.

The production technology in the consumption goods sector is represented by a
Leontief type production function with complementarities between the qualities of
the different vintages of the capital good and the specific skill level of employees for
using these vintages. Vintages are deployed for production in descending order by
using the best vintage first. For each vintage, the effective productivity is determined
by the minimum of its productivity and the average level of relevant specific skills
of the workers. Accordingly, output for a consumption goods producer i at time t is
given by

Qi,t =
Vt∑

v=1

min

[
K v

i,t ,max

[
0, Li,t −

Vt∑

k=v+1

Kk
i,t

]]
· min

[
Av, Bi,t

]
, (2)

where Li,t is labor input, Av is the productivity of vintage v and Bi,t denotes the
average-specific skill level in firms as explained in more detail in Sect. 2.2.3. The
fact that the considered production function takes into account the vintage structure
of the capital stock and that firms select among different available vintages enables
us to capture the effect of workers’ skills on the incentives of firms to invest into new
technologies (see Sect. 2.2.4).

Once every month each firm determines the quantities to be produced and deliv-
ered to themall. Actual demand for the product of a firm in a givenmonth is stochastic
(see below), and there are stock-out costs, because consumers intending to buy the
product of a firm move on to buy from a different producer in case the firm’s stock
at the mall is empty. Therefore, the firm faces a production planning problem with
stochastic demand and stock-out cost. The simplest standard heuristic used in the cor-
responding Operations Management literature prescribes to generate an estimation
of the distribution of demand and then choose the planned stock level after delivery
such that the (estimated) stock-out probability during the following month equals a
given parameter value which is influenced by stock-out costs, inventory costs, and
risk attitude of the firm (see, e.g., Silver et al. 1998). Firms in the Eurace@Unibi
model follow this simple heuristic, thereby generating a target production quantity for
the considered month. Based on the target production quantity, the firm determines
the desired input quantities of physical capital and labor. Realizing this production
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plan might induce the need to buy new physical capital, hire new labor, or to obtain
additional credit. The firmmight be rationed on the labor and credit market, in which
case it adjusts its production quantity downward.

2.2.2 Pricing Decision

Consumption goods producers set the price of their products once a year which is
consistent with empirical observations (see, e.g., Fabiani et al. 2006). The pricing
rule is inspired by the price setting described in Nagle et al. (2011, Chap. 6) a
standard volume on strategic pricing in the Managerial literature. Firms seek for a
profit-maximizing price taking into account the trade-off between price, sales, and
costs.

To obtain an indication of the effect of price changes on sales, the consumption
goods producers carry out simulated purchase surveys (see Nagle et al. 2011, p. 304).
A representative sample of households is asked to compare a firm’s product with the
set of the currently available rival products for a range of prices. Households’ answers
are based on the same decision rules they use for their real purchasing decisions.
Based on the resulting demand, estimations and cost considerations firms choose the
price which maximizes their expected discounted profit stream over their planning
horizons.

2.2.3 Adjustment of Specific Skills of Workers

The productivity of a worker h is determined by an endogenously increasing specific
skill level bh,t . It is assumed that during the hiring process the specific skills of
job candidates cannot be observed by potential employers. They become observable
during the production process. Workers increase the specific skills over time during
production by a learning process. The speed of learning depends on the average
quality of the technology Ai,t used by employer i :

bh,t+1 = bh,t + χ S · max[0, Ai,t − bh,t ]. (3)

Here bh,t are the specific skills of worker h in period t and 0 < χ < 1 denotes the
speed of adjustment of specific skills.5

5In the general version of the model, heterogeneity of the learning speed across individuals is
captured and it is assumed that the speed of adjustment positively depends on the level of general
skills (see Dawid et al. 2019). In the context of the policy analysis in this paper, we abstract from
the explicit representation of the heterogeneity of general skills.
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2.2.4 Technological Change

The supply of the capital goods and the process of technological change is modeled
in a very simplified way. We recur to a single capital good producer that offers
different vintages of the capital good v = 1, . . . , Vt that have distinct productivities
Av . Alternatively, our representation of the supply of capital goods can be interpreted
as a market with monopolistic competition structure, where each vintage is offered
by a single firm, which uses the pricing rule described below.

New vintages become available over time following a stochastic process. To avoid
spurious growth effects, due to stochastic differences in the dynamics of the techno-
logical frontier between runs, we use identical realizations of the stochastic process
governing the emergence of new vintages in all runs.

To keep the description of this sector as simple as possible, no explicit represen-
tation of the production process and of the needed input factors is introduced. To
account for the cost dynamics, it is assumed that the main factor of production costs
is the wage bill and, since wages increase on average with the same rate as produc-
tivity grows (see Sect. 2.2.6), the growth rate of productivity is used as a proxy for
the increase in production costs of the capital goods.

The pricing of the vintages pv,t is modeled as a combination of cost-based pcostt
and value-based prices pvaluev,t (see, e.g., Nagle et al. 2011):

pv,t = (1 − λ)pcostt + λpvaluev,t . (4)

Due to our assumption above, pcostt increases with the average productivity of the
economy. For the value-based price component the average general and specific skills
in the economy are determined first. In a next step, the discounted productivities for
each vintage are calculated for a firm that employs workers whose human capital is
equal to the average of the economy. The value-based part pvaluev,t is proportional to
this estimated effective productivity of the vintage. The motivation for this rule is
that the capital good producer tries to estimate the value of each vintage, in terms of
effective productivity, for its average customer. Furthermore, it is assumed that the
capital good producer is able to deliver any demanded quantity of any vintage.

The reason why we choose such a simplified representation of the capital goods
sector is our focus on the interaction of labor market and consumption goods market
dynamics. Therefore, we try to keep all other sectors as simple as possible. Not
explicitly modeling the hiring and firing decisions of the capital goods producer has
two main implications. First, there are no wage payments from the capital goods
producer to households. However, in order to close the model, all revenues of the
capital goods producer are channeled back to the households through dividends on
the index bonds. Second, the capital goods producer is never rationed on its input
markets, in particular, on the labor market. The qualitative implication of explicitly
capturing the capital goods producer’s hiring process would be that in periods when
labor market tightness is high there would be a relatively high probability that the
capital goods producer is rationed on the labor market. Being rationed the firm
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would not be able to deliver the full amount of capital goods that is demanded by
the consumption goods producers. This would slow down the expansion of these
consumption goods producers relative to their plans. Such a qualitative effect is
already present in the model since consumption goods producers need to hire labor
themselves whenever they want to expand their production. Through this channel, a
tight labor market has already a hampering effect on firms’ expansion and potential
rationing of the capital goods producer would not add a qualitatively different effect.

2.2.5 Investment and Vintage Choice

If consumption goods producers have a target output level which cannot be produced
with their current capital stock, they acquire new capital. To this end, a consumption
goods firm has to choose from the set of available vintages. For the decision in which
vintage to invest the complementarity between specific skills and technology plays
an important role, due to the inertia of the specific skill adaptation, the effective
productivity of a vintage with Av > Bi,t is initially below its quality. It converges to
Av over time as the specific skills of workers at the firm catch up to the quality of
the vintage. Therefore, the firm computes a discounted sum of estimated effective
productivities over a fixed time horizon S. The specific skill evolution is estimated
for each time step within [t, t + S] using (3), where the firm inserts its average-
specific skill values. A logit choicemodel based on the ratio of the estimated effective
productivity and price for each available vintage determineswhich vintage is ordered.

Capital goods are produced on demand, and as consumption goods producers
may find it more suitable for their production plans not to employ the latest vintages,
the capital good producer keeps on delivering also older vintages as the technology
frontier grows. Note that the way we model the capital good producer it is a proxy
for a more differentiated market with different firms supplying different vintages. In
this sense, we capture vertical differentiation in the supply of capital goods. Having
an elaborated vintage supply is crucial for our contribution given that the dynamics
of the model unfold through the interaction of heterogeneous labor and capital as
inputs to competing consumption goods producers. In particular, our approach allows
to capture the effects of the skill endowment in a region on the vintage choice of
firms and therefore on local technological change, which is an important mechanism
in our analysis.

2.2.6 Labor Market Interaction

If the current workforce of a firm is not sufficient to produce its target output, the
firm posts vacancies for production workers. The wage it offers is a combination of
a firm-specific wage offer w̃O

i,t and a centrally determined wage component wU
t .

The firm-specific wage offer has two constituent parts. The first part is the market-
driven base wagewbase

i,t . The base wage is paid per unit of (expected) specific skills of
the worker. If the firm cannot fill its vacancies and the number of unfilled vacancies
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exceeds some threshold v > 0, the firm raises the base wage offer by a fraction ϕ to
attract more workers, i.e.,

wbase
i,t+1 = (1 + ϕ)wbase

i,t . (5)

The second part of the firm-specific wage offer is related to an applicant’s expected
level of specific skills. Since the specific skills represent the (maximal) productivity of
the employees, the wage wi,t is higher for higher (expected) specific skills. Because
the specific skill level of a job applicant is not observable, firms use the average-
specific skills of all their employees to estimate that skill level and offer a wage
of

w̃O
i,t = wbase

i,t × min[Ai,t B̄i,t−1], (6)

where B̄i,t−1 are the average-specific skills of all employees in the firm. While a firm
can observe the specific skill levels of all its current employees, this information will
not be transferred to a competitor in case a worker applies there.

The second wage componentwU
t is determined by a labor union and is, therefore,

the same for all firms. The aim of the union is to equalize the wage inequality that
emerges from firms’ heterogeneity with respect to productivity. Furthermore, the
workers should benefit from the productivity gains in the economy and should be
compensated for real income losses due to inflation. Altogether, we assume that the
union wage is adjusted over time by

wU
t = wU

t−1 (1 + max [0, π̄t + ḡt ]) , (7)

where π̄t is the mean monthly inflation rate and ḡt the average economy-wide pro-
ductivity growth per month, both averaged over the last year. The actual wage offer
of a firm is then

wO
i,t = (1 − λC

t )w̃O
i,t + λCwU

t , (8)

where λC
t ∈ [0, 1] captures the level of centralization in the wage determination.

Note that this wage setting is a reduced form representation of a bargaining process
between firms and the labor union, where λC

t is a time-variant policy parameter that
represents the negotiation power of the labor union.

Similarly, we assume that the adjustment of wages of incumbent workers depends
on the level of wage centralization. Formally, we have for the wage of a worker h
that works for employer i in the two consecutive periods t − 1 and t

wh,i,t = wh,i,t−1(1 + max
[
0, ḡt + λC

t π̄t
]
). (9)

Thus, if the wages are determined fully de-centralized, then the wages of incum-
bent workers increase with the speed of productivity growth. If, however, the
wages become more centralized, then wage adjustment of incumbent workers better
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accounts for inflation. In case of full centralization, all wages of incumbent workers
correspond to the union wage wU

t .
6

An unemployed worker considers the wage offers posted by a random sample of
searching firms and compares them with her reservation wage wR

h,t . A worker h only
applies to firm i if it makes a wage offer wO

i,t > wR
h,t .

The level of the reservation wage is determined by the current wage if the worker
is employed, and in case of an unemployed worker by her previous wage, where the
reservation wage declines with the duration of unemployment. The reservation wage
never falls below the level of unemployment benefits. If the unemployed worker
receives one or more job offers, he/she accepts the job offer with the highest wage
offer. In case he/she does not receive any job offers, he/she remains unemployed.

In case theworkforce of a firm is too large relative to its target output level, the firm
adjusts its number of workers. The set of dismissed workers is random. Additionally,
there is a small probability for each worker–employee match to be separated in each
period. This should capture job separations due to reasons not explicitly modeled.

2.2.7 Consumption Goods Market Interaction

The consumption goods market is represented by a mall at which the consumption
goods producers can offer and sell their products to their customers. Households
go shopping once a week and try to spend their entire weekly consumption budget
for one good. The consumption budget is determined using a (piecewise) linear
consumption rule according to the buffer stock approach (see Carroll 1997; Allen
andCarroll 2001). At the beginning of their shopping procedure, they get information
about the prices of all available goods at the mall, but they get no information about
the available quantities. The decision which good to buy is described using a logit
choice model with strong empirical foundation in the Marketing literature (see, e.g.,
Malhotra 1984). We assume the most important factor governing the consumers
choice is the price sensitivity of consumers and therefore the intensity of competition
between the consumption goods producers.

The consumption requests for the different goods are collected by the mall and,
if the total demand for one good exceeds its mall inventory level then the mall has to
ration the demand. In this case, the mall sets a rationing quota corresponding to the

6Anupshot of ourwage-setting rule is thatwages followproductivity. Several studies examined from
an empirical perspective how closely wages correlate with productivity, including analyses that try
to explain movements in the labor share, see, e.g., Autor et al. (2017). While there is some evidence
on a decoupling of productivity and real average compensation presented in Schwellnus et al.
(2017) for the years from 1995 to 2013 for 24 OECD countries, the result appears to be somewhat
sensitive to the way how wages are measured. Meager and Speckesser (2011), for example, assert,
based on data from 25 countries for 1995 to 2009, that wages follow productivity when they are
measured as total compensation. Similarly, Stansbury and Summers (2017) present evidence of
linkage between productivity and compensation in the U.S. over the years 1973 to 2016. There, a
one percentage point productivity growth has been associated with 0.7–1% points higher median
and average compensation growth.
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percentage of the total demand that can be satisfied with the available goods. Each
household receives the indicated percentage of the requested consumption goods.

After the shopping activity, rationed households may still have parts of their
consumption budget available. Those households have the opportunity to spend the
remaining budget for another good in a second shopping loop. In this case, the
shopping process is repeated as described above.

The production of the consumption goods firm follows a fixed time schedule with
fixed production and delivery dates. Even if the mall stock is completely sold out,
it can only be refilled at the fixed delivery date. Consequently, all the demand that
exceeds the expected value of the monthly sales plus the additional buffer cannot be
satisfied.

2.3 Parametrization and Validation

In order to determine the values and ranges of parameters to be used in the policy
experiments, we follow an approach that combines direct estimation of parameters
for which empirical observations are available with an indirect calibration approach.
This is done in order to establish confidence in the ability of the model to capture
economic mechanisms which are relevant for real-world economic dynamics. Stan-
dard constellations have been identified, where values of parameters are chosen to
reflect empirical evidence whenever possible and where a large set of stylized facts
can be reproduced. Furthermore, the fact that the development of the Eurace@Unibi
model follows as far as possible theManagement Science approach, briefly discussed
above, provides empirical grounding to individual decision rules, thereby addressing
the important point of empirical micro-foundations for modeled behavior.

The set ofmacroeconomic stylized facts that have been reproduced by the standard
constellations of the Eurace@Unibi model includes persistent growth, low positive
inflation, and a number of important business cycle properties: persistent fluctua-
tions of output; pro-cyclicalmovement of employment, consumption and investment,
where relative sizes of amplitudes qualitatively match those reported, e.g., in Stock
and Watson (1999), countercyclical movement of wages and firm mark-ups. On the
industry level, the model generates persistent heterogeneity in firm size, profit rates,
productivity, and prices in accordance with empirical observations reported, e.g.,
in Dosi et al. (1997). Also, labor market regularities, like the Beveridge curve, are
reproduced by the model with benchmark parameter constellations. The reader is
referred to Dawid et al. (2012) for a more detailed discussion of this issue. Tables
with the list of parameter values used in the simulations underlying this paper are
provided in the Appendix.
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3 Policy Analysis

3.1 Experimental Setup

Our simulation experiment addresses the long-term economic implications of a de-
centralization of the wage formation process. The starting point of our analysis is a
baseline scenario that describes an economy with a fully centralized wage setting.
Full centralizationmeans that there is a uniform union wage fromwhich firms cannot
deviate to pay wages that would take firm-specific characteristics into account. This
baseline scenario is contrasted with policy scenarios in which at a specific point in
time t = T D a de-centralization process is initiated that leads to more flexibility in
the wage setting, thereby facilitating firms to deviate from the centrally set wage.

The narrative of this experimental setup is that the economy is initially character-
ized by a centralized collective wage setting and then undergoes substantial changes
in the institutional setup of the labor market and/or a de-unionization of the labor
force that leads to less centralization in the wage formation process. The policy sce-
narios we analyze differ from each other in terms of the extent to which reductions
in the centralization are realized. In the context of our model, the reductions can be
achieved by decreasing the parameter λC

t governing the degree of centralization of
the wage bargaining process.

In our experiments, we distinguish three time phases. In the pre-policy phase
0 < t < T D , we assume that the wage formation is fully centralized with λC

0 = 1.0,
which corresponds to the situation observed in the baseline scenario. At period t =
T D , the de-centralization process starts through which λC

t declines from its initial
level λC

0 to a scenario-specific level λ̄C < 1.0. In order to capture that it takes some
time before the reforms are fully effective, we assume a policy phase in which λC

t
decreases gradually until it reaches the target level λ̄C .We assume that the adjustment
is on a yearly base with step size �λC . Thus, the policy phase covers the period from
t = T D to t = T̄ D , where

T̄ D = T D + 12 ·
⌈

λC
0 − λ̄C

�λC

⌉
. (10)

All following periods t > T̄ D constitute the post-policy phase. Put formally, the
evolution of λC

t can be described by

λC
t =

⎧
⎪⎪⎨

⎪⎪⎩

λC
0 t < T D,

λC
t−1 T D ≤ t < T̄ D and t mod 12 �= 0,

λC
t−1 − �λC T D ≤ t < T̄ D and t mod 12 = 0,

λ̄C t ≥ T̄ D.

(11)

Since we focus on a long-term perspective, we consider the effects of a de-
centralization of the wage formation emerging after a relatively long time horizon of
1000 months. Moreover, we apply the policy treatment after a pre-policy phase of
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Fig. 1 Time series of total output (a), and productivity (b) of the baseline scenario

1000 iterations (i.e., T D = 1000) in order to ensure that no transient effects distort
our policy analysis. Overall, we consider a time horizon of 2000 iterations where
the pre-policy phase is used as transient period and will not be considered in the
following analysis.7

Besides the baseline scenario in which the wage setting is kept fully centralized
over the full-time horizon, we explore 10 policy scenarios with different target levels
λ̄C . The analyzed values range from λ̄C = 0 corresponding to a scenario with full de-
centralization to λ̄C = 0.9 representing a high level of centralization, with a step size
of 0.1 in between. We run for each of the 11 scenarios 100 Monte Carlo simulations.

3.2 Results

3.2.1 The Baseline Scenario

We start the discussion of our results with a brief description of some key character-
istics of our baseline scenario where the wage setting is kept fully centralized over
the full-time horizon. Once the behavior of the baseline model is described, we will
go into the policy analysis applying the de-centralization policies to our model.

Figure 1 shows time series for aggregate output (panel a) and productivity
(panel b). The economy features an increase in total output driven by a constant
increase in productivity. The average annual growth rate is around 1.4% for total

7Further simulations disclosed that a too fast transition has negative effects. We observe that low
productivity firms exit the market which leads to very high transient unemployment and lower
growth.
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Fig. 2 Time series of unemployment rate (a), and Herfindahl index (b) for the baseline scenario

output and 1.44% for productivity. Figure 2 shows the time series for the unem-
ployment rate (panel a) and the Herfindahl index (panel b)—a measure for industry
concentration. Panel (a) indicates a stationary unemployment rate that fluctuates
around a level of 11%. The Herfindahl index stays in a corridor between 0.0155 and
0.017. Given that the model has been set up with 80 firms, the simulated values for
the Herfindahl index suggest a competitive industry with only a moderate tendency
toward market concentration.8 Altogether, the baseline scenario with a fully central-
izedwage formation describes an economywith a competitive industry characterized
by technology-driven economic growth and persistent unemployment.

3.2.2 The Long-Term Effects of a De-centralized Wage Setting

Let us first consider the effects of a less centralized wage setting on growth and
employment. In order to illustrate the simulation outcomes, we use boxplots where
each boxplot represents the distribution of a variable over the 100 batch runs for
the considered levels of de-centralization from 0% (baseline scenario) to 100% (full
de-centralization). Figure 3 shows boxplots for the average annual growth rate of
total output (left panel) and the unemployment rate. The growth rate is computed for
the entire time horizon, and the unemployment rate is the average over the last 20
months.9

8In fact, the smallest possible Herfindahl index in an industry with 80 is 0.0125, describing a
situation in which all 80 firms have the same market share.
9Note that for expositional convenience the scale used for the boxplots describes a variation from
(1 − λ̄C ) × 100.
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Fig. 3 Effect of a de-centralization on average output growth (a), and the unemployment rate at
the end of the simulations (b)

From Fig. 3a, one can see that a de-centralization of the wage setting results in a
negative growth effect. The size of the effect is declining in the degree of flexibility
meaning that a small to medium change in de-centralization causes stronger growth
reductions, whereas any further flexibility in the wage setting leads only to minor
additional losses in output growth. Panel (b) demonstrates that the lower growth is
not driven by negative employment effects. The reduction in the centralization of the
wage setting does not change the unemployment rate in the long run.

Figure 4 illustrates the effects of an increasing de-centralization on inequality,
where panel (a) depicts the effect on wage inequality, and panel (b) the effect on
income inequality. Since wage inequality considers only labor income of employed
households and, at the same time, we do not distinguish different types of workers,
the inequality of wages is zero when wages are collectively negotiated. In fact,
every worker receives the same labor income regardless of the characteristics of
the employer or the tenure of the job. With an increasing de-centralization of the
wage-setting process, however, firms have more scope to offer wages that reflect
specific properties of the firm such as the firm-specific productivity profile and the
perceived tightness the firm faces on the labor market. Consequently, the more de-
centralized thewage setting becomes, themore individualized are thewages resulting
in an increasing wage inequality. Qualitatively, there is a similar picture for income
inequality, which, besides wages, also includes unemployment benefits and capital
income. Income inequality, which is already present in case of fully centralized
wages, tends to increase with a higher de-centralization, however, only up to a degree
of de-centralization of 60%. After that income inequality slightly decreases as the
wage setting becomes more de-centralized.
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Fig. 4 Effect of a de-centralization on inequality of wages (a), and income (b) at the end of the
simulation (measured as percentage standard deviation)
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Fig. 5 Effect of a de-centralization on the Herfindahl index at the end of the simulation (a), and
the firm size dynamics measured by firms’ average change per period of ranks in the firm order
determined by output size (b)

Now, we turn to the implications of a de-centralized wage-setting process for
industry dynamics. Panel (a) of Fig. 5 shows how the industry concentration is
affected by a change in the wage centralization. One can see that the Herfindahl index
is the highest in the baseline scenario and decreases as the wage setting becomes less
concentrated. Thus, de-centralization is associatedwith less industry concentration in
the long run. Panel (b) of that figure depicts the average number of ranks a firmmoves
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Fig. 6 Effect of a de-centralization on the average size of firms’ capital stock (a), and the average
annual productivity growth in the economy (b)

up or down along the order by firm size in each period, which we use as an indicator
for the dynamics of market shares. The figure suggests that the firm order shows
the highest persistence in the baseline scenario and otherwise follows an inverse U-
shaped relation, i.e., the volatility of market shares is the highest at medium levels
of wage centralization. This result is robust to using an alternative measure for the
volatility of market shares, i.e., Spearman’s rank correlation coefficient calculated
for the distribution of firm sizes of consecutive periods.

In Fig. 6a, we show the average size of the capital stock of firms at the end of the
simulation. Apparently, the average capital stock of firms is the largest in the baseline
scenario in which we have observed the highest output growth. This gives a clear
indication that the higher long-term growth under a centralized wage setting emerges
through heavier overall investments by firms giving rise to larger capital stocks and
faster replacement of old vintages. As a result, there is a higher productivity growth
in the economy, evidenced in panel (b) where we plot the annual growth rate of the
productivity of firms’ capital stocks. This plot suggests that the negative effect of
a de-centralization on output growth is associated with a slower pace of technical
change, which in turn is the consequence of less capital investments of firms.

What stands behind these observations? First of all, it should be noted that firms
compete in two markets, the goods market and the labor market. On the goods
market, firms compete on prices to generate demand, where the cost structure of a
firm eventually determines whether it is profitable to set a higher or a lower price
compared to the competitors. On the labor market, firms bid for workers and the
main distinguishing feature between firms is the wage that they offer to potential
applicants.
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A fully centralized wage has two implications. First, the competition on the labor
market is turned off as firms can only offer the uniform union wage in the hiring
process. In fact, if there are no differences in the wage offer, then job seekers are
indifferent between any potential employer and choose the firm to apply randomly.
The second implication is that uniform wages give firms with a high productivity
a strong competitive advantage in the goods market. If wages are fully equal, the
unit labor costs of a firm are entirely determined by its productivity, which enables
high-tech firms to set prices more aggressively.

If, in contrast, the wage setting becomes more de-centralized, then wages become
increasingly correlated with the productivity level of firms. This, however, weakens
the cost advantage of high-techfirms as the higherwages counteract the cost-reducing
effects of a higher productivity. At the same time, more flexibility in the wage setting
strengthens the importance of base wage offers for the level of unit labor costs. As
described in Sect. 2.2.6, the base wage offer reflects the wage a firm is willing to pay
per expected unit of productivity and has, therefore, a positive impact on labor unit
costs. It is driven by the competition on the labor market and tends to be higher for
those firms that have historically faced more problems to fill open vacancies.

Hence, a change in the degree of wage centralization changes the relative impor-
tance of two channels driving the unit costs of firms. But how does a shift in the
cost mechanisms affect the cost and price advantage of high-tech firms? In order to
make a systematic comparison of high- and low-tech firms, we show in the follow-
ing boxplots for different variables the ratios between high- and low-tech firms. We
characterize a firm as high-tech firm if the productivity of its employed capital stock
is above the median productivity in the firm population. A ratio above 1.0 implies
that the considered variable is on average higher for high-tech firms than for low-tech
firms. Figure 7a depicts the price ratio between the two types of firms.One can see that
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labor costs (b)
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high-tech firms set their prices more aggressively in comparison to low-tech firms.
The price gap is the largest under a fully centralized wage regime. A qualitatively
similar picture can be observed for the relative unit labor costs (panel b). The cost
advantage of high-tech firms is also decreasing in the degree of de-centralization.
Apparently, high-tech firms forfeit parts of their competitive advantage when the
wage setting is shifted from full centralization to more flexible wage regimes.

In Fig. 8a, b, we show the main determinants of the unit labor costs. Panel (a)
plots the effect of a de-centralization on the relative productivity, where we consider
the effective productivity defined as the minimum of the productivity of a firm’s
capital stock and the mean-specific skills of workers of that firm. Again, the most
pronounced differences between the two types of firms can be found under full
centralization, where already a small flexibilization of the wage setting leads to sub-
stantial reductions in the productivity gap. In panel (b), we demonstrate the relative
base wage offers.10 Here, one can see that as long as the wages are sufficiently cen-
tralized, high-tech firms have on average larger base wage offers than low-tech firms.
This can be explained by the productivity-driven cost advantage translating intomore
labor market activities of those firms which drive up their base wage offers over time.
With an increasing de-centralization, however, wages become more heterogeneous
among firms introducing the positive correlation between productivity and wages.
In this situation, low-tech firms face an inherent disadvantage on the labor market
and have to set higher base wage offers in order to still be able to successfully bid
for workers. As a result, for higher levels of de-centralization, we observe that the
base wage offers are higher for low-tech firms, which in turn contributes to larger
unit labor costs in these scenarios.

Overall, one can conclude that in case of a more centralized wage formation the
cost and price advantages of high-tech firms are directly driven by their productivity
advantage, whereas for amore de-centralizedwage setting the competitive advantage
of high-tech firms arises through the competition on the labor market in which high-
tech firms can offer relatively high wages without substantially impairing their unit
costs.

Finally, in Fig. 8c, d, we demonstrate the relative size of the capital stock of high-
and low-tech firms as well as their relative outputs. Again, in both figures, the largest
difference between high- and low-tech firms can be observed in case of full wage
centralization. A notable observation is, however, that under full wage centralization
output and capital of high-tech firms are about 50% higher than output and capital of
low-tech firms, whereas the productivity of high-tech firms exceeds one of the low-
tech firms only by around 8%. This clearly indicates that the higher aggregate growth
and the higher market concentration under wage centralization is driven by a relative
growth of high-tech firms induced by their productivity-driven cost advantage. This
cost advantage enables them to set prices more aggressively compared to their low-
tech competitors, which in turn leads to more capital investments and larger output

10Note that the base wage offer is not depicted for the baseline scenario as this variable is not
determined under full wage centralization.
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Fig. 8 Effect of a de-centralization on the ratio between high- and low-tech firms for effective
productivity (a), base wage offers (b), size of capital stocks (c), and output (d)

growth of these firms in the long run. If wages are determined in a de-centralized
manner, then high-tech firms have still a cost advantage but it is weaker than the
one under full wage centralization. As a result, there is less relative output growth
of high-tech firms such that more of the productive resources of the economy are
employed by low-tech firms which eventually gives rise to lower long-term growth
of aggregate output.
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4 Conclusions

There has been a secular decline in the unionization of labor markets and coverage of
workers with collective agreements. Moreover, collective agreements have become
more flexible in the sense that opening clauses allow firms to deviate from regional or
sectoral agreements to a larger extent than previously. It has been argued that while
these changes in the wage-setting process of economies have been contributing to
larger wage inequality, it should also have increased firms’ competitiveness fostering
economic growth.

In our contribution, we scrutinize this narrative. To this end, we analyze the
effect of centralized versus de-centralized wage-setting arrangements in a closed
agent-based macroeconomic model. In contrast to previous analyses, we incorporate
not only the effect that de-centralized wage setting has on firms’ competitiveness
on the labor market, but also look into the effect it has on firms’ competitiveness in
the product market. We show that more wage flexibility indeed increases wage and
income inequality. It has, however, a negative effect on output growth. De-centralized
wages curb the cost advantage that high-tech firms have. Under centralized wages,
high-tech firms can charge lower prices than their competitors which enables them
to capture a larger market share spurring investments in their capital stock. The large
andmore up-to-date capital stocks of thewell-performing high-tech firms in amarket
with centralized wages lead to higher growth rates than one gets in a market with
de-centralized wages in which capital investments are spread among more firms but
are overall lower.

We are aware that our analysis rests on a range of modeling assumptions and
calibration choices that we had to make. Nevertheless, it suggests that one should
be careful with overhasty policy conclusions on the benefits of de-unionized labor
markets. More de-centralized wage-setting systems do appear to increase income
inequality but they may not necessarily increase growth.

Appendix

Table 1 gives an overview of the most important model parameters. Table 2 shows
the setup of the model with respect to different agent types.
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Table 1 Values of selected parameters

Parameter Description Value

u Wage replacement rate 0.55

� Target wealth/income ratio 16.67

κ Adjustment wealth/income ratio 0.01

δ Capital depreciation rate 0.01

χ Service level for the expected demand 0.8

γ C Intensity of consumer choice 16.0

ρ Discount rate 0.02

S Firm time horizon in months 24

�qinv Technological progress 0.05

λ Bargaining power of the capital goods producer 0.5

γ v Logit parameter for vintage choice 30.0

ϕ Wage update 0.005

v Number of unfilled vacancies triggering wage update 2

ψ Reservation wage update 0.1

αD Number applications per day 1

αT Total number applications per month 6

χ S Specific skills adaptation speed for low skilled workers 0.03703

τ I Income tax rate 0.065

Table 2 Number of agents

Agent type Number

Households 1600

Consumption goods firms 80

Capital good firm 1

Banks 2

Government 1

Central bank 1
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Oracle and Interactive Computations,
Post-turing Thesis and Man–Machine
Interactions

K. Vela Velupillai

Abstract This paper discusses the complexity and computability of the ‘Deis-
senberg Problem’ of finding the ‘best’ point in the efficient set. It is shown that
the problem is computably undecidable and that the efficient set of the problem is
algorithmically complex.

Precisely because he is fully aware of a new content, for him content is everything and form
nothing, … The basis of life, and therefore of knowledge, is nosce te ipsum ….

Francesco de Sanctis (on Machiavelli)1

1In 1983 I borrowed a book by a then well-known author from Christoph Deissenberg; unfortu-
nately—or, with hindsight, fortunately—it was taken, without my knowledge, by a ‘then’ friend,
from my home library; it was never returned. At some point in 1984, Christophe, in his usual diffi-
dent, civilized, way, gently reminded me of having borrowed a book from him. It was then that I had
the courage to tell him what had happened—but I offered to buy a new copy of it. He—again, with
the utmost politeness—declined the offer, saying that it was a copy presented by the author! I have,
since then, familiarized myself with the contents of that book and I prepared a first draft of this
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1 Introduction

More than forty-years ago, Deissenberg broached issues in man–machine interac-
tion in computation, the difference between efficient sets and feasible sets, their
complicated, i.e. complex—structure, multi-agent criteria, reflecting the fact that the
information content of the two different sets, from personal perspectives, are distinct,
that the seeking of a unique solution was akin to the search for axioms via an inter-
action between a person trying to elicit preferences from agents and their decision
mechanisms, all these in terms of a computing—i.e., an iterative—process:

Nevertheless, evenwhen the computation of the efficient set is possible, the decision-maker is
left with the problem of determining the ‘best’ point in the efficient set. Since the efficient set
is, as a rule, a complicated, n-dimensional structure, this reduced problem is not significantly
simpler than the original problem of finding the best point in the feasible set.

Deissenberg 1977, p. 2; italics added).2

Both, at the time it was written, and today, the issues Deissenberg raises remain
important and current, in the literature on modelling economies.

First of all, Ragnar Frisch, in both of his lectures on receiving the first (shared
with Jan Tinbergen, in 1969) Riksbankens Prize in Memory of Alfred Nobel—for
simplicity I shall refer to it as the Noble Prize in Economics, in the sequel—(Frisch
1970, 1972) and Johansen (1974), tried to model man–machine interaction in a
process of questions and answers by an econometrician trying to elicit the preferences
of a politician, in a model where there was a clear difference between a solution in
the efficient set, and a feasible one, where—clearly—the former is a subset of the
latter.3

Secondly, Deissenberg’s prescient observations about the ‘complicated, n-
dimensional structure’ of the efficient set, due to the nature of the information under-
pinning this set (and also the feasible set, fromwhich one begins the iteration towards
a tentative solution in an optimal model) shows, even at this relatively early stage
of his professional career,4 he emphasized issues that remained of interest to him
for over forty of the next years. I summarize these issues as interests in algorithmic

2To the best of my knowledge, this paper is not listed in Deissenberg’s 2017 CV, which was kindly
provided by one of the editors; but that does not make it any the less important.
3The idea, and its implementation, by Frisch, in a quantitative model of the Indian economy, goes
back, at least, to the early 1950s (see, Goodwin 1992, pp. 22–24). The section in Frisch’s Nobel Prize
Lecture, refer to The preference function, p. 23, ff ., in Frisch (1970); the whole of Frisch (1972) is
on the construction of an iterative mechanism to elicit, by way of structured questions—subject to
modification in the light of experiences—by an econometrician (as defined ‘classically’ by Frisch),
to elicit answers by politicians, to determine their preference functions. Deissenberg’s eminently
realistic assumption of ‘partially conflicting goals’ (op.cit, p. 1) by a multiplicity of agents reflects
Frisch’s considerations of eliciting and revising politicians’ preference functions, iteratively, till
‘some sort of consistency’ is achieved.
4Hewas just over 30 years of age, when the first draft of Deissenberg (1977)was originally prepared.
The substance of that paper of the mid-1970s has retained its freshness, relevance and topicality for
the ensuing four decades, and some.
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information and complexity theories—in addition to dynamic and computational
complexity theories (for example, in Barnett et al. 2004 and Deissenberg and Iori
2006).

Thirdly, he has always been interested in (efficient) computational processes.
All the models he has constructed, whether it be strictly economic, environmental,
regional or historical (example, Deissenberg and Nyssen 1998), have emphasized
the role, and need for, computation of the solution. However, it is easy to show
that computational processes, requiring algorithms for implementing them, are not
necessarily efficient5 in the sense in which economists understand them (see the
example of pp. 5–7, in Machtey and Young 1978).

Fourthly, he has almost always set up his models in a multi-agent dynamic setting
of a variety of optimal control frameworks, to obviate explicit use of analytically
difficult differential game assumptions.

Finally, it must be remembered that the classic Arrow andDebreu (1954)model of
general economic equilibrium in amulti-agent,multicommodity, exchange economy,
is not about uniqueness of the existence of equilibria in an efficient set, starting from
a feasible set for this economy. Moreover, Arrow states:

There is another benefit of the existence theorem that I should mention. It turns out that the
existence theorem implies an algorithm for solving general equilibrium. This is the line that
Herb Scarf6 first took up.

Arrow (1987), p. 198; italics added

From the above five observations, I distill the core analytical aims of Deissenberg
(1977)7as an attempt to resolve the difference between feasible and efficient sets, by
means of man–machine interactions solving the ‘multiple-goal problem’, in an itera-
tive computational model. The ‘best point’—i.e., the optimal point—in the efficient
set, which is also an element in the feasible set, because the former is subset of the
latter. With these interpretations in mind, I shall outline, in the next section, the kind
of computability structure that can solve what I call the Deissenberg problem. The
third section is a formalization of theDeissenberg problem, in terms of the analytical
‘ingredients’ in Deissenberg (op.cit). The concluding final section, briefly, points
out that the approximation of the iterative method can stop the computation without
ever knowing whether or not it is close—in terms of whatever metric one chooses

5In the sense of efficient being from a well-defined maximum set. In a choice situation, it is as
feasible to choose efficiently as to assume some form of Zorn’s Lemma (or an unrestricted Axiom
of Choice).
6The model in Arrow-Debreu (op.cit) is over the real numbers; by the way, for many reasons,
Scarf’s algorithm is not constructive—but it is possible to construct an algorithm over the reals
so that Arrow’s assertion is justified. The computations and optimisations in all of Deissenberg’s
models, to the best of my knowledge, are over the real numbers, to which the same comment applies
(cf . Feferman 2013, Chap. 3 and Fenstad 1980).
7This is the ‘suggested’ bibliographic entry—but the paper itself appeared as a chapter in volume
2 of Concepts and Tools of Computer-Assisted Analysis, Birkhauser Verlag 1977, Basel, edited
by H. Bossel. Eden’s extensive review of the chapter version in the book, which is ‘literally’ the
same as above.
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to use—to a ‘true’ optimum8; in fact, implicitly, the so-called ‘best point’ may not
exist in the considered feasible set. In this sense, the next step would be to analyse,
in terms of degrees of unsolvability, the Deissenberg solution.

I would like to end this section with an entirely apposite remark, in what can
only be called a competent review article, Colin Eden (1978, p. 3539 ‘An unfortu-
nate aspect of Deissenberg’s presentation, as a part of the complete three-volume
text, is that it should be related to the theories which underpin Bossel’s descrip-
tion of orientors, values, and norms as a hierarchical system-it would be helpful to
see Deissenberg’s comments on the multiple-goal problem set outside of the tradi-
tional objectivated problem and in the context of complex policy analysis’.), has the
following observation on Deissenberg (op.cit; italics added):

The third paper, in volume two,which I found stimulating is byChristopher [sic!]Deissenberg
and presents “some interactive man-machine approaches which can be effectively applied in
actual multiple-goal decision situations to help the decision-maker make his choice”.

Although Eden does not use effectively in the same sense in which it is used in
computability theory, the difference is immaterial; moreover, ‘the decision-maker’
may be helped, by the ‘interactive man–machine approaches’ to make a choice, but
it does not mean that the choice results in ‘the “best” point in the efficient set’ being
chosen!

2 A Brief Note on Oracle Computations, Turing
Reducibilities, Post-turing Thesis and Interactive—Trial
and Error—Computation

These brief notes are a result of the inspiration due to the two classics by Turing
(1936–37, 1939) and one (in this context) by Post (1944) and the ‘modern’ classics
of Davis (1958), Soare (2013, 2016) and Putnam (1965).

• OnOracle and InteractiveComputations (RelativeComputability, cf . Davis 1958,
p. 20):
Turing (1939), Sect. 4, p. 172 (italics added):

Let us suppose that we are supplied with some unspecified means of solving number-
theoretic problems; a kind of oracle as it were.

This is, generally, referred to as an o-machine, adjoined to a ‘normal’ Turing
machine—referred to as an a-machine; this latter is an entirely ‘internal’ machine,
with no interaction with an outside source, such as, for example, the Internet’s World
Wide Web and other external sources of data storage, etc. Thus, we can consider a

8This is the case in Scarf’s algorithmic method of finding an approximation to a general economic
equilibrium of Arrow-Debreu type (cf., Scarf 1973, p. 52).
9Eden does go on, on the next page of his enlightening review article (p. 353; italics added):
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generalized Turing machine as consisting of two tapes, or a coupled, a- & o-machine,
which, from time-to-time, consults an oracle via one of the tapes on which the values
of a characteristic function of a given set is written. Soare (2016, p. 52–3, Definition
3.2.1) explicates these ideas as follows (italics in the original):

… An oracle Turing machine (o-machine) is a Turing machine with the usual work tape
and an extra ‘read only’ tape, called the oracle tape, upon which is written the characteristic
function of some set A, called the oracle, whose symbols {0, 1} cannot be printed over, and
are preceded by B’s. Two reading heads move along these two tapes simultaneously.10

• Turing Reducibility, Post (1944, especially p. 289 and p. 312):

Reducibility of a set B to a set A is called (by Post, ibid) Turing Reducibility and
is written as (Soare 2013, p. 231):

B ≤T A

Post defines reducibility in terms of problem reducibility in Post (1944, p. 289)
(italics added):

Related to the question of solvability or unsolvability of problems is that of the reducibility
or non-reducibiltiy of one problem to another.

Remark I The reducibility here is (implicitly) defined as the algorithmic11 solution
of a problem presented in terms of (a generalized, i.e. an Oracle) Turing Machine.
Thus, in the quote from Deissenberg (1977) with which this paper began, he states:
reduced problem; this means, of course, in the context of this paper, that the Deis-
senberg Problem and the Deissenberg Solution are sought with respect to Turing
Reducibilities.

Kleene (1943, p. 60) began the practice of equating the intuitive notion of effective
calculability, with the formally exact mathematical concept of (general) recursive
function as the statement of a Thesis. By using theword ‘thesis’, instead of ‘theorem’,
he meant that it was not amenable to (mathematical or mathematical logical) proof .
It was later (in Kleene 1952, p. 300) called Church’s Thesis, transmogrified into the
Church-Turing Thesis (as referred to by all and sundry in recursion or computability
theory), and even Turing’s Thesis.12

ThePost-Turing Thesis relates the computable notion of effectivitywith reducibil-
ities and, hence, Turing Reducibilities, for given sets (say B and A13), in terms of the
computable activities of a Turing Oracle Machine:

10The two readingheads neednotmove simultaneously; they canmove, such that one is a computable
function of the other.
11Algorithms can be more general than computable functions (See Gurevich 2012).
12Except Gandy (1980), and a few others, who referred to Turing’s version of it as the Turing
Theorem (actually as Theorem T, on p. 124, Gandy, ibid).
13As will be made clear in the next section, these are identified, in the Deissenberg Problem, with
the feasible and efficient sets, respectively.
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• The Post-Turing Thesis (Soare 2013, p. 227):

One set B is effectively reducible to another set A iff B is Turing reducible to A by a
Turing oracle machine (B ≤T A).

Finally, Putnam’s classic approach to ‘trial and error predicates’ in the sequence of
solutions to a problem, it is claimed in this paper, is exactly the same—formally—as
the iterative procedure used in searching for the rule of termination such that the ‘best
point’ in the efficient set is the final outcome. Putnam allows the iterative procedure
used by the decision-maker—or the model builder—tomakemistakes to the answers
posed to her or him; in the one case, the stopping rule is determinate—whereas in
the second case it is not determinate. In Putnam’s own words (1965, p. 49):

But what happens if we modify the notion of a decision procedure by (1) allowing the
procedure to ‘change its mind’ any finite number of times (in terms of Turing Machines:
we visualize the machine as being given an integer (or an n-tuple of integers) as input. The
machine then “prints out” a finite sequence of “yesses” and “nos”. The last “yes” or “no” is
always to be the correct answer; and (2) we give

up the requirement that it be possible to tell (effectively) if the computation has terminated?
I.e., if the machine has most recently printed “yes” then we know that the integer put in as
input must be in the set unless the machine is going to change its mind; but we have no
procedure for telling whether the machine will change its mind or not.

Remark II Putnam’s Turing Machine is what we have called, in this paper, the a-
machine, which does not interact with the ‘environment’ or with any other aspect of
the ‘external world’—for example, with the political or economic decision-maker.
We shall assume that it is the Turing Oracle Machine—the o-machine—which can
‘change its mind any finite number of times.’ Thus, the Putnam observation, that
‘we have no procedure for telling whether the machine will change its mind or not’
becomes syntactically meaningful.14

Remark III Wewill, in this paper, work with the second of the above alternatives—
in particular, the idea that ‘we have no procedure for telling whether the machine
will change its mind or not’ will turn out to be crucial in the proof of theorem 1, in
the next section.15

3 Unsolvability of the Deissenberg Problem

The main result of this section, stated as a Theorem, is that theDeissenberg Problem
is (recursively) undecidable by an o-machine. To apply the assumptions and results
of the previous section, it is sufficient to identify:

14I am particularly indebted to item 3, in the anonymous referee’s comments, for helping me clarify
this point.
15For simplicity, and in the interests of conciseness, we shall assume a reader is familiar with the
framework and assumptions of Putnam (op.cit).
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(a) The feasible and efficient sets with A and B, respectively;
(b) Computation is done by means of a Turing o-machine, interacting with an

external environment (the decision-maker);
(c) The computation is assumed to be done, by the Turing o-machine, over the set

of integers16;
(d) The iterative steps of the computation are in accord with Remark III;
(e) It is assumed that effectivity is understood in terms of the Post-Turing Thesis

for the Turing o-machine.

These equivalences are sufficient to state, and prove, the following theorem and
corollary.

Theorem 1 The Deissenberg Problem is computably—i.e., recursively—undecid-
able.

Proof Turing o-machines, similar to the Halting Problem for Turing a-machines, due
to working under the 2nd of Putnam’s two assumptions, cannot effectively decide
whether terminating a computation is achievable.

Corollary 1 The efficient set of theDeissenberg problem is algorithmically complex.

Remark IV In the ‘original’ statement of the Deissenberg Problem, it is observed
that ‘the efficient set is, as a rule, a complicated, n-dimensional structure; this
‘complicated structure’ of the efficient set is captured, in the above corollary, as
the algorithmic—or Kolmogorov—complexity of it.

Proof of Corollary 1 A simple application of the incompressibility theorem (cf. Li
and Vitanyi 1993, p. 96) in conjunction with the result—Proof of Theorem 1.

Remark V Obviously, the efficient set—in view of its algorithmic complexity—is
recursively unsolvable (or uncomputable).

Remark VI I conjecture that the properties of the feasible set, viewed from algo-
rithmic information theory, is susceptible to the same kind of results, as for the
efficient set.

16The questions by the model-builder and the answers by, say, the agent—who may be a political or
economic decision-maker, are, at best, rational numbers, which can be coded (for example byGödel
numbering) in terms of positive integers. The rational numbers are, in any case, enumerable (cf.,
for example, Hardy 1908 [1960], p. 1, Example 4). However, as pointed out in footnote 4, above,
it is not too difficult to do the same exercise for real number domain and range, as is the case in
the case of Deissenberg (1977)—and, in fact, all of the computational examples in the Deissenberg
Oeuvre.
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4 Brief Concluding Notes

Soare (2013, p. 246; first set of italic, added) notes that:

The field of computability theory deals mostly with incomputable, not computable objects.

It is in this spirit that I have, in this paper, reformulated theDeissenberg Problem
in computability terms to obtain incomputable and undecidable results. But Soare
is careful in his characterization; he qualifies it by adding ‘mostly’! Of course, this
means that the general results can be particularized to obtain computable and decid-
able results. The classic example is the negative solution toHilbert’s TenthProblem—
which does not, necessarily, mean that special-purposeDiophantine Relations cannot
be solved algorithmically.

The challenge remains, however, to formulate computable and decidable ques-
tions, within a mathematical framework where positive answers to questions like
the ones Christophe Deissenberg asked—for example, how does one find the ‘best
point’ (read ‘optimal point’) in an efficient set, when an Oracle Turing Machine is
implemented for computation.

Herbert Simon, my starting point,17 always worked with decidable sets,18 where
the completeness theorem (of logic) was applicable. That was why he was able to
harvest a rich variety of results in behavioural economics.

Perhaps there is a lesson in this—especially for ordinary mortals like me.
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