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Abstract. We introduce a new rough-set-inspired binary feature selec-
tion framework, whereby it is preferred to choose attributes which let
us distinguish between objects (cases, rows, examples) having different
decision values according to the following mechanism: for objects u1 and
u2 with decision values dec(u1) = 0 and dec(u2) = 1, it is preferred to
select attributes a such that a(u1) = 0 and a(u2) = 1, with the secondary
option – if the first one is impossible – to select a such that a(u1) = 1
and a(u2) = 0. We discuss the background for this approach, originally
inspired by the needs of the genetic data analysis. We show how to derive
the sets of such attributes – called positive-correlation-promoting reducts
(PCP reducts in short) – using standard calculations over appropriately
modified rough-set-based discernibility matrices. The proposed frame-
work is implemented within the RoughSets R package which is widely
used for the data exploration and knowledge discovery purposes.

Keywords: Rough sets · Feature selection · Discernibility · Rule
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1 Introduction

Rough set approaches are successfully utilized in the areas of machine learning
and knowledge discovery, particularly for feature selection and classifiers sim-
plification, as well as for deriving easily interpretable decision models from the
data [1,9]. There are a number of generalizations and hybridizations of rough set
methods available in the form of software toolkits, including dominance-based
rough set algorithms [3], fuzzy-rough set algorithms [10], and others. There is
plenty of research connecting rough sets with other knowledge representation
methodologies such as e.g. formal concept analysis [4], as well as application-
oriented studies such as e.g. extensions of standard rough set techniques aimed
at handling high-dimensional data sets [7]. Finally, it is worth noting that rough
set approaches can be combined in a natural way with various symbolic machine
learning methods, in particular those designed for rule induction [5,12].
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Fig. 1. Example of a binary decision table with 10 objects, 10 attributes V 1, ..., V 10,
as well as decision dec, displayed using the RoughSets R package [10].

In this study, we are interested in inducing rules which follow a specific
pattern of selecting conditions pointing at particular decisions. Using an example
of decision table in Fig. 1, we seek for rules describing the case dec = 1 with
conditions V i = 1 (e.g. V 2 = 1∧V 6 = 1 ⇒ dec = 1 supported by rows 8 and 10)
and dec = 0 with conditions V i = 0 (e.g. V 8 = 0∧V 9 = 0 ⇒ dec = 0 supported
by row 2). Only if there is no other choice, we would allow additional descriptors
of the form V i = 0 for dec = 1 and V i = 1 for dec = 0 (e.g. it is impossible to
construct a rule covering row 7 without using conditions V i = 0).

We propose a new approach to feature selection, aimed at finding attributes
which are suitable for constructing such rules. In order to do this, we modify
the rough-set-based notion of a reduct [9]. For the binary data, our positive-
correlation-promoting (PCP) reducts will prefer to contain attributes V i such
that – for objects u1 and u2 with decisions dec(u1) = 0 and dec(u2) = 1 –
there is V i(u1) = 0 and V i(u2) = 1, or else – but only if the former option
does not hold for any attribute – there is V i(u1) = 1 and V i(u2) = 0. (On the
contrary, both those options of discernibility – i.e. V i(u1) = 0, V i(u2) = 1 versus
V i(u1) = 1, V i(u2) = 0 – have the same importance for standard reducts.)

Going further, in Sect. 2 we recall the RoughSets R package [10], whereby we
implement our new approach. In Sect. 3 we present the background for PCP
reducts. In Sect. 4 we show that they are derivable using a modification of
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Fig. 2. Example continued: [Top] An excerpt from the standard discernibility matrix
computed for decision table in Fig. 1 using the RoughSets R package; [Bottom] Full
standard discernibility matrix for the considered decision table.

rough-set-based discernibility matrices. In Sect. 5 we discuss future relevant
extensions of the package. In Sect. 6 we conclude the paper.

2 About the RoughSets R Package

The RoughSets package is available in CRAN (http://cran.r-project.org/web/
packages/RoughSets/index.html). Its newest version can be found also in GitHub
(https://github.com/janusza/RoughSets). It provides implementations of classi-
cal rough-set-based methods and their fuzzy-related extensions for data modeling
and analysis. In particular, it includes tools for feature selection and attribute
reduction, as well as rule induction and rule-based classification.

Figures 2 and 3 illustrate two out of the most fundamental functionalities of
the package – calculation of a discernibility matrix from the input decision table,
and calculation of all decision reducts from the input discernibility matrix. Let
us recall that decision tables stand for standard representation of the labeled
tabular data in the rough set framework. Discernibility matrices assign the pairs
of objects (rows) having different decision values with attributes which are able
to distinguish between them. Decision reducts are irreducible attribute subsets
which distinguish between all such pairs (for decision table in Fig. 1, one needs to
distinguish rows 1, 2, 3, 4, 5 from 6, 7, 8, 9, 10), i.e., those which have non-empty
intersection with every cell of the corresponding matrix.

http://cran.r-project.org/web/packages/RoughSets/index.html
http://cran.r-project.org/web/packages/RoughSets/index.html
https://github.com/janusza/RoughSets
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Fig. 3. Example continued: Standard reducts for decision table displayed in Fig. 1,
calculated using the all-reducts function in the RoughSets R package.

The considered package contains also other, more modern methods of decision
reduct calculation. Some of them work on far more efficient data structures than
discernibility matrices. Some of them search heuristically for single reducts or
small groups of reducts instead of all of them. Nevertheless, referring to functions
in Figs. 2 and 3 is a good starting point for further investigations.

3 Inspiration for PCP Reducts

The idea of operating with rules exemplified in Sect. 1 comes from our earlier
studies on the data produced in the cancer genome atlas project (https://en.
wiki\discretionary-pedia.org/wiki/The_Cancer_Genome_Atlas) [11] and other
gene-related data sets [7]. Let us consider the copy number variation pipeline
(https://en.wikipedia.org/wiki/Copy-number_variation) [6] which uses the
Affymetrix SNP 6.0 array data [2] to identify the repeating genomic regions
and to infer the copy number of those repeats. Imagine that attributes in Fig. 1
represent some of the protein coding genes and rows represent patient samples.
For each patient, a gene can be characterized by 0 (no change) or 1 (change in
the copy number for that gene). Assume that dec takes value 1 for patients with
short survival time. Then, we would like to describe decision class dec = 1 by
genes for which a change in the copy number was registered i.e. using conditions
V i = 1.

https://en.wikidiscretionary {-}{}{}pedia.org/wiki/The_Cancer_Genome_Atlas
https://en.wikidiscretionary {-}{}{}pedia.org/wiki/The_Cancer_Genome_Atlas
https://en.wikipedia.org/wiki/Copy-number_variation
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Fig. 4. Example continued: [Top] An excerpt from the PCP discernibility matrix com-
puted for decision table in Fig. 1 using the new functionality of the RoughSets R pack-
age; [Bottom] Full PCP discernibility matrix for the considered table.

If we were interested only in such rules, then they could be modeled using
formal concept analysis [4]. However, we also need rules describing dec = 0 by
V i = 0. In such a case, one might suggest that it is worth using the dominance-
based rough set framework [3]. However, it is not so strict that we should use
only conditions V i = 1 for dec = 1 and V i = 0 for dec = 0. Such conditions
are preferred and should be promoted by the rule generation process. However,
if it is impossible to form rules using only such conditions, then the other ones
(V i = 0 for dec = 1 and V i = 1 for dec = 0) are allowed too.

4 Discernibility Characteristics of PCP Reducts

Discussion in the previous section leads us toward the following:

Definition 1. Let a binary decision table A = (U,A∪ {d}) be given. (In Fig. 1:
U = {u1, ..., u10}, A = {V 1, ..., V 10}, d = dec.) Consider object u ∈ U and
subset B ⊆ A. We say that rule

∧
a∈B a = a(u) ⇒ d = d(u) is a positive-

correlation-promoting (PCP) rule, if and only if it holds irreducibly in A and
there is ∀a∈B a(u) = d(u) or else, one cannot replace conditions a = a(u) such
that a(u) �= d(u) with any conditions b = b(u), b(u) = d(u), b /∈ B.

Definition 2. Subset B ⊆ A is a positive-correlation-promoting (PCP) reduct,
if and only if each u ∈ U can be covered by a PCP rule

∧
a∈Bu a = a(u) ⇒ d =

d(u), Bu ⊆ B, and there is no proper B′
� B with this property.
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Fig. 5. Example continued: The all-reducts function in the RoughSets R package, now
executed on the PCP discernibility matrix for decision table in Fig. 1.

The following characteristics can be shown in straightforward way:

Proposition 1. For binary A = (U,A ∪ {d}), for every u1, u2 ∈ U such that
d(u1) �= d(u2), define M+(u1, u2) = {a ∈ A : a(u1) = d(u1) ∧ a(u2) = d(u2)}
and M−(u1, u2) = {a ∈ A : a(u1) �= d(u1) ∧ a(u2) �= d(u2)}. Consider the PCP
discernibility matrix which labels the pairs of objects as follows:

M(u1, u2) =
{
M+(u1, u2) if M+(u1, u2) �= ∅
M−(u1, u2) otherwise (1)

Then, a given B ⊆ A is a PCP reduct, if and only if it is an irreducible subset
such that B ∩ M(u1, u2) �= ∅ for every u1, u2 ∈ U , d(u1) �= d(u2).

5 Heuristic Search of PCP Reducts and Rules

Definition 2 reflects the requirements of the feature selection process if the ulti-
mate goal is to induce the rules of the form discussed in previous sections and
considered earlier in [11]. Moreover, Proposition 1 provides us with an easy way
to derive PCP reducts. Namely, it is enough to modify classical discernibility
matrices and then apply the same techniques as those outlined in [8].
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Fig. 6. Decision rules derived using the LEM2 [5] algorithm’s version available in the
RoughSets R package [10]. The rules are derived for two examples of standard reducts
and one example of a PCP reduct (the last one). This means that only attributes con-
tained in the given reduct are considered as input to LEM2. Although PCP reducts are
designed to promote attributes which let us construct rules including more descriptors
of the form V i = 1 pointing at decision dec = 1, as well as more descriptors of the form
V i = 0 pointing at dec = 0, this information is lost during the phase of rule shorten-
ing. This is because – in its current implementation – this phase does not distinguish
between positively (M+) and negatively (M−) correlated discernibility cases.



220 J. Henzel et al.

This fact allowed us to extend the RoughSets package [10], as visible in
Figs. 4 and 5. When comparing the PCP matrix (Fig. 4) with its classical coun-
terpart (Fig. 2), one can see that the attribute sets are now smaller. (The only
unchanged cells are M(u3, u6) and M(u5, u7) – this is because M+ = ∅ in both
cases.) Consequently, PCP reducts are bigger than standard ones. In particu-
lar, PCP reducts can include both attributes V 1 and V 2 which are mutually
interchangeable [7], so they would never co-occur in a standard reduct.

Still, there is a lot left to be done in the area of heuristic extraction of PCP
reducts. One might expect that the corresponding algorithms should seek for
PCP reducts which yield rules with maximum number of descriptors V i = 1
for dec = 1 (and V i = 0 for dec = 0). Unfortunately, classical methods cannot
distinguish between the cases M+ �= ∅ and M+ = ∅ in equation (1), so their
heuristic optimization functions do not work properly. The same happens with
standard rule induction methods [5,10] as further outlined in Fig. 6.

6 Further Research Directions

The newly introduced PCP reducts require further study in many aspects.
Besides the aforementioned need of better heuristic search methods, we shall
design algorithms working on more efficient data structures than PCP matrices.
Herein, we will attempt to adapt some of modern data structures which are used
to derive classical reducts and rules in rough-set-based toolkits [3,5].

Another future direction may refer to PCP reducts for non-binary data sets.
In this paper, the nature of promoting positive correlations was expressed in
terms of selecting these attributes which share – if possible – the same value
differences as observed for the decision column. An analogous idea could be
considered e.g. for numerical data sets, whereby one may think about appropriate
modifications of fuzzy-rough discernibility characteristics [4,10].
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