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Preface

This book deals with role of the human factors in cybersecurity. It is in fact the
human element what makes the cyberspace the complex and adaptive system it is.

According to international cybersecurity reports, people are both an essential
part of the cybersecurity problem and of its solution. Understanding how people
behave in the digital environment and the role of human error in successful security
attacks is therefore fundamental for developing an effective approach to
cybersecurity.

Cyberintrusions and attacks have increased dramatically over the last decade,
exposing sensitive personal and business information, disrupting critical operations,
and imposing high costs on the economy.

This book gathers studies on the social, economic, and behavioral aspects of the
cyberspace and reports on technical and analytical tools for increasing cybersecu-
rity. It describes new education and training methods for management and
employees aimed at raising cybersecurity awareness. It discusses key psycholog-
ical and organizational factors influencing cybersecurity.

Gathering the proceedings of the AHFE Conference on Human Factors in
Cybersecurity, held virtually on July 16–20, 2020, this book offers a comprehensive
perspective on ways to manage cybersecurity risks for a range of different orga-
nizations and individuals, presenting inclusive, multidisciplinary and integrated
approaches combining the technical and behavioral elements.

Contributions have been organized into four sections:

Section 1 Cognitive Factors, Personality and Decisions Making
Section 2 Cybersecurity Tools and Analytics
Section 3 Awareness, Training and Education
Section 4 Social, Economic and Behavioral Aspects of Cybersecurity
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Creative Manual Code Obfuscation
as a Countermeasure Against Software Reverse

Engineering

Salsabil Hamadache1,2(B) and Malte Elson1,2

1 Psychology of Human Technology Interaction Group, Faculty of Psychology, Ruhr University
Bochum, Universitaetsstrasse 150, 44801 Bochum, Germany
{salsabil.hamadache,malte.elson}@rub.de

2 Horst Görtz Institute for IT Security, Ruhr University Bochum, Universitaetsstrasse 150,
44801 Bochum, Germany

Abstract. Due to the relevance of IT security to industry, politics, and the pub-
lic alike, research on IT-security-related issues is abundant. However, a lack of
interdisciplinarity in this domain has led to a vast amount of detailed information
on technical aspects of security one the one hand, and little to no insight into
the psychological aspects of attacking, defending, or securely using technological
systems on the other. This research effort aims to contribute to filling this gap
by determining cognitive predictors of software reverse engineering as well as
code obfuscation success and by describing and analyzing approaches and strate-
gies IT specialists use when attacking or defending Java programs. Moreover,
the relevance of adversarial reasoning in this domain is assessed. In an experi-
mental design, participant pairs either receive an instruction into game theoretical
concepts of adversarial reasoning or not, to then obfuscate Java code or reverse
engineer clear and obfuscated code.

Keywords: Reverse engineering · Human factors · Code obfuscation · Problem
solving · Adversarial reasoning

1 Introduction

When protecting software from adversarial attacks, considering how attackers and users
will interact with it is paramount. Beyond technical considerations, a thorough under-
standing of cognitive approaches and strategies when developing, protecting, attacking,
and using software products can further enhance IT security: Only when developers
know who might attack their system and how they approach this undertaking, can they
develop effective defenses. Instead of using heuristic or trivial defense practices which
experienced adversaries likelywill overcome, concrete anticipation of attacker behaviour
may lead to greater security.

Attackers might want to gain access to and reverse engineer (RE) software code
in order to find vulnerabilities in it, steal or illegitimately use intellectual property, or

© The Editor(s) (if applicable) and The Author(s), under exclusive license
to Springer Nature Switzerland AG 2020
I. Corradini et al. (Eds.): AHFE 2020, AISC 1219, pp. 3–8, 2020.
https://doi.org/10.1007/978-3-030-52581-1_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52581-1_1&domain=pdf
https://doi.org/10.1007/978-3-030-52581-1_1
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create illegal copies of it. To prevent this from happening, software developers employ
code obfuscation (CO) techniques that change code appearance while preserving its
function. This might confuse attackers and thereby increase reverse engineering effort,
thus making them reconsider the strength of their motivation and decide whether it is
really worthwhile investing the required time and effort.

From a psychological perspective, both reverse engineering and code obfuscation
can be conceptualized as problem solving processes [1], as complex problem solving
has been defined as “a collection of self-regulated psychological processes and activities
necessary in dynamic environments to achieve ill-defined goals that cannot be reached
by routine actions” [2] and all of these elements can be found when observing reverse
engineers at work: Even experienced reverse engineers would not consider their work to
consist of routine actions and often report high effort and ever-changing circumstances.
Goals are often not trivially defined but often rather consist of exploration of the pro-
gram’s functional logic. The alternation of attacking and defending code shows how
dynamic the process can be.

Problem solving is often regarded in conjunction with creativity. We propose that
code obfuscation, despite traditionally being a process performed by automatic tools,
can also be conceptualized as a creative process of using one’s own strengths to explore
ways in which one can transform code aiming to make it more difficult to attack.

2 Past Research

Comprehension of (Obfuscated) Code. The investigation of code comprehension of
regular (non-obfuscated) code, particularly within the context of answering the question
of why programming seems to be such a difficult task, has extensively been studied for
decades (e.g. [3]). Recently, publications in the field of code obfuscation have also been
emerging (e.g. [4] and [5]). However, studies assessing the effectiveness of code obfusca-
tion in experiments, using human participants, have been rare because both obfuscation
and deobfuscation are often automatic, algorithmic processes. This stage has been set
in 2014 by Ceccato and others [6] and joined in 2018 by Hänsch and colleagues [7].
In both studies, computer science students solved simple reverse engineering problems
on two small Java programs, whereby one was presented to them in obfuscated code
and the other was not. In both studies, the obfuscation method opaque predicates, in
which unnecessary nesting and useless lines of code are added to the program code,
was not effective in slowing down or preventing reverse engineering behaviour, whereas
the obfuscation method identifier renaming was successful in doing so. This can be
explained by the fact that students (or beginners) in particular, heavily rely on semantic
information such as variable names when trying to make sense of code. Hänsch and
colleagues further investigated the role of experience and found that experienced pro-
grammers are considerably better at reverse engineering clear code than beginners, but
not at reverse engineering obfuscated code.

Adversarial Reasoning in IT Security. Hamman and colleagues [8] designed an
experiment to demonstrate that adversarial reasoning is a highly valuable tool when
defending assets in cybersecurity. In their study, participants either participated in a
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course on game theory concepts related to adversarial reasoning and their application
in cybersecurity contexts or did not receive such a course. Then, they were asked to
allocate defense resources depending on the likelihood and severity of an attack. Par-
ticipants who had been educated on adversarial reasoning made better choices than the
control group. It remains to be shown whether exposure to these concepts will also lead
to higher performance in other, less game-theoretic cybersecurity-themed tasks.

Creativity and Intelligence in Hacking. For the purpose of talent detection as well
as training development, it is – in any professional domain – sensible to investigate
which cognitive variables are most relevant within given tasks. Often, intelligence is the
main, but far from the only predictor of success in professional problem solving [2].
When solving complex problems, it might be more helpful to actively switch between
so-called divergent and convergent processes [9], whereby the latter can be proxied
by intelligence for simplification. Divergent thinking, however, relates to the ability
to generate many different adequate ideas and think “out of the box” when trying to
solve a problem. Research has shown that creativity is a core component of hacking
[10], of which reverse engineering is one kind. Thus, an open research question is
whether intelligence or creativity are more important to the reverse engineering and
code obfuscation processes as well as to what degree they predict performance in tasks
that relate to software protection and the vanquishing of them. It has also been shown
that ambiguity tolerance is needed to be a successful hacker.

3 Method and Materials

Study Design. In a study with a yoked design, participants with basic knowledge of
Java were randomly matched into code obfuscator (CO)/reverse engineer (RE) pairs,
whereby the reverse engineers work on the code previously obfuscated by their study
peers. This way, the better reverse engineers perform when working on the obfuscated
code, the worse the quality of the code obfuscations performed by their partner. Code
obfuscators receive:

– 0 points if they wreck the program;
– 1 point if their code remains functional, but their partner manages to quickly solve all
reverse engineering tasks nonetheless;

– 2 points if their obfuscation at least slows the reverse engineer down, i.e. they are
significantly slower on obfuscated than on clear code yet manage to solve all tasks;

– 3 points, if the reverse engineer manages to solve both tasks on clear code, but only
one on obfuscated code, or one versus no task, respectively;

– 4 points, if the reverse engineer cannot solve a single task on obfuscated code despite
being able to solve both tasks on clear code.

Participant pairs were randomly allocated to receive a game theory course prior to
the code tasks, or no such training. For the RE group, their performance on obfuscated
code is compared to their own performance on non-obfuscated code to investigate how
obfuscation affects the RE process and to compare strategies and approaches applied on
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clear vs. obfuscated code. Thus far, mainly IT security and computer science students, as
well as a few professional reverse engineers and students of other fields are also within
our preliminary sample (N = 22).

Procedure. Participants report on their ambiguity tolerance, programming and reverse
engineering experience, andbasic demographics by answering questionnaires.After that,
they are introduced to two simple Java programs, a racing game and a Chat Application.
Participants in the CO group are then given one hour to perform any operation they come
up with in order to make the code more complex for a human attacker, while leaving the
code function intact. Participants in the RE group receive 4 questions inquiring where
in the code specific information can be found or where specific program elements are
implemented. They are asked to work as fast as possible within a time frame of 60 min.
Lastly, participants perform creativity and intelligence tests.

We plan to answer the following research questions quantitively after completing
data collection and will report on them in our talk at AHFE and in another publication
(results will also be available on our OSF repository: https://osf.io/xp6c5).

H1. Reverse engineers are on average slower and performworse onmanually obfuscated
code than on clear code.
H2. The higher participants’ expertise, the higher their performance in obfuscating or
reversing code. Further, the higher a reverse engineer’s experience, the less time they
require when reverse engineering code.
H3. Divergent thinking, convergent thinking, ambiguity tolerance, and the control of
divergent and convergent thinking are positively related to performance when obfuscat-
ing or reversing code. Further, these variables are negatively related to time required to
reverse engineer code.
H4. Participant pairs who receive a game theoretic course on adversarial reasoning
outperform participants in the control conditionwhen obfuscating or reverse engineering
code.

The focus of the results section of this paper, however, shall lie on an exploratory
description of the obfuscation process of selected participants given that data collection
is still on-going.

4 Results and Discussion

To illustrate this results and discussion section, we have uploaded the screen capture of
selected participants of our study onto our OSF repository (https://osf.io/xp6c5).

Strategies chosen by code obfuscators in our study included:

• reverse engineering andmodifying the code themselves to anticipate their adversaries’
behavior,

• replacing switch-loops with if-else-constructions to reduce legibility,
• changing integers (e.g. in if-queries) to mathematical operations resulting in the same
value,

https://osf.io/xp6c5
https://osf.io/xp6c5
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• randomly inserting mathematical functions to transform numbers that do not affect
program logic,

• replacing variables with calls to methods which produce those same variables or
values,

• adding pointless lines of code in which unused get transformed,
• changing variable names to nonsensical strings or to meaningful variables pointing at
false identities of these variables,

• adding redundant boolean checks (e.g. “if not not not not not not not false, then”,
• using short-ifs to place regular if-checks and the consequential behaviour in both cases
into one line, and

• generally omitting line breaks.

Obfuscators often wondered what attackers might want to achieve and how they
could sabotage them, i.e. they performed adversarial reasoning. Even though some have
learned about level-k reasoning [11] in the course, their reasoning usually remained on
level 1. They thus did not wonder what the attacker would wonder what they would
do, or even wonder what the attacker would wonder what they would wonder what the
attacker would wonder what they would wonder what the attacker would do. Usually, at
least level-3 reasoning is necessary to be one step ahead of an adversary [8], therefore
attackers often solved all reverse engineering problems despite the obfuscation. Still, in
most cases this far, attackers were much slower in doing so when working on problems
on obfuscated code, indicating that reverse engineering obfuscated code is indeed a
more difficult task than reverse engineering clear code, even if the obfuscation has been
performed manually by relatively unexperienced actors.

When observing participants in the group that did receive a game theory training on
adversarial reasoning, it was even more evident that participants tried to apply the course
contents by considering the adversary and their potential goals, attributes, strategies, and
thoughts. One participant, for example, finished with all reverse engineering tasks after
working on them for approximately 40 min, but performed several further checks for
another 20 min to ensure the correctness of his solutions, fearing that the obfuscator
had made it appear easy so that he would think himself safe, and being determined not
to fall into that trap (note that participants are instructed that the faster they conclude
participation, the better, and that they should notify the experimenter as soon as they find
satisfactory answers for all tasks). Another asked the experimenter whether the attacker
would be a student, and if so, of which field, as he planned to perform RSA encryption
on parts of the code and feared that this would not be as effective if the attacker, like
him, were a math student. Even though evidence that these types of questions occurred
more often for participants who had attended the course remains anecdotal as we have
only tested only 22 participants so far, a confirmation of this trend when regarding all
participants would indicate that the effect of adversarial reasoning training on success
on cybersecurity tasks is a fruitful field of further investigation.

Generally, a significant predictor of success was whether or not obfuscators tested
their transformations regularly, e.g. by running the program to check for errors and
exceptions or by printing out variables after changing code portions in order to check
whether their values remain unchanged. Oftentimes, participants made several changes
to then notice that something went wrong and could not retrace their steps to undo their
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mistakes. One can thus say that obfuscation is a delicate process in which one must
constantly be on track regarding the effect one’s changes have on the code. Other ways
to keep upwith one’s own process were to note variables’ “real” identities into comments
after changing their names into senseless or misleading names, copying the original code
into a safe file, and using strings that appear meaningless to a naïve reader, but include
enough hints for the obfuscator to remember what this variable’s name originally was.

We hope that this study demonstrates the value of studying code obfuscation and
reverse engineering through a psychological lens.Ultimately,we believe conceptualizing
these two technological procedures as problem solving processes will improve both
security measures as well as development of psychological theory on cognitive abilities
and applied reasoning and look forward to presenting quantitative results of our study
at the AHFE 2020.
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Abstract. We report results from a study that fills gaps in cyberbullying research
regarding: 1) diverse youths’ cyberbullying perceptions and experiences, and 2)
youths’ cyberbullying-related self-disclosure online. Our study surveyed the rela-
tionship between youths’ online self-disclosure practices and their cyberbully-
ing experiences, finding a significant correlation between cyberbullying and the
amount and type of information disclosed online. We also found racial differences
in youths’ self-disclosure. Focus groupdiscussionswithLGBTQ+youths explored
these issues inmore depth.We found distinctive perspectives about accountability,
disclosure management, and witness-victim effects.

Keywords: Human factors · Cyberbullying · Cyber crime · User studies

1 Introduction

Recent reports by the Cyberbullying Research Center show that 17% of youths reported
being cyberbullied in 20191; however, this statistic hides an uglier story for some youths.
LGBTQ youths report being cyberbullied at higher rates—27.1%, according to the
CDC.2 Previous research rarely shows the diversity of youths who are impacted by
cyberbullying, the diversity of youth perspectives on cyberbullying, or even authentic
youth voices engaged in cyberbullying or cyberbullying-related practices. In this arti-
cle, we describe the results from a study on cyberbullying behavior and diverse youths.
The motivation for this project was two-fold. First, we wanted to talk to youth directly
about cyberbullying. Second, we wanted to be able to learn more about the attitudes,
experiences and behavior among youth from different subpopulations. To that end, we
obtained participation across racial/ethnic identities in an online survey and conducted
a focus group with adolescent members of the LGBTQ+ community.

1 https://cyberbullying.org/2019-cyberbullying-data.
2 https://www.stopbullying.gov/bullying/lgbtq.
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2 Background and Related Work

Cyberbullying is the use of social media, email, cell phones, text messages, and Inter-
net sites to threaten, harass, embarrass, or socially exclude someone [1, 2]; its roots
lie in traditional forms of relational bullying and its inherent power imbalance. The
anonymity and audience-size afforded by social media and the Internet contribute to the
power imbalance between cyberbullies and their victims.Cyberbullies can remain anony-
mous while attacking their victims and they are able to post these messages to a wide
audience – much larger than the schoolyard [3–5].

Youths regularly disclose personal information to friends and strangers in their online
social networks [6, 7]. These young people, particularly LGBTQyouths, find their online
connections beneficial, improving their relationships with friends and reducing feelings
of loneliness [8, 9]. Unfortunately, privacy research has shown that age, gender, and
relationship status are related to the disclosure of highly personal information, including
sexual activity among youths [10, 11].

There is a lack of research exploring the diversity of youths involved in cyberbullying
[12, 13]. Lenhart, et al. [14] conducted one of the few studies that directly asked youths
aboutmalicious online behavior and disaggregated the findings by race, reporting notable
racial disparities, with 72% of white teens and only 56% of black teens indicating that
the way peers treat one another on social media online is “mostly kind.” In a later study,
more black teens (17% vs. 11% of the white youths and 4% of Latinos) reported that
they “more frequently” see cruelty online [15]. Olsen et al. found that LGBTQ youths
were at increased risk for bullying victimization [16].

3 Self-disclosure and Cyberbullying Behavior

In our priorwork,we found that youths of color report lower levels of cyber-victimization
than their white peers; indeed, black and Hispanic youth are more likely to be cyber-
bullies and offline bullies than victims of bullying [17]. In this section, we describe the
results from an online survey that examines the relationship between self-disclosure and
cyberbullying for youths of color when compared to white youth.

Our online survey included questions about cyberbullying experiences and per-
ceptions, adapted from Willard’s cyberbullying survey [1] and questions about self-
disclosure attitudes and habits were adapted from Jourard’s self-disclosure survey [18,
19]. We also collected standard demographic information about race, gender, and age.
Face-book advertising was used to direct youth to the survey, and respondents were
entered into a drawing for a gift card to thank them for their participation. Participant
consent was required to enter the survey system, and additional parent/guardian consent
was required for minors.

There were 221 total responses. Seventy-three surveys were omitted because they
were incomplete, leaving a total of 148 completed surveys for this analysis. Participants
ranged in age from 10 to 19 and older, with amedian age of 15 years old. The respondents
were predominantly female (64.9%), from a variety of racial and ethnic backgrounds
(Table 1).
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Table 1. Cyberbullying perceptions

Race/ethnicity Reporting being
cyberbullied

Reporting
cyberbullying
others

Reporting that
friends have been
cyberbullied

Reporting that
friends
cyberbullied
others

White/Caucasian
(n = 64)

48.4% 12.5% 70.3% 42.2%

African American
(n = 25)

48.0% 12.0% 60.0% 52.0%

Hispanic (n = 31) 32.3% 16.1% 51.6% 35.5%

Two or morea (n
= 18)

55.6% 22.2% 72.2% 44.4%

Other (n = 8) 75.0% 0.0% 100.0% 62.5%

Asian (n = 2) 50.0% 100.0% 50.0% 100.0%

All non-white (n =
84)

46.4% 16.7% 63.1% 46.4%

All (n = 148) 47.3% 14.9% 66.2% 44.6%
aParticipants could select multiple identities. 14 of the 18 who selected two or more included
White/Caucasian in addition to at least one other identity.

Cyberbullying Perceptions and Experiences. The survey collected information about
cyberbullying experience. The results appear in Table 1. These findings suggest that
Black and Hispanic youths experience cyberbullying at rates similar to those of their
White counterparts, but differently from each other.

Self-disclosure Practices. Self-disclosure habits were collected by adapting Jourard’s
original 60-item self-disclosure survey [18], updating the language and deleting items
that were not relevant to youth (e.g., items about spouses, taxes, etc.). The revised
survey contained 30 itemsmeasuring respondent’s willingness to disclose feelings about
their appearance, personality, and interests to parents, friends, romantic partners, people
online, or no one at all. Disclosure scores3 from our respondents ranged from 0 to 104,
and were then summarized by race, gender, and cyberbullying history.

As seen in Table 2, youth of color disclosed significantly less thanwhite youth online.
This is interesting when you consider that according to a 2015 PEW Research Center
report, 34% of black teens and 32% of Hispanic teens are online almost constantly;
while only 19% of white teens report this much usage [15, 20]. Furthermore, while
all youth disclosed more to parents and friends than to romantic partners or online
friends, white youth disclosed more across all types of relationships, when compared to

3 To calculate the disclosure score, we assigned 1 point for each sharing option identified, and
0 points if participant did not report sharing with one of these target types. When respondents
selected the “none” option, the entire item was scored as 0. Thus, each of the 30 items received
a score from 0 to 4. Participants’ responses for each item were then summed to create a scale
that ranged from 0 (non-discloser) to 120 (high-discloser).
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youth of color. Unsurprisingly, Table 2 shows that all youth are more likely to disclose
information about Tastes and Interests than more personal information, such as concerns
about personality or thoughts about their bodies. Youth of color again differed from their
white peers across all categories. Statistical testing was done to determine if there were
racial differences related to disclosure, and to determine the relationship between being
cyberbullied and disclosure. We used a two sample two-tailed t-test to determine level of
significance across categories. White youth disclosed significant more when compared
to youth of color (p < .05). Those who had been cyberbullied reported significantly
higher disclosure rates than those who had not (p < .005), as shown in Table 2.

Discussion. Our findings confirm that youths who report lower self-disclosure rates also
report fewer cyberbullying experiences. There are clear racial/ethnic differences in self-
disclosure behaviors, with White youths disclosing more types of personal information
to more people, online and offline, than non-White youths. Given that youth of color
report lower levels of victimization among both themselves and their friends (Table 1),
they may be limiting disclosure as a preventative measure.

Table 2. Disclosure score findings (min= 0, max= 120), all values are average disclosure score

Race/ 
Ethnicity

Parent Friend Romantic 
Partner

Online 
Friend

No One Total

Non-white 11.9 15.2 8.1 5.0 8.9 39.0*
White 14.8 17.6 9.8 5.8 7.0 46.7*

All 13.1 16.2 8.8 5.3 8.1 42.3

Race/Ethnicity Tastes and 
Interest 

Personality Body 
Perceptions

Total

Non-white 17.7 12.3 9.0 39.0*
White 20.5 13.8 12.4 46.7*

All 18.9 13.0 10.5 42.3

Cyberbullying History Average Disclosure Total
Was Cyberbullied 47.9+

Was not Cyberbulllied 35.1+
Not sure 44.3

All 42.3
*difference is significant p<.05 

+difference is significant p<.005 

4 Focus Group with LGBTQ+ Youths

We partnered with a local counseling center that offers support groups for children
and youth to recruit participants for our LGBTQ+ focus group. The participants were
informed of the risks of the study and provided informed consent to participate. When
participants were under the age of 18, parents or guardians were also required to provide
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consent for participation. The participants were offered a $25.00 gift card to thank them
for their time, and pizza and sodawere served during the focus group session. Participants
were known to each other and comfortable sharing personal information, due to their
prior experience at the counseling center.

We trained two undergraduate research assistants to facilitate the focus group. Not
only did this provide good research experience for the students, we believe that having
facilitators closer in age to the participants helped reduce barriers. As an extra precaution,
one staff member from the counseling center remained unobtrusively in the room in
case the discussion triggered a negative event in any of the participants. The principal
investigators, parents and other center staff remained nearby but were excluded from the
room during the sessions.

Focus group participants were led through a guided script with four multi-part ques-
tions that asked participants to define cyberbullying, if they perceive cyberbullying as a
problem, what they think of when someone says self-disclosure and if there is a connec-
tion between disclosing information online and cyberbullying. The session lasted about
60 min and was recorded on two digital recording devices. The participants were aware
of, and consented to, the recording. The recordings were later transcribed and coded for
content and tone.

The six participants in the focus group were between the ages of 15 and 19, inclusive
and identified as members of the LGBTQ+ community. When asked to define cyberbul-
lying and their impressions of cyberbullying, participants were remarkedly consistent
with the literature, using language similar to “[i]t’s bullying either over like texting, or
like harassments or threats via the Internet, or over mobile devices.” After analysis of
the transcripts, we identified two critical themes, not previously mentioned in the liter-
ature, surrounding cyberbullying and self-disclosure: activity abandonment, and active
self-disclosure management.

Activity Abandonment. One result of cyberbullying was activity abandonment or hesi-
tation to begin an activity all together. One participant gave a detailed account of why he
decided against sharing his activity on YouTube: “originally I wanted to do some stuff
on YouTube … but I have seen something that makes me hesitant about actually doing it.
I’m an equestrian … and there’s a lot of people who will search out videos just to shame
you on your equitation.” It is interesting that just witnessing cyberbullying behavior was
enough to change the behavior of this participant. Another participant was an active
user of a fan fiction writing community, and claimed that he stopped writing for two
years because of another user who “literally went through, on every single one of my
stories and posted some sort of really rude comment about how I was a shitty writer, and
how I should go kill myself.” For these participants, both the potential for cyberbullying
and prior experience with cyberbullying were reasons to modify their online behavior -
censuring themselves to reduce their exposure to cyberbullying.

Active Disclosure Management. None of the participants said that they were the target
of homophobic or sexual orientation-based cyberbullying online, perhaps because they
went to great lengths to conceal their personal information in their online identities.
One participant shared her perspective: “… the more information they have on you the
more ammunition they have” Another participant added: “defining yourself sexually can
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like give so much ammunition to people that are really out there to hurt you” The use
of the word ‘ammunition’ is particularly troubling, suggesting a figurative death-threat
for their authentic identities. When the moderator phrased a scenario about someone
telling a friend in person that he was gay, the participants agreed that sharing this would
be okay if the two are close friends. The group also agreed that someone should not
share anything online that they did not want in public and went on to describe savvy
ways to conceal their identities online. This discussion helped shed light as to why
these participants did not mention being personally cyberbullied because of their sexual
identity; they are going to extreme lengths just to feel secure with their friends on the
Internet. One participant elaborated “it depends on who you’re talking to like say there’s
this person you Skype with every single day … It’s someone you can probably generally
trust to know some personal information, probably not all of it.”

For youths struggling with issues of gender and sexuality, one would presume that
personal information, in any setting, would have to do with their gender and sexual
identity, but it is clear that these participants, regardless of whether they stated they had
a personal experience with cyberbullying, shy away from revealing any type of personal
information online, including name, location, and place of work.

Discussion. Previous research found that sexual minorities were the largest target for
bullying [16, 21]. Although the perceptions of cyberbullying and its effects are consis-
tent with previous, survey-based research, the findings related to the personal impact of
cyberbullying on our participants who witnessed cyberbullying are novel. One result of
witnessing cyberbullying was activity abandonment or hesitation by study participants,
a result not observed in previous quantitative studies. The personal accounts of activ-
ity abandonment, as well as the limited data on homophobic and sexual orientation-
based cyberbullying help show how these adolescents are actively managing their
self-disclosure online.

5 Conclusions and Future Work

We have reported our findings from a study to investigate the online experiences of
diverse youth, specifically experiences related to cyberbullying behavior and online dis-
closure of personal information. Using an online survey, we found a significant relation-
ship between online self-disclosure and cyberbullying experience, as well as differences
in self-disclosure behavior between white youth and youth of color. We also explored
attitudes and behaviors around cyberbullyingwith anLGBTQ focus group and found evi-
dence of activity abandonment and self-disclosure management from witnessing online
bullying. We found pervasive attitudes that these youths need to actively manage what
they disclose online to avoid becoming victims. as well as the possibility of negative
effects from merely witnessing cyberbullying.
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work. This material is based upon work supported by the National Science Foundation under
Grant Nos. 0916152 and 1421896. Any opinions, findings, and conclusions or recommendations
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Abstract. This paper examines the modern history of ransomware and its evolu-
tion to the current form of large-scale ransomware attacks (ones that disrupt entire
organizations). Within that timeframe, public reporting, articles, and news media
reporting on large-scale ransomware attacks is reviewed to create an empirical
analysis of ransom payments, conditions that led to those payments, and if data
was ultimately recovered.

Three factorswere discovered that lead to organization to pay the ransomwhen
recovery is impossible or cost-prohibitive: the rise of cyberinsurance companies
that dictate responses that lessen their financial exposure, many victim organiza-
tions who have to always operate such as hospitals and emergency services, and
the fiduciary duty of business executives to act in the best interest of a company.
Lastly, we look at the concept of outlawing ransom payments and relate it the
policy of outlawing random payments in kidnapping.

Keywords: Human factors · Ransomware · Cybersecurity · Incident response

1 Introduction

In 2013, the first successful mainstream ransomware called Cryptolocker spread across
the Internet. Since then, the threat has grown and is now a common-place incident
making headlines routinely. Among the concerns that are routinely expressed is the
ethical considerations of paying ransoms and how those who do pay are merely funding
the next attacks. On one hand, limited the profitability of such attacks would lessen their
occurrence. On the other hand, it would require organizations to accept the permanent
loss of data and potentially shut down entirely.

This paper provides an empirical study of 206 public reports from 2018 and 2019
involving over 1,100 affected organizations to identify payments by those organizations
and attempt to identify the context and circumstances that led to those payments. Also, in
the light of recently introduced legislation to prohibit ransomware payments, this policy
is examined alongside the policy of the nation of Colombia in banning ransom payments
for kidnapping and the factors that made the latter policy successful.

What was found is that the human element involved in decision-making when decid-
ing to pay a ransom almost always highly-incentivizes the decision to pay as long as
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there is confidence of a recovery. Between cyberinsurance companies wanting to lower
costs, executives having a fiduciary duty to limit the cost of an incident, and that a sub-
set of victims provide emergency services that always must be available, human nature
dictates almost always that ransoms will be paid.

2 Evolution of Ransomware

The first known incident of ransomware was the AIDS Trojan distributed via floppy
disks in 1989. It required victims to mail the ransom to a post office box in Panama [1].
It wasn’t until 2013 with the emergence of Cryptolocker that ransomware took off. By
using bitcoin as a paymentmechanism and usingmodern encryption and solid encryption
key management, attackers found the perfect mix of technologies to make ransomware
at scale possible.

The earlier forms of ransomware infected single machines and typically demanded
ransoms between $300 and $1000 in bitcoin. These were often spread by e-mail or
web-based exploit kits and abused various flaws in operating systems [2].

The WannaCry and NotPetya ransomware attacks highlighted an emerging form of
ransomware, namely, ransomware that doesn’t infect single machines, but attempts to
debilitate an entire business. Ryuk, SamSam, and Sodinokibi families of ransomware are
more recent malware families designed to cripple entire organizations and use a variety
of means to spread [3]. This means attacks can demand higher ransoms as the stakes are
much higher.

3 Methodology

This paper examined 206 public reports dating from January 1, 2018 onward. Many of
these reports were summarized in a Ransomware Attack Map hosted by Cyberscoop
[4]. These reports covered over 1,100 affected organizations as some reports covered
multiple incidences of the same attack. These were found by looking for ransomware
in news media reporting and, where available, examining underlying documents and
reports. Of those, only ransomware incidents that affected an entire organization were
examined as opposed to single machines that were affected.

Of those reports, the number of organizations was identified, the industry vertical
the organization represents, whether they paid a ransom or not, and if there were reasons
given for paying that ransom that might shine a light into the human factors involved in
that decision-making. In most media reporting of the decision to pay the ransom or not,
an official has made a comment on why they made the decision they did.

It is important to note that this analysis is imperfect as organizations generally are
not obligated to report nor are they compelled to completely disclose the nature of the
incident or its details. Many public reports leave out elements that would be useful to
this analysis such as whether they paid the ransom or not, or even the size of the ransom
demand.
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4 Results

Of the reports examined, approximately 78% of publicly confirmed ransomware cases
there was no reporting on whether a ransom was paid or not. Of the remaining incidents,
14.5% did not pay the ransom and 7.5% did pay the ransom. It should be noted that
there are many unreported cases of ransomware that occurred that cannot be effectively
studied.

A large body of public incidents that are reported on involve government as local
government activity has to be largely public with 173 reports. Healthcare also was a
large contributor of cases with 766, likely because disruptive impact to a healthcare
institution is readily noticed and regulatory requirements mandate disclosure. Educa-
tional institutions made up 89 cases, likewise because of their public nature disrup-
tion would be obvious. In the given time period, only 2 financial institutions publicly
reported ransomware. This would indicate that absent a regulatory reason or that a ran-
somware disruption would be obvious to the public anyway, that many institutions do
not acknowledge ransomware infections.

In the public reports where the size of the ransomwasmentioned, there was 1 ransom
that was less than $1,000, 8 between $1,000–$9,999, 16 between $10,000 and $99,999,
8 between $100,000 and $999,999, and 12 that were larger than $1 million. The smaller
the ransoms where, the more likely payment was to occur. The highest ransom payment
that was recorded was $594,000.

In cases where the ransom was paid, it was mentioned most frequently that the cost
of recovery was higher than the cost of the ransom. Specifically, case of the ransomware
infection of Atlanta was mentioned where the ransom payment was $52,000 but the cost
spent by the city to recover was $9.5 million [5]. Also mentioned was a desire to return
to normal operations, particularly in health care and government, where services must
always be available. In two cases, insurance companies were mentioned who desired to
keep their exposure to claims as low as possible.

In a similar case, the City of Baltimore had a ransomware infection and faced a
demand of $76,000. The opted not to pay the ransom and public reports indicated
the cost of recovery was approximately $10 million with an additional $8 million in
lost or deferred revenue due to inability to process payments. These two cases figured
highly in discussions of other government ransomware incidents, but also impacted how
corporations viewed the incidents.

Of those who elected to not pay the ransom, it was mentioned that it was due to
law enforcement advising the victim not to pay and the desire not to contribute to the
incentives of future ransomware attacks. While it is not known what the victims who
acknowledged they had a ransomware attack but did not state if they paid the ransom or
not eventually did, it seems likely that many of them paid.

What is notable about these results is even where public reports were available, there
were many questions left unanswered. Notably the question of whether the ransom was
paid or not was conspicuously absent when organizations self-reported a ransomware
incident. Governments, of course, have little to no ability to make secret payments, but
corporations have little duty to disclose such payments except in the notable case of
publicly-traded companies. In those cases, their reports often will detail the costs of not
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paying ransoms as they did with WannaCry and NotPetya, but those financial reports
often would not require disclosure of the relatively modest ransom payments discussed
here.

The fact that few organizations publicly report ransomware incidents suggests the
problem is far worse, but victims are loathe to talk about them openly for fear of
reputational damage or potentially retaliation by the criminals themselves.

4.1 Impacts of Ransomware Infection

Largely, ransomware is viewed from the prism of financial circumstances. The ransom
is monetary, and the costs involved with recovery are monetary. It is noteworthy to
mention, there are four cases in which ransomware-related attacks lead to the closure of
a corporation. The first was a company called Code Spaces. A hacker gained access to
their infrastructure and demanded a ransom. When it wasn’t paid, they deleted all their
storage and customer information which lead them to immediately close [6].

In the second incident, a fundraising firm The Heritage Company suspended opera-
tions and laid off their entire staff even though they had paid the ransom. The third and
fourth incident involved two small medical offices that opted to close after declining
to pay the ransom. In a subset of cases, a ransom payment may mean the difference
between a business continuing to exist or to close.

There are also other non-financial interests to consider. A recent study into the effects
of ransomware attacks onhospitals showed that hospitals that sufferedbreaches including
ransomware often had longer times to providing critical services (such as EKGs) that
has led to a measurable increase in mortality rates of those facilities compared to those
that did not suffer a breach or ransomware infection [7].

Government institutions were more likely to not pay the ransom as closure is not a
plausible outcome for them. They are also not bound by fiduciary duty the way corporate
offices and boards are which would dictate that act in the best interests of shareholders
even at the cost of a policy decision that may help broader society (such as minimizing
the incentive for ransomware operators by not paying ransoms). Additionally, they have
means of raising money not available to corporations in the form of raising taxes.

As an example, the City of Atlanta had a ransom demand of $52,000 compared to
a recovery cost of $9.5 million. It is highly unlikely anyone would choose to pay two
orders of magnitude more money assuming that the ransom payment can reasonably be
assured to result in recovery.

There is also the personal impact of executives in charge of IT or IT security on
their future careers and the intangible costs to organizations for reputational damage
that may occurs as being identified as a victim of ransomware. While impossible to
quantify, those making decisions in addressing ransomware have the obvious tangible
costs mentioned above, they are likely to engage in decisions that do not adversely affect
their employability or company’s future reputation unnecessarily. It is reasonable to
assume the reason that most public reports for ransomware infections involve certain
industries is that many have no obligation to report and have the ability to hide the
disruption from the public, thus they have no incentive to disclose.
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5 Outlawing Ransom Payments

Recently public policy discussion and ethical discussion regarding ransomware suggests
that some believe victims should adopt these higher costs of not paying the ransom
and paying recovery costs because ransom payments incentivize the attackers to keep
attacking.

As a useful analogy, ransoms in kidnapping may be worth examining. For the most
part, there are few countries with general laws prohibiting the payment of ransoms in
kidnapping. One notable exception is the nation of Columbia. As part of its effort to
tackle kidnapping, there was a law prohibiting payment of ransoms that was eventually
declared unconstitutional. Additionally, there were efforts to retake territory controlled
by guerilla forces and setting up specialized law enforcement units to handle kidnapping.
This led to a dramatic reduction in kidnapping in a country that once was known as the
kidnapping capital of the world [8].

In the general case, kidnapping is more severe than ransomware, but in extreme
cases, the impact of large-scale ransomware could lead to far larger losses of life. While
there isn’t a large body of research on kidnapping policies generally, in this particular
case, Columbia’s reduction in kidnapping shouldn’t be attributed to the prohibition on
paying ransoms.What is more likely is that the large amount of other government actions
to tackle the problem is what ultimately led to its reduction there.

A significant difference between kidnapping and ransomware is that measures to
prevent kidnapping are known and able to be taken by a government. A victim and
perpetrator are in the same location. This means a variety of physical security measures
and traditional law enforcement tools are able to be undertaken assuming the government
is in a position to do so.

On the other hand, ransomware can flourish because the consequences of cybercrime
are often difficult if not impossible to obtain. A perpetrator can operate in a different part
of the world than the victim and the presence of tools to move money (cryptocurrency)
outside the banking system in an anonymous fashion means traditional law enforcement
tools are more difficult to employ. International law enforcement is, at best, difficult and
there are countries who essentially do not cooperate on cybercrime matters.

It is also those sameanonymouspaymentmethodswhich allowvictims to nonetheless
pay ransoms and if their breach was never known, there would be no way to enforce
a “no ransom payments” policy. Even if it were possible to know if a ransom payment
were made, unless the penalty for payment were consummate with the impact of not
paying the ransom, it may be financially in the best interest of an organization to pay the
ransom and deal with the consequences.

For instance, in theCity ofAtlanta case, if decision-makers knew in advance recovery
would cost $9 million and the ransom payment was $52,000, they could have elected to
pay the ransom anyway. If the penalty was less than $9 million, it may make financial
sense to accept a fine. If the penalties for paying ransom were some criminal sanction,
and the case could involve a loss of life, individuals may decide that the value of saving
lives may be more important than the consequences of incarceration, assuming such
laws could even be passed and withstand court scrutiny.
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6 Conclusion

Based on public reports, it’s possible to conclude human and economic decisions are
such that the advantage is in the hands of ransomware operators. For organizations with
a fiduciary duty, as long as the cost of the ransom is lower (especially much lower) than
the cost of recovery and the likelihood of recovery after paying the ransomware is high,
it makes financial sense to pay the ransoms. When loss of life is a possibility, human
nature will highly incentivize those concerns over financial penalties. With the presence
of cyberinsurance companies having to foot the bill, they will opt for lower payments in
ransoms than larger claims in recovery costs.

The notable deviation is government agencies who don’t face existential risks due
to ransomware. Local governments will not cease to exist, and they are not subject to
market forces. If a government needs more money, they can increase taxes or sell bonds;
these options are not available to corporations.

Lastly, in examining kidnapping and ransoms in Colombia, the prohibition of ransom
payments did not have a large impact in reducing kidnapping by eliminating the financial
incentive. What did work was a large investment by the government to tackle the ability
of groups to conduct kidnapping operations. Unfortunately, analogous techniques with
ransomware are not readily available at this time.What is clear is that reducing incentives
of this behavior likely will not work unless they are targeted at increasing consequences
to the ransomware operators as opposed to their victims.
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Abstract. Technological development towards automation has been taking place
for years and a wide range of autonomous systems (AS) have been introduced
in homes and retailing spaces. Although these AS seem to be riskless, if they are
exploited they can endanger private information of users, which opens a new stage
for the security of AS. Humans have an initial and positive bias towards automa-
tion that might lead to errors related to unintentional actions or lack of actions.
Therefore, the effective adoption of AS relies on users’ attitudes, like the propen-
sity to take risks and the calibration of human trust to avoid situations of mistrust,
over trust, and distrust, increasing the systems’ security. This study conducted
an online questionnaire to investigate the relationship between an individual’s
propensity to take risks and trust in automation. We found that participants with
low risk seeking tendencies will trust more in AS when compared to high risk
seeking participants. Moreover, other individual differences like age, gender, and
education led to interesting results. Thus, our study provides valuable information
about the human factors that mediate human and autonomous systems interactions
and thereby influence trust.

Keywords: Autonomous systems · Risk · Trust in automation · Cybersecurity ·
Human factors

1 Introduction

Autonomous systems (AS) play an essential role in our lives performing countless
tasks for which humans once had responsibility and bringing numerous benefits like
when replacing humans in hazardous environments. Technological development towards
automation has been taking place for years and a wide range of AS have been introduced
in homes and retailing spaces. They can be used asmobile teleconference platforms, wel-
coming assistants, virtual pets, toys, etc. Although these AS seem to be riskless, if they
are exploited, they can provide a lot of private information about users. This information
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can go from general data (age, size, etc.), private pictures, user routine information,
economic, etc., which opens a new set of security vulnerabilities in AS [1].

Just like in any other human type of interaction, trust is essential to achieve optimal
performance in joint human-AS interactions, and an appropriate level of human trust
is essential to avoid the misuse or abuse of automation. Contrarily from interpersonal
trust, users’ initial trust in AS is based on faith [12], and novel interactions; people often
exhibit a positive bias in trusting an AS because they expect it will not fail. This initial
and positive bias might lead to security related human errors - unintentional actions or
lack of actions. Therefore, the effective adoption of AS relies on users’ attitudes, such
as the propensity to take risks [8], and the calibration of human trust to avoid situations
of mistrust, over trust, and distrust increasing the systems’ cybersecurity.

While human’s trust in automation has been previously studied, as well as the per-
ception of risk in AS [5], it is to the best of our knowledge that no empirical studies are
examining the propensity of taking risks as an integrated part of humans’ dispositional
trust. Drawing from the theoretical model of trust in automation proposed by Hoff and
Bashir [5], the propensity to take risks and the perception of risks in AS are two different
factors. The perception of risks is an important element of situational trust, which relates
to the context of the interaction and how these context-dependent variations relates to
an operator’s momentary mental state. Rather, the propensity to take risks relates to
dispositional trust, as the individual’s enduring tendency to trust in automation.

In this study, we investigate the relation between propensity to take risks [14] and
trust in AS and individuals, with differences – gender, age, and education through an
online survey to answer the research question: Does the propensity to take risks influence
the dispositional trust in AS? The results will provide further support for the inclusion
of human factors in developing AS that are human-centered, not only focusing on tech-
nology improvements such as system transparency but to avoid the misestimation and
underestimation of automation which may be the root cause of cybersecurity accidents
related to human and AS interaction.

2 Research Background

If trust exceeds the capabilities of the system, itwill lead to over trust and themisuse of the
system; if trust falls below the capabilities, it will lead to distrust, and consequently, the
disuse of automation. Therefore, human operators with appropriate levels of trust in AS
can reduce the frequency of misuse and disuse of automation [8]. A better understanding
of users’ trust can help to improve AS’s security in various ways, since people differ in
their ability to correctly assess risks [9].

In this research, we investigate trust in AS as a dynamic process different from inter-
personal trust, since they depend on a different set of attributes. Whereas interpersonal
trust can be based on the ability, integrity, or benevolence of a trustee, the human-AS
trust depends on the performance, process, or purpose of an AS [5]. This adopted the-
oretical model is composed of three dimensions: dispositional, situational, and learned
trust. Dispositional trust represents an individual’s enduring tendency to trust automa-
tion. Situational trust depends on the specific context of an interaction. The environment
exerts a strong influence on situational trust, but context-dependent variations in an oper-
ator’s mental state can also alter situational trust. The final dimension, learned trust, is
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based on past experiences relevant to a specific AS, and it is closely related to Situa-
tional trust, since it is guided by past experience [13]. Although we are aware of the
multidimensionality of trust in automation, in this research we concentrate our efforts to
better understand an important and underrated human factor related to the dispositional
dimension – the propensity to take risks.

Risk, as the degree of uncertainty associated with a given situation, is vital to under-
standing trust in AS [15]. Thus, an individual’s perception of risks is defined as her
assessment of how risky a situation is in terms of probabilistic estimates of the degree of
situational uncertainty, how controllable that uncertainty is, and confidence in those esti-
mates [18]. This is a topic regularly explored by academic and non-academic research
to better understand the public trust, acceptance, and opinion about AS. As previously
mentioned, the perception of risks in AS is related to the situational trust dimension,
whichmeans that the perception of risk in the systemmay change during the course of the
interaction (e.g., unexpected system failure, weather conditions, user’s level of stress).
Rather, the propensity to take risks is defined as the individual current tendency to avoid
or take risks [10]. Because risk propensity is cumulative, and simultaneously persistent
and possible to change over time as a result of experience, it is an emergent property of
a decision maker [18]. As the opposite of the perception of taking risks, this tendency
does not change throughout initial interactions with automation, instead it requires time
and multiple iterations. Previous research suggests that individual differences such as
age, gender, and personality traits, are sources of influence on the tendency to take or
avoid risks [14]. For instance, an individual risky security behavior is connected to the
over-trust of automated technologies, and when the user trusts the AS too much, they
will be more prone to cyberattacks [7]. The following section presents a brief review of
previous studies that investigated how human factors relate to the propensity of taking
risks and how it has been applied to mitigate states of over trust, mistrust, or distrust in
AS.

3 Previous Findings

To the best of our knowledge, no study has investigated the influence of an individual’s
propensity to take risks on their dispositional trust in AS. However, others have investi-
gated participants’ perception of risk on trust in AS, which has resulted in mixed results.
Perkins and colleagues [16] investigated whether trust in an automated navigation sys-
tem would be affected by different levels of risk. Their results showed that participants
trusted the navigation system less when more hazards were perceived. In contrast, par-
ticipants in another study relied more on an automated aid compared to a human aid
in high-risk conditions [11], demonstrating an inclination towards automation with the
increased perception of risks. Although the perception of risk and the propensity to
take risks are different attributes, we hypothesize that participants who present a higher
propensity to take risks also trust more in AS given the uncertainties related to its type
of new technology. Regarding individual differences, gender has been a variable widely
explored, and men tend to have higher levels of risk propensity than women [3]. This
is a difference that is consistent across time and in a variety of contexts, including the
context of AS, in which previous studies found that men are more receptive to AS
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than women [4]. Therefore, the hypothesis to be tested is that men take more risks and
trust more in AS as compared to women Previous investigations into the relationship
between age and trust in AS show conflicting results. The majority of these studies claim
that younger adults are generally more comfortable, receptive, and trust more in AS as
compared to older adults [2]. Rather, Hulse and colleagues [6] noticed the oldest respon-
dents of their survey (60+ years old) and the youngest ones (21–34) expressed the highest
willingness to pay for specific AS technologies. However, another study suggested that
propensity for risky behavior increases in adolescence, peaks in young adulthood, and
declines with age [3]. We hypothesize that younger participants are also more willing to
take risks and trust more in AS than the other participants because of its familiarity and
an understanding of the autonomous technology.

Participants with higher education were associated with higher levels of trust in
AS and higher acceptance rates [4]. The relationship between education and propensity
to take risks has been investigated in specific fields, like management and decision
making, which noticed that people with higher educational levels are more willing to
take risks when associated to their area of specialization. Hence, we hypothesize that
higher educational level is related to higher trust in AS and higher propensity to take
risks.

4 Method

To empirically test these hypotheses and answer the research question, we conducted an
online survey that consisted of four differentmeasures. Since there is no standardized and
validated measurement for dispositional trust in automation or a specific tool to measure
trust in AS, we adopted the 12 items from Singh et al. [17], which is the most widely
used measurement available to assess people’s propensity to trust in automation. To
measure the propensity to take risks, we adopted the 7 items from the Risk Propensity
Scale [14]. Individual factor questions were asked to identify individual differences
previously mentioned.

Four hundred participants residing in the United Stated were recruited via Amazon
Mechanical Turk, and we accepted three hundred and forty-four responses (N = 344)
based on a validation criteria. 48.58% of the respondents were female and 54.06% were
between 23 and 38 years old. For education, 59.29% of participants held a bachelor’s
degree or higher. Participants were given $1 (US) for their participation after completing
the survey. To better analyze the age groups, we classified the participants as Gen Z (up
to 22 y o), Millennials (23–38y.o), GenX (39–54 y.o), Boomers (55–73 y.o), and Silent
Generation (74–91 y.o), as adapted from Strauss and Howe [19].

5 Results

We ran independent linear regressions to investigate the correlation between trust in AS
and propensity to take risks. In addition, we investigated if age, gender, and education
are correlated with them. We found a negative correlation between trust in AS and
propensity to take risks (p= 9.07 * 10−06) and a weak correlation with age (p= 0.0348),
in whichGenX participants (39–54) are the ones with lower levels of trust. No significant
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correlation between gender and propensity to trust in AS were found (p = 0.649), and
both male and female followed a similar pattern regarding their trust scores. Although
no correlation was found between trust in AS and education, our dataset shows that
participants with advanced degrees (master or doctorate degree) and those with less than
high school are the ones with the lowest scores on trust in AS. Regarding the propensity
to take risks, we found significant correlation with gender (p = 3.46 * 10−05), in which
men exhibited a higher tendency to take risks. Age also presented significant correlation
(p = 0.000143), and Millennial and GenZ respondents were the ones more willing to
take risks. No correlation was observed between risk and education (Table 1).

Table 1. Estimated parameters of linear regression models for trust in AS and propensity to take
risks

Dependable variable: trust in AS Dependable variable: propensity to take risks

Predictors SE t p-value Adjusted
R2

Predictors SE t p-value Adjusted
R2

Risk 0.06999 −4.506 9.071 * 10−06 0.05329 – – – – –

Age:
GenX

1.877 −2.199 0.0348 0.01804 Age:
Millenials

0.9578 3.847 0.000143 0.05806

Gender:
Male

0.8608 −0.612 0.541 −0.003318 Gender:
Male

0.6306 4.196 3.46 * 10−05 0.04632

Education 1.4916 1.524 0.05716 0.02087 Education 1.13078 1.318 0.3898 0.001432

6 Discussion

This study employed self-report questionnaires to investigate if the influence of an indi-
vidual’s propensity to take risks influences trust in human-AS interactions, as a disposi-
tional trust factor. We postulated that propensity to take risks and individual differences
– age, gender, and education – are humans’ dispositions correlated to trust in AS. Fur-
thermore, we also hypothesized that these individual differences are correlated with
participants’ propensity to take risks. We confirm that propensity to take risks is stat-
ically significant and negative correlated to trust in AS, and higher the propensity to
take risks, the lower is the trust in AS. This result corroborates previous findings that
trust decreases with increased risk. In other words, participants with low risk seeking
tendencies will trust more in AS when compared to high risk seeking participants. The
tendency of taking risks does not mean that individual trust in the technology involved
in the given risky situation. Therefore, further studies must be developed to better under-
stand the differences, similarities, and the effects of propensity to take risks and the
perception of risks in AS.

Regarding individual differences, we found different results from previous studies.
Our results show that although males have slightly higher scores on trust in AS, they
presented the same pattern of trust score distribution as females. Moreover, we found no
significant correlation between gender and trust in AS. We claim that before completely
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rejecting the hypothesis that gender does not present a significant correlation with trust
in AS, further investigation must be done with the application of different statistical
models and the replication of the survey with a more diverse sample. We also could
not accept the hypothesis that higher the obtained education level, the higher would
be the trust in AS and the propensity to take risks. In the present study, we find no
significant correlation between education level and trust in AS. In fact, we found that
both participants with advanced degrees (masters and doctorate) and participants who
do not finish high school presented the lowest score on trust. In contrast, participants
with a bachelor’s degree were the ones with the highest trust score. This is an interesting
finding that must be further investigated since it can be associated to different trust
components. First, a greater amount of specialized information might decrease trust in
AS, as well as the lack of knowledge, in which the variable is not education but the
knowledge calibration. Second, advanced degree attainment might be related to older
participants, like GenXwho presented the lowest level of trust in AS; thus the variable is
not related to education but age. Importantly, our results show that Gen Z, male, and with
a bachelor’s degree is the personification of an individual who presents higher levels of
trust in AS.

This topic presents unique challenges, like the difficulty of manipulating risks in a
laboratory environment and technology access. Fully autonomous traffic, for example,
does not yet exist and research on how people behave towards this type of AS is nearly
absent or simulated [9]. In general, our findings provide evidence that the propensity to
take risks is a dispositional factor that affects dynamic human-agent trust formation and
should be analyzed as a different aspect from the situational perception of risks.

7 Final Considerations

With the rapid advancement of artificial intelligence technologies and the increased inter-
est from home goods, automobile, and tech industries, it can be expected that humans
will havemore opportunities to interact and collaborate withAS in our daily lives. Exam-
ining the effects of human-AS interactions on how trust is established and maintained
is becoming an important and challenging priority. This research aims to shed light on
the formation and calibration of trust in human and AS interactions, focusing on the
influence of the propensity to take risks as a dispositional trust factor. By having a better
understanding of individual differences and dispositional factors it will be possible to
support the development of AS that are human-centered, which not only focuses on
technology improvements such as system transparency but also reflects the individual
propensity to take risk. Thus, personalized solutions to mitigating risks might depend
on the capability to identify users’ profiles that are most vulnerable in AS cybersecurity
or other types of risks. Our findings provide information about the human factors that
mediate human-AS interactions and thereby influence trust.
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Abstract. An issue of increasing importance in the past few years has been what
is generally referred to as “fake news”. Although there is considerable evidence
of such deceptive communication over many centuries, the sheer difference in
deception techniques of such communication in an electronic environment has
allowed the perpetrators the ability to disguise it in many forms that could not
be seen in communication vehicles as print or electronic media such as radio or
television. Techniques developed in the context of storable electronic information
have allowed fake news items to take on a wider variety of disguises. In addition,
with the access to electronic information being available in recent years to a large
percentage of the world’s population, the effect of such misleading information
has had a much wider sphere of impact. As a consequence, many actors have
developed sophisticated tools to convince even very diligent readers of the legiti-
macy of the false information purveyed. Many examples of this arose in the 2016
United States Presidential election. In particular, many items, supposedly from the
Russian government, were aimed at reducing the African-American participation
in that election. Our research attempted to assess the effectiveness of those attacks.

Keywords: Fake news · Historically Black Colleges and Universities · satire ·
COMPROP

1 Introduction

Perhaps the most recent and consequential examples of “fake news” stem from the 2016
UnitedStates Presidential Election. This has been discussedwidely inmanypublications.
In particular, we aimed to measure the impact of “fake news” on readers’ susceptibility
depending on the type of subject of such news. In particular, we aimed to measure
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the impact of “fake news” on readers’ susceptibility depending on the news subject
type. It is now known from the Oxford University Computational Propaganda Research
Project (COMPROP) that many posts were directed at reducing the participation of the
African-American community in the 2016 US Presidential Election.

In our research, we have developed a test to try to determine “a susceptibility factor”:
to whether or not an audience of primarily African-American undergraduate students at
two “Historically Black” universities (HBCUs) were likely to accept as a level of belief
in a whole range of news through websites that might be considered truthful or “fake
news”.

For the test, we collected 25 news items which were either presumed to be true, were
false items of a general character, and false items specifically aimed at the African-
American community. Through a number of measures, we determined the level of
believability in each item, and also the level of intensity of feeling in each item as
well.

For one-half of the test participants chosen at random, a session on detection of
“fake news” developed by the authors prior to the participants taking the test; the other
participants were not provided with such instruction.

In this paper, we report on the results of our findings in this regard, both in terms
of the levels of believability and intensity of feeling for all participants, as well as any
differences that can be attributed to the prior instruction.

2 The Impact of Fake News on African-American Voters

There has been a substantial rise in recent years in the propagation of false informa-
tion intended to confuse persons in a target environment, a methodology that has been
normally referred to as “fake news”.

This has become a global phenomenon, and perhaps the leading analysis of this phe-
nomena has been developed as part of the Oxford University Computational Propaganda
Research Project. [1]

In our case, we have attempted to develop further analysis of the impact of such
“fake news” on a specific target population, the African-American population which
had been subjected to attacks of such misinformation, particularly in the lead up to the
2016 United States Presidential election.

In order to try to determine the impact of such a strategy, we have surveyed an
audience of primarily African-American students at two HBCUs (or Historically Black
Colleges and Universities). By providing a series of test items, we tried to measure the
impact of various types of information provided to such an audience and measure their
reaction to such items.

The participants were provided with a set of 25 news or information items, which in
all fell into three categories: (a) presumably true or real items (R); (b) false items that
could be considered “fake news” (F), many specifically aimed at the African-American
community; and (c) false items that could be considered as satire (S), or items specifically
labeled as being false.

The reactions that participants were asked to provide were based on an intensity
level, using a Likert scale from 1 to 5 with respect to the following types of reaction:
anger, disbelief, information level, agreement, satisfaction, incredulity, or believability.
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3 Research Design

The items in Table 1 below constituted the subject matter for the test. These items were
provided to the participants in one of two formats: in some cases, as the relevant URL
for the participants to view online, and in other cases, as a screen shot or photocopy
of the relevant page. The 25 items are drawn from many sources, as indicated by their
heading or title, and their Web site or other location. Also, a number of the items were
identified as having content particularly aimed at the African-American community (AA
Oriented).

Table 1. Test items.

Item Heading or title Web or other site Category AA oriented

1 “Florida Millionaire
Arrested after Authorities
Discover Over 700 Bodies”

EmpireNews.net Fake

2 “Amazon Releases Crazy,
Trash-talking Speaker”

CBSnews.com Real

3 “Never Forget Eric Garner” comprop.oii.ox.ac.uk Fake Yes

4 “Uber Controversy: How
Uber has Partnered with
Mafia”

humoropedia.com Satire

5 “Invasion Begins! Migrant
Caravan Arrives at
US/Mexico Board”

infowars.com Fake

6 “Mitt Romney Considering
Dropping out, Buying
Canada Instead”

currantdaily.com Satire

7 “Washington State Highway
Closed after Cars get
Trapped in Tumbleweeds”

huffpost.com Real

8 “I Won’t Vote. Will You?” BlackMatters facebook
(closed)

Fake Yes

9 “Mozart Was Black.” i.stack.imgur.com Fake Yes

10 “Vegetarianism More
Dangerous Than Smoking”

currantdaily.com Satire

11 “What’s 50 Cent’s phone
number? The weird inquiries
made to the Foreign Office”

news.sky.com Real Yes

12 “Media Alert: Jack
Burkman, Jacob Wohl
present bombshell
witness/evidence”

Twitter.com Fake

(continued)
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Table 1. (continued)

Item Heading or title Web or other site Category AA oriented

13 “Before You Vote-Listen to
MJ”

BlackMatters facebook
(closed)

Fake Yes

14 “Wakanda free trade
forever? Fictional nation
removed from US trade list”

reuters.com Real Yes

15 “5 of the least ethical
medical experiments in
modern history”

cracked.com Satire

16 “Random: what’s your
talent??? Me: I’m black.”

me.me Fake Yes

17 “Washington State Highway
Closed at after Cars get
Trapped in Tumbleweeds”

huffpost.com Real

18 “All we have to do is stand
up and their little game is
over”

democraticunderground.com Fake Yes

19 “Amazon Releases Crazy,
Trash-talking Speaker”

humoropedia.com Satire

20 “A Bull has an afternoon
boat in Baltimore”

npr.org Real Yes

21 “The stories from 2019
YouTube hopes you forgot”

cracked.com Satire

22 “Zombie Preparedness” cdc.gov Fake

23 “Black College Students are
not excited this election,
think Hillary’s a liar”

dailycaller.com Fake Yes

24 “Thief hijacks band of
lobsters, crashes into another
lobster truck”

nypost.com Real

25 “Trump Warns that Florida
recount could set dangerous
precedent a person with the
most votes winning”

newyorker.com Fake

It should be noted that the Oxford University COMPROP identified many efforts of
the Russian government, through a government entity identified as “IRA” or Internet
ResearchAgency.Wehave used examplesOxford has identified as having been produced
by this IRA in items 3, 8, 9, 13, 16, 18 and 23 above. In the text below, when we mention
“Russia” it is in particular reference to this “IRA”.
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These test items were given to 47 test participants at the participating universities,
Xavier University of Louisiana in New Orleans and Johnson C. Smith University in
Charlotte, North Carolina. The participants were asked to classify each of the 25 items
as fake news (F), real (R), or satire (S). In addition, a subset of the test participants was
also given preparation in terms of a document entitled “Training Module for Fake News
Detection” [2].

The results of the survey were analyzed with respect to several subsets as described
in Table 2 below.

Table 2. Respondents to test items.

Respondents n % CORRECT
CHOOSING F

% CORRECT
CHOOSING R

% CORRECT
CHOOSING S

All 47 34.0% 38.0% 29.8%

African-Americans
(AA)

41 33.5% 34.8% 29.7%

Others 6 26.4% 59.5% 30.6%

Persons receiving
Training Module

12 42.4% 44.0% 34.7%

Not receiving Training
Module

35 31.2% 35.9% 28.1%

Reviewed URL when
responding

24 35.8% 42.3% 34.0%

Reviewed screenshot 23 32.2% 33.5% 25.4%

Subjects with
African-American
content

47 28.6% 47.3% 29.3%

African-American
responders to AA
content

41 29.0% 47.4% 30.1%

Other responders to
AA content

6 25.9% 46.3% 24.1%

4 Analysis of Results of F-R-S Choice

There are several interesting conclusions that can be drawn from the results in the above
table. First, the selection of certain of the respondents to receive prior instruction based
on techniques for discerning that publications may constitute “fake news” had an effect
on the overall ability of the respondents to correctly identify the nature of the test items.
Perhaps most important, though the participants who received this prior instruction were
able to determine the “fake news” items 8.4%more often than the entire group, and 11.2%
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better than those who had not received such prior instruction notes. In addition, this also
enabled the respondents with those notes to improve their score on recognizing both real
news items and satire between 5 and 6 per cent.

A second division of the participants, also shown in Table 2 depended on whether
they received the test items electronically as a URL or by viewing a screenshot, and
the URL version was slightly better in every case, and almost 10% better in the case of
recognizing the real items and the satire.

There are several interesting conclusions that can be drawn from the results in the
above table. First the selection of certain of the respondents to receive prior instruction
based on techniques for discerning that publications may constitute “fake news” had
an effect on the overall ability of the respondents to correctly identify the nature of the
test items. Perhaps most important, though the participants who received this breathing
were able to determine the “fake news” items 8.4% for often than the entire group, and
11.2% better than those who had not received such prior instruction. In addition, this
also enabled the respondents with those notes to improve their score on recognizing both
real news items and satire 5 between 5 and 6%.

5 Analysis of Study of “Impressions”

Therewere a number of interesting conclusions that could be drawn from the respondents
weighting of answers concerning their impressions or feelings upon conducting the
survey. These responses were analyzed with respect to the Likert scale, with particular
attention to the predominance of answers that tended to side with agreement on each of
the topics.

The specific use of the Likert scale (1 to 5) is described in Table 3 below.

Table 3. Use of the Likert scale.

Level of agreement Scale

Strongest agreement 5

Strong agreement 4

Moderate agreement or disagreement 3

Somewhat disagree 2

Strongly disagree 1

As indicated above, for each test item 1–25, the participants were asked to provide
their impressions on a number of categories, based on an intensity level, using the Likert
scale described in Table 3with respect to the following types of reaction: anger, disbelief,
information level, agreement, satisfaction, incredulity, or believability.

The test items that registered the strongest level of reaction (averaging above 2.5 on
the average of Likert scale values are described in Table 4.
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Table 4. Respondents to test items.

Type of reaction Items > 2.5 as % of all responses Test Items, ranked from highest value
to lowest value above 2.5

Anger 12% 3, 8, 5

Disbelief 60% 1, 4, 10, 9, 14, 24, 11, 5, 19, 6, 12, 7, 8,
13, 22

Informative 16% 3, 15, 18, 2

Agreement 16% 3, 18, 15, 13

Satisfaction 4% 3

Incredulity 4% 1

Believable 32% 3, 18, 2, 15, 20, 21, 25, 23

One particular case in point was item 3 on the test, the “Eric Garner” item, which
raised the highest levels of anger, informative, agreement, satisfaction, and believability.
This particular item has been classified as “fake news” as part of the Russian-based
propaganda, nevertheless it seems to have had a greater impact.

It should be noted that although the Eric Garner entry is fake, the actual death of
Eric Garner was widely discussed and reported as Mr. Gardner was killed in Brooklyn
by being choked to death in 2014 by New York City police officers [3].

Of the items that seemed to register the greatest anger in the respondents were the
Garner item (3), another Russian propaganda item “I won’t vote. Will you” (8) and item
5 “Invasion begins” on illegal migration, not particularly an African-American issue,
but one related to other cultures, yet perhaps appealing to a minority audience. It should
be noted that all three items 3, 5, 8 are considered “fake news”.

Although 15 of the 25 items (60%) registered very high in Disbelief, it should be
noted that the highest ranking was indeed a false item, “Florida Millionaire Arrested
after Authorities Discover Over 700 Bodies” (1). Less than half of the 15 were actually
false (7/15) and 4 were satire and 4 were real.

Of the 4 items that were considered highly Informative, including the Eric Garner
item was another Russian-based faith item “All we have to do is stand up” (18); and a
humorous item about an Amazon device (2).

Items that registered high degrees of Agreement were led by the Eric Garner item,
but also the fake item “All we have to do is stand up” (18) and the Michael Jackson
item “Before You Vote-Listen to MJ” (13) and “Random: what’s your talent??? Me: I’m
black.” (16). All of these were false.

Eight items registered above average in terms of Believability. Half were fake and
one-quarter each were real and satire.

“Zombie Preparedness”: One interesting set of responses arose from test item
(22) on “Zombie Preparedness”, which actually appears in a United States government
website, for the Centers for Disease Control, www.cdc.gov. Although the meaning of
this government website was probably satirical, 12.7% of participants felt this item was
real, 55.3% felt it was fake, and only 31.9% that it was satire.

http://www.cdc.gov
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6 Conclusions

There is significant evidence that items of fake news which were directed in part as a
deliberate disinformation campaign by Russian interference in the 2016 election would
have had a significant impact on African-American college students at two Historically
Black Universities. In particular, a few of these items registered highest on the scales
of raising anger engendering agreement, registering satisfaction, and being believable.
This underlines the prior research that has been conducted on the impact of what has
been called “fake news”. However, on the other hand, our research has shown that the
ability to mitigate these results can be done if the consumers of such fake news are given
prior training in how to observe what is read from a political point of view, as was done
with the subset of the test participants and reported in Sect. 3 above.

We alsowish in futurework to extend this exploratory study to a larger scalemultisite
study.
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Abstract. Keystroke dynamics has been recently proved to be an effective behav-
ioral measure to detect subjects who provide false demographic information in
online contexts. However, current techniques still suffer from some limits that
restrict their practical application, such as the use of errors as a key feature to
train the lie detectors and the absence of normalized features. Here, an exten-
sion of a keystroke dynamics technique, which was recently proposed to detect
faked identities, is reported with the goal to overcome these limitations. Using a
Quadratic Discriminant Analysis an accuracy up to 92% in the identification of
faked identities has been reached, even if errors were excluded from predictors and
normalized features were included. The classification model performs similarly to
those previously proposed, with a slightly lower accuracy (−3%) but overcoming
their important practical limitations.

Keywords: Keystroke dynamics · Lie detection · Identity verification

1 Introduction

In the current historical and cultural framework, identity verification is an increasingly
urgent problem. Faked identities are used for a wide range of criminal purposes, both in
the realword and in the internet environment [1]. Concerning online security, the scenario
becomes very intricate: identity alteration is common in social networks profiles [2] and
often used with malicious intents (e.g., child grooming); identity thefts and frauds are
often means to perpetuate illegal business and financial crimes. To deal with this issue,
the research focused on techniques for identity verification that are based on the study
of human behavior and, in particular, the study of the interaction between the user and
the computer [3]. One of the most investigated measures is keystroke dynamics. It gives
information about the typing pattern of the user who is engaged in typing a text on the
keyboard [4].
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Keystroke dynamics has been widely applied to the problem of user authentication
or identification as a behavioral biometric measure [5]. However, similarly to other
biometric techniques (e.g., fingerprint, face recognition) [6], it necessarily requires a
high level of knowledge about the user, as a specific training is needed to distinguish the
rightful user from the intruder based on their typing pattern [7]. Consequently, keystroke
dynamics as a biometric method cannot be used to spot faked identities in the absence
of ground truth.

More recent studies proposed to use keystroke dynamics as a lie detection tech-
nique [8], to spot people who self-declare false demographic information studying their
keystroke pattern, but without any previous knowledge about the user [9–11]. One of
these techniques has been proposed by Monaro et al. [10, 11] and consists of analyzing
the keystroke dynamics while the user is engaged in compiling a form asking for con-
trol (e.g., gender) expected (e.g. name, surname, date of birth) and unexpected identity
information (e.g., zip code, zodiac) [10, 11]. Control information is details about the
subjects which are easily verifiable, such as gender or ethnicity. Expected information
includes all the identity details which are commonly reported in the ID card or frequently
asked by online forms (e.g., to subscribe social networks, for the online banking authen-
tication). Unexpected information is details about the subjects’ identity which are not
usually asked, so the user is not prepared to provide them, such as the zodiac [12]. In
other words, liars cannot prepare the responses to these questions in advance. The use
of unexpected questions has proven to be an effective strategy to increase the proba-
bility of identifying liars [13]. Indeed, the liar needs to fabricate the fake response in
real-time, checking the congruency of the response with the other faked information and
maintaining credibility and consistency. This mental process results in an increment of
cognitive load and, consequently, at the typing level, in an increment of response time,
writing time and number of errors [11]. Based on these keystroke features, which were
collected while the subjects responded to control, expected and unexpected questions,
Monaro et al. have trained different machine learning classification models, reaching an
accuracy of 95% in detecting users who compiled the form providing false demographic
information [11].

Despite the excellent results, the technique proposed byMonaro et al. [10, 11] suffers
froma limitation: the accuracy of the detection algorithm ismainly based on errors, that is
the number of unexpected information for which the user does not know the answer. The
practical limitation is twofold: first, in the realistic application of the technique, the user
can simply avoid errors by searching the correct response on the internet. This increases
the overall response time, making the temporal features (e.g., the average typing speed,
the time between the presentation of the question and the first key pressed, etc.) more
central. Secondly, to calculate errors, a software that knows the correct response to all
possible questions is needed (e.g., the zip code of Tuscaloosa, Alabama State), which is
very expensive in computational terms. Moreover, the above mentioned works [10, 11]
do not take into account the individual differences in the typing pattern. For example,
people who are used to writing with a computer keyboard every day in their job are
basically more skilled than people who are not very familiar with the computer. In other
words, the users’ performance in typing faked or truthful demographic information is
not compared with their keystroke baseline.
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In this paper, we propose an extension of the keystroke dynamics technique to detect
faked identities proposed by Monaro et al. [10, 11], but avoiding to use errors as a
predictor of deception. Moreover, we performed a new feature extraction to obtain nor-
malized measures, which are independent from the users’ typing skills, and improve the
generalization of the classification models.

2 Dataset

The two open accessed datasets collected and released by Monaro et al. in [11] were
analyzed. The first dataset includes 60 participants who were recruited and performed
the experiment in the laboratories of the Department of General Psychology of the
University of Padova. The second dataset includes 145 participants who were recruited
online. Participants were instructed to respond truthfully or lying to control (n = 4),
expected (n= 8) and unexpected (n= 6) questions about their identity. Questions were
presented in the central part of the computer screen and the subject was asked to type
the response in a box, pressing ENTER to confirm the response and to pass to the next
question. Truth-tellers were instructed to complete the experiment providing their real
demographic information. Liars were asked, before starting the experiment, to learn a
fake identity from a false ID card and, afterward, to complete the experiment pretending
to be the person in the ID. For further details about the data collection procedure, see
[11].

The keystroke features collected by the authors [11] were the following: number of
errors (the number of fields for which incorrect information was entered), prompted-
firstdigit (the interval between the onset of the question on the computer screen and the
first key pressed), prompted-firstdigit adjusted GULPEASE (it is the prompted-firstdigit
adjusted using the GULPEASE Index, a readability index for the Italian language),
prompted-enter (the total time from the stimulus onset to ENTER), firstdigit-enter (the
time between the first key pressed and ENTER), time before enter key down (the time
between last key pressed and ENTER), answer length (the number of characters of the
response), writing time (the typing speed calculated dividing the firstdigit-enter for the
number of typed characters), down time (the timestamp for pressing each key), up time
(the timestamp for releasing each key), up and down time (the sum of down time and
up time for each key), press time (the duration between each key down and each key
up), flight time (the interleaving time between each key up and the next key down), di-
graphs (the sum of up time, down time or up and down time for two consecutive keys),
tri-graphs (to the sum of up time, down time or up and down time for three consecutive
keys), frequency of use of Shift, Del, Canc, Space and Arrows. For a more detailed
description of the keystroke features, see [11].

3 Methods

We identified eight new keystroke features in addition to those suggested in [11]. The
error rate has been completely excluded from the new set of features, overcoming the
limitation of the previous studies [10, 11]. Moreover, in order to minimize the data noise
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due to the inter-participants differences, all the features have been normalized consider-
ing the typing baseline of each user. Finally, different machine learning algorithms have
been trained using a leave-one-out cross validation technique.

3.1 Feature Extraction

As suggested in [13], we performed a preliminary feature selection based on the max-
imum correlation between the predictors and the dependent variable. Moreover, we
excluded the error rate and we removed those predictors that showed an inter-correlation
value higher than 0.85. Three features resulted to fit these constraints. In particular:
prompted-firstdigit adjusted GULPEASE, firstdigit-enter and, writing time.We grouped
these features by expected and unexpected questions, then, we calculated the average
and the SD of each group. Finally, for each feature, we subtracted the average and SD
of the expected group respectively from the average and SD of the unexpected group.
We obtained six new normalized features: delta mean prompted-firstdigit adjusted GUL-
PEASE (DMG), delta mean firstdigit-enter (DME), delta mean writing time (DMW),
delta SD prompted-firstdigit adjusted GULPEASE (DSDG), delta SD firstdigit-enter
(DSDE) and, delta SD writing time (DSDW). We considered all the possible feature
combinations that contains at least two predictors, obtaining in total 58 possible cases
(i.e. 26 − 6).

3.2 Learning Algorithms

For the prediction, we decided to evaluate four different ML classifiers. In particular:

1. Non-linear SVM with Gaussian Kernel. An SVM is an ML model for binary clas-
sification. The algorithm calculates the best hyperplane that separates the points
belonging to one class to the point belonging to the other. The Gaussian Kernel is
applied to patterns that are not linearly separable and maps the original points into
a new space.

2. Naive Bayes. It is a probabilistic classifier based on the Bayes theorem, with the
assumption that the predictors are independent. In training, it estimates the probabil-
ity distribution of the predictors, while in testing it calculates the posterior probability
of the data. The classification is made on the base of the higher posterior probability.

3. Random Forest. It is an ensemble of decision trees. The classification is made from
each tree prediction. The class that receives more predictions from the decision trees
is chosen as the Random Forest predicted class.

4. Quadratic Discriminant. It is based on the assumption that the data of each class
derived from a normal distribution. In training, the algorithm estimates the Gaussian
distribution parameters of each class. In test, the trained algorithm selects the class
with the smallest misclassification cost.

3.3 Models Evaluation

To obtain robust models and to generalize as much as possible our results, we per-
formed leave-one-out cross-validation. This approach is similar to cross-validation but
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the number of folds is equal to the number of instances in the dataset [14]. Thus, the
test set is composed of only one instance and the training set is composed of all the
other instances. We iteratively applied the leave-one-out cross-validation to both offline
and online datasets and trained our models with 5-fold cross-validation. To improve the
accuracy and the generalization of our algorithms, we performed a feature selection.
For each of the four algorithms presented in Sect. 3.2, we evaluated all the possible
combination of features presented in Sect. 3.1 and selected the set of predictors that
maximized the validation accuracy of every fold of the leave-one-out cross-validation.
Finally, for each ML algorithm, we calculated the global classification accuracy as the
average of all the test sets predictions (i.e. 60 for the offline dataset and 145 for online
dataset). A summary diagram of the process is presented in Fig. 1.

Fig. 1. Summary of thewhole process, applied for all the four SVM,Naive Bayes, RandomForest
and Quadratic Discriminant algorithms

4 Results and Discussion

In this section, we discuss the results obtained by our models for both the offline and
online datasets, analyzing the role of the individual features in the prediction of liars and
truth-tellers behaviors.

Offline Dataset. In Table 1, we report the prediction accuracy of each classifier on the
test set. For this dataset, we are able to achieve 92% accuracy with Quadratic Discrim-
inant. In particular, the accuracy obtained with this algorithm is comparable with the
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best accuracy obtained by Monaro et al. [13], but without using the error rate feature.
Moreover, our models outperform those trained without the error rate feature presented
in [13], improving accuracy by more than 20%. This demonstrates also that the new set
of feature significantly improves prediction performance. To understand which features
are most involved in the prediction, we calculated the frequency of each selected set of
features in validation (see Fig. 2). The results show that DMG is always used as a feature
for all the models and the second most used is DSDG (80% on average), except for the
Naive Bayes. The most used feature combination resulted to be DMG, DME, DSDG
and, DSDW.

Table 1. Accuracy (Acc) results of our models for the offline and online datasets. In the table are
reported also precision (Prec), recall (Rec) and, F1 score (F1).

Model Offline dataset Online dataset

Acc Prec Rec F1 Acc Prec Rec F1

SVM 0.87 0.82 0.93 0.88 0.90 0.93 0.88 0.90

Naive Bayes 0.87 0.89 0.83 0.86 0.81 0.95 0.70 0.81

Random Forest 0.85 0.84 0.87 0.85 0.86 0.88 0.88 0.88

Quadratic Discriminant 0.92 0.90 0.93 0.92 0.85 0.88 0.85 0.87

Online Dataset. For this dataset, the best model resulted to be the non-linear SVM
Gaussian Kernel classifier, see Table 1. This model achieves an accuracy comparable to
[13], without using the error rate feature. Moreover, the performances of our algorithms
are comparable also to our results obtained for the online dataset. This demonstrates that
our algorithms cangeneralizewell the problemof classifying participants as liars or truth-
tellers also in different scenarios. As for the online dataset, the most involved feature
in the prediction remains the DMG (see Fig. 2). It is always present in every model,
confirming the robustness of this parameter. Compared to the online dataset, DSDG
significantly decreased its frequency in particular for SVM but remains a top predictor
for the Quadratic Discriminant. DME, DMW, DSDG and, DSDE show a similar overall
frequency, respectively 68%, 60%, 66% and, 63%. The most used feature combination
resulted to be DMG, DME, DSDG and, DSDE, differing to the online dataset by only
the last feature.

To conclude, we showed that excluding errors as predictors it is still possible to
reach a good accuracy in detect deception based on the keystroke pattern. Indeed, our
model performs similar to those proposed by [13] with a slightly lower accuracy, but
overcoming the important limitation of calculating errors, both for offline and online
datasets.
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Fig. 2. Frequency of predictors after feature selection process for both offline and online dataset.
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Abstract. Humans continue to be considered as the weakest link in securing
systems.While there are a variety of sophisticated system attacks, phishing emails
continues to be successful in gaining users attention and leading to disastrous
security consequences. In designing strategies to protect users from fraudulent
phishing emails, system designers need to knowwhich attack approaches and type
of content seems to exploit human limitations and vulnerabilities. In this study, we
are focusing on the attackers’ footprints (emails) and examining the phishing email
content and characteristics utilizing publicly available phishing attack repository
databases. We analyzed several variables to gain a better understanding of the
techniques and language used in these emails to capture users’ attention. Our
findings reveal that the words primarily used in these emails are targeting users’
emotional tendencies and triggers to apply their attacks. In addition, attackers
employ user-targeted words and subjects that exploits certain emotional triggers
such as fear and anticipation. We believe our human centered study and findings
is a critical step forward towards improving detection and training programs to
decrease phishing attacks and to promote the inclusionof human factors in securing
systems.

Keywords: Human factors · Phishing email · Cybersecurity · Emotion ·
Psychology

1 Introduction

Humans are often considered the weakest link in cybersecurity. With the help of Social
engineering, attackers are exploiting many human tendencies to persuade them to have
access to the system. Social engineering is the psychological manipulation of people to
make them give up their confidential information [1]. The increasing amount of techno-
logical communication tools (email, text messaging) are paving the way for attackers to
grab users’ attention in different means and at the same time creating new threat land-
scapes for social engineering attacks. Nowadays, attacks by utilizing social engineering
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are one of the advanced persistent threats by exploiting a higher amounts of users’ per-
sonally identifiable information. One such example is phishing emails which are the
consistent and successful attacks that any organization is facing over time. Phishing
is the attempt to access individuals’ systems to obtain information, for example, user-
names, passwords, and credit card details and so on and it usually is carried out by email
spoofing and distribution of email with noticeable contents and topics [2, 3]. This is one
of the most common and frequent cyberattacks that leave a great effect (both economi-
cally and reputation) on any organization and government. The practice of phishing was
originated via AOL floppy disk when individuals were not willing to pay for internet
access and used alternative of thirty days free trial and is termed as “phishing” on the 90’s
[4]. Some found a way to change their screen name as if they were AOL administrators
and were able to “phish” for log-in credentials to continue accessing the Internet for free
[4]. By definition, “phishing” is an attempt, via message and email to catch the attention
of computer users to reveal sensitive personal information such as passwords, date of
birth, credit cards, and social security numbers and so on.

Phishing attacks can be proved dangerous for an organization if their employees get
trapped by legitimate-looking phishing emails. There are several countermeasures that
are developed to prevent and minimize phishing attacks and its harmful consequences
such as risk of losing money/personal information and reputation. For example, secu-
rity awareness training programs, detection models, and so on. While there are studies
in effective countermeasures through security awareness training programs and detec-
tion models [5, 6] much of the research focuses on building a system that can detect
phishing emails by senders’ domain names, associated email addresses, and URLs to
determine maliciousness. However, phishing attackers are continuing to generate mali-
cious emails that are successful in catching users’ attention using innovative ways that
are more sophisticated and preys on the human susceptibilities. While state-of-the-art
cybersecurity countermeasures are taken at the system level to prevent and filter phishing
emails, there are very few studies that focus on the patterns, evolution of attack types
and users’ emotional elements associated with phishing emails. In particular, an analysis
of the phishing email content is a critical step towards decreasing phishing attacks that
prey on human vulnerabilities.

In our study, we have studied through a knowledge-based approach (lexicon and
context) to extract and reveal different forms of historical phishing attack scenarios
and map the intention behind those. We believe this type of investigation can provide
insight on attack patterns and therefore, can help in developing security measures that
are appropriate.

2 Background

Social Engineering, in particular, Phishing attacks is a field of study that grabs the atten-
tion of many researchers in different fields and various systematic studies. A signifi-
cant number of researchers have investigated: URL based approaches, server-client-side
approaches, developing effective training programs, designing tools to detect phish-
ing in the system, and so on. For example, Google and Microsoft’s effectiveness of the
blacklists has been tested by the Phishing Detection Schemes approach to finding out the
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efficiency [7]. In recent years, increasingly there are other approaches such as automated
analysis and detection utilizing machine learning to detect phishing email websites and
other security related measures [8–11, 20]. Furthermore, Web page Content analysis for
phishing detection is a content-based approach to identify probable phishing websites
by storing and mining data [12–15]. There are even research studies that have conducted
hybrid approach of adopting URL based and web content-based approaches. For exam-
ple, a research team from Google accomplished a large-scale automatic classification of
phishing web pages [16] by analyzing both the URL and the content of the web pages.
URL analysis and phishing web content have been becoming in the spotlight to highlight
the ways of detecting phishing in electronic communication.

From the existing research, we can see that different approaches have already been
explored/employed to detect phishing emails through URL analysis, webpage content
analysis, phishing detection scheme, email content and other such mechanisms. Despite
all of these sophisticated technical methods to combat phishing email, attackers are still
finding their way to get into our inboxes/systems. Since phishing attacks typically target
users and take advantage of their human vulnerabilities there are typically two types of
methods used to increase detection: the automatic software detection and user awareness.
Most of the above research reviewed is based on highly technical perspective that is to
build and design a detection system. Our aim in this study is to address human factors
and human psychology behind the phishing attacks. Thus, we examined both users and
attackers to determine the most frequent type of phishing emails and to identify what
type of emotional plea is related to those patterns. We believe, our heuristic approach
will unfold initial critical details in order to form a rule-based test to create a mapping
of incoming phishing attacks.

3 Methodology

This section describes the process of screening and collecting phishing email samples
from two public phishing archives.

3.1 Data Collection

Our study mainly focused on content analysis of reported phishing emails from the
selected publicly available databases. Our selected 2 public databases are: “Berke-
ley Information Security Office” and “SecureIT-Kent State University”. Our study is
designed to conduct a content analysis of phishing emails with subject, contents, date,
time, compelling word and other information to gain a better understanding of the tech-
niques and language that have been used to catch users’ attention. Our collected total
phishing emails: N = 217. We retrieved the phishing email data from Berkeley Infor-
mation Security Office and SecureIT-Kent State University from the time interval 2015
to 2019.

3.2 Coding Strategy

In order to prepare the retrieved data for further analysis, we performed the following
coding steps.
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General Characteristics. Basic information was captured from the selected archives
which included Email subject; Email content (body); sending date, time and day; Com-
pelling words; presence of sender name and email (in Y/Yes or N/No format), used email
signatures, used legitimate logo; recipients’ email (Blind or Non-Blind format).

Subjects in Phishing Emails. To better analyze the phishing email content, we devel-
oped/categorized 10 types of subjects that attackers use to send phishing emails
(1) Online account (update, upgrade, verification, notification and so on), (2) Pay-
ment/transaction, (3) Document shared, (4) Tax/payroll, (5) Job hiring/business, (6)
Shipment, package delivery, (7) Audio message, (8) Education, (9) Donation and (10)
Others. Figure 1 shows the initial coding results and distribution of emails within each
of the 10 subject types.

4 Results

As stated above our goal in this study was to better understand historical attack types and
how they are related to human emotional vulnerabilities. Thus, we employed different
emotional plea types detection utilizing the integration of information from email body,
subject and most frequently used words.

We conducted our main content analyses approach was utilizing knowledge-based
techniques (in many cases, referred to as lexicon-based techniques) [18], utilize domain
knowledge to detect particular emotional plea types that present in content.

Sample Description and General Characteristics. Our overall email collection was
N= 215. All of the emails are from the publicly available databases. All of those emails
are classified in 10 Subjects. Based on knowledge-based approaches and depending on
the context of the email, we were able to calculate the frequency of the emails in each
subject. The most frequently used Subject of capturing users’ attention is through online
account verification, update, confirmation, validation aspect which is 23.26% of the total
amount of collection, see Fig. 1. The second most frequent is Shared document where
users are sent a different kind of attachment via google drive, doc, dropbox with the
URL link to open which is arguably the most efficient way to get users to click a link
which makes up the 18.6% of the emails.

From our collected data and analysis, it appears that users usually open emails if it
is regarding a payment, transaction or bank related issues which leads to the 3rd most
frequent (17.2%) Subject type of phishing emails followed by Audio call (9.77%) with
URL link job/business posting and then (8.37%), Education and school-related topics.
Additional Subjects included, urgent notification from admin, HR, faculty, chancellor
and so on (6.51%), shipment/order/package delivery mostly with Fedex using legitimate
logos (4.65%), Donation for diseases (1.86%) and some other random topics which
includes 4.19% of overall phishing emails in our analysis.

We also analyzed another variable in our dataset such as the logos that were included
in the email body. The percentage of email including logos seems significant which is
more than one-fourth of the total amount (28.37%). The most frequently used logo
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Fig. 1. Results of content analysis of phishing emails

is from Microsoft, google doc and FedEx. Another significant variable collected from
archives is a URL link attached to the email body. The proportion of this occurrence is
0.637 (63.7%).

Users’ Emotion Classification. To classify the emotional plea typically there are two
ways of analyzing. One is semantic information that humans like to present based on
what they want to say and the other is the consideration of environment and psychology
[17]. For our analysis, we are following content and compelling words to extract emo-
tional tendencies and triggers. To conduct this emotional plea extraction from context
information, we input and coded each sentence as the combination of content word and
emotional triggered words. For our dataset most of the sentences were content words.
For emotional trigger detection, these words supply the basic emotion values or connec-
tion. In our analysis, we manually coded words used in most frequent types of phishing
emails shown in Fig. 1. Then, we classify those words in the most used affect categories
of the word in the lexicon: anger, anticipation, disgust, fear, joy, negative, positive, sad-
ness, surprise, trust. Results show that fear, anticipation, and trust (29.17%, 23.61%, and
20.83%) are the most frequent emotional triggers used in our phishing email dataset

5 Discussion

In this study we conducted a systematic analysis of historical phishing emails to examine
the most frequent emotional triggers and subject types used. Our results show that phish-
ing emails often use subjects that are related to a user’s online account to gain users’
attention (23.26%). This type of luring is quite convincing sincemost users havemultiple
online accounts and keeping track of them is a challenge. For example, common words
used in the subject of the phishing email such as, declined, suspend, confirmation, update,
exceeded preys to our human limitations. Exploiting such limitations may further trig-
ger human emotional vulnerabilities that are based on “fear”, “anticipation”, and “trust”
[19] that we found most frequent emotion category in Fig. 1. Similarly, shared document
and payment/transaction email subjects may raise curiosity for further investigation to
take action which again may trigger “anticipation”, “trust, and “curiosity”. When we



54 T. Sharma and M. Bashir

classified users’ emotional triggers we find that the 3 primary exploited emotional trig-
gers used in these emails are “fear”, “anticipation” and “trust” respectively. While in
this paper we report our preliminary analysis, we believe our classification of phishing
email content into subject types and identification of emotional triggers often used is
novel and an essential step in decreasing or preventing phishing emails. In addition, our
extracted emotional triggers and frequency of words in the email content further solidify
the importance of considering human factors in any security system. Furthermore, the
results from this study can be used to improve employee and user trainings to combat
phishing email attacks.

References

1. Krombholz, K., Hobel, H., Huber, M., Weippl, E.: Advanced social engineering at tacks. J.
Inf. Secur. Appl. 22, 113–122 (2015)

2. Ramzan, Z.: Phishing attacks and countermeasures. In: Handbook of Information and
Communication Security, pp. 433–448. Springer, Heidelberg (2010)

3. Van der Merwe, A., Loock, M., Dabrowski, M.: Characteristics and responsibilities involved
in a phishing attack. In: Proceedings of the 4th International Symposium on Information and
Communication Technologies, pp. 249–254). Trinity College Dublin (January 2005)

4. Rekouche, K.: Early phishing. arXiv preprint arXiv:1106.4692 (2011)
5. Abawajy, J.: User preference of cyber security awareness delivery methods. Behav. Inf.

Technol. 33(3), 237–248 (2014)
6. Shackleford, D.: Cyber threat intelligence uses, successes and failures: the sans 2017 cti

survey. SANS, Tech. rep. (2017)
7. Ludl, C., McAllister, S., Kirda, E., Kruegel, C.: On the effectiveness of techniques to detect

phishing sites. In: International Conference on Detection of Intrusions and Malware, and
Vulnerability Assessment, pp. 20–39. Springer, Heidelberg (July 2007)

8. Dong, Z., Kapadia, A., Blythe, J., Camp, L.J.: Beyond the lock icon: real-time detection of
phishing websites using public key certificates. In: 2015 APWG Symposium on Electronic
Crime Research (eCrime), pp. 1–12. IEEE (May 2015)

9. Sharma, T., Bambenek, J. C., Bashir, M.: Preserving privacy in cyber-physical social systems:
an anonymity and access control approach (2020)

10. Rahman, S., Sharma, T., Reza, S.M., Rahman, M.M., Kaiser, M.S.: PSO-NF based vertical
handoff decision for ubiquitous heterogeneous wireless network (UHWN). In: 2016 Inter-
national Workshop on Computational Intelligence (IWCI), pp. 153–158. IEEE (December
2016)

11. Dong, Zhang, Y., Egelman, S., Cranor, L., Hong, J.: Phinding phish: evaluating anti-phishing
tools (2007)

12. Xiang, G., Hong, J., Rose, C.P., Cranor, L.: Cantina+: A feature-rich machine learning frame-
work for detecting phishing web sites. ACM Trans. Inf. Syst. Secur. (TISSEC) 14(2), 21
(2011)

13. Mohammad, R.M., Thabtah, F., McCluskey, L.: Predicting phishing websites based on self-
structuring neural network. Neural Comput. Appl. 25(2), 443–458 (2014)

14. Abbasi, A., Zahedi, F.M., Zeng, D., Chen, Y., Chen, H., Nunamaker Jr., J.F.: Enhancing
predictive analytics for anti-phishing by exploiting website genre information. J. Manag. Inf.
Syst. 31(4), 109–157 (2015)

15. Sharma, T., Bashir, M.: Privacy apps for smartphones: an assessment of users’ preferences
and limitations. In: 22nd International Conference on Human-Computer Interaction (2020)

http://arxiv.org/abs/1106.4692


An Analysis of Phishing Emails 55

16. Whittaker, C., Ryner, B., Nazif, M.: Large-scale automatic classification of phishing (2010)
17. Cambria, E.: Affective computing and sentiment analysis. IEEE Intell. Syst. 31(2), 102–107

(2016)
18. Taboada, M., Brooke, J., Tofiloski, M., Voll, K., Stede, M.: Lexicon-based methods for

sentiment analysis. Comput. Linguist. 37(2), 267–307 (2011)
19. Seyeditabari, A., Zadrozny, W.: Can word embeddings help find latent emotions in text?

Preliminary results. In: The Thirtieth International Flairs Conference (May 2017)
20. Shovon, A.R., Roy, S., Sharma, T., Whaiduzzaman, M.: A restful e-governance application

framework for people identity verification in cloud. In: International Conference on Cloud
Computing, pp. 281–294. Springer, Cham (June 2018)



Generation of User Profiles in UNIX Scripts
Applying Evolutionary Neural Networks

Jairo Hidalgo1(B), Cesar Guevara2(B), and Marco Yandún1(B)

1 Universidad Politécnica Estatal del Carchi, Tulcán, Ecuador
{jairo.hidalgo,marco.yandun}@upec.edu.ec
2 Universidad Tecnológica Indoamérica, Ambato, Ecuador

cesar.guevara@uti.edu.ec

Abstract. Information is the most important asset for institutions, and thus ensur-
ing optimal levels of security for both operations and users is essential. For this
research, duringShell sessions, the history of nine users (0–8)whoperformed tasks
using the UNIX operating system for a period of two years was investigated. The
main objective was to generate a classification model of usage profiles to detect
anomalous behaviors in the system of each user. As an initial task, the information
was preprocessed, which generates user sessions Sum, where u identifies the user
and m the number of sessions the user has performed u. Each session Sum contains
a script execution sequence Cn, that is Sum = {C1,C2,C3,…, Cn}, where n is the
position where the Cn command was executed. Supervised and unsupervised data
mining techniques and algorithmswere applied to this data set as well as voracious
algorithms, such as the Greedy Stepwise algorithm, for attribute selection. Next, a
Genetic Algorithmwith a Neural Network model was trained to the set of sessions
Sum to generate a unique behavior profile for each user. In this way, the anomalous
or intrusive behaviors of each user were identified in a more approximate and
efficient way during the execution of activities using the computer systems. The
results obtained indicate an optimum pressure and an acceptable false positive
rate.

Keywords: Artificial intelligence · Ehavior profiles · Neural networks · Genetic
algorithm · Sistema operativo UNIX

1 Introduction

Currently, information security is one of themost important concerns in themanagement
of information systems. Data are the most important assets of any institution and must
be protected and guarded against any attempted attack or intrusion. A computer attack,
as presented in [1], can be defined as an action of exploitation to take control to damage
a system. The intrusion detection systems (IDS), fulfill the function of monitoring and
analyzing anomalous activities on a server, on a host, or on a network.

In thework published by [3], the author proposes a cooperative cloud-based intrusion
detection and prevention systemcalledCl-CIDPS. This systemhas detection, prevention,
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and registration capabilities and applies signature and anomaly detection mechanisms.
The Cl-CIDPS was evaluated using the network security simulator (Nessi2), which is
capable of testing detection units and communication schemes.

Another article presented by [4] describes a classification method based on a type of
a neural feedback network (feed-forward). This method uses an evolutionary algorithm
to determine the basic structure of the coefficients of the model. The results in the testing
phase applying several data sets showed that the proposed model is promising in terms
of its classification accuracy and the number of coefficients of the model.

In the article published by [5], the author proposes a binomial classifier of deep
learning for the network intrusion detection system. This model executes three differ-
ent experiments to determine the optimal activation function, to select more important
characteristics, and to test the proposed model for unseen data. The proposed classifier
outperforms other models with an accuracy of 98.99% and a false alarm rate of 056%
for unseen data.

This article is structured as follows. In Sect. 2, the materials and methods used
to develop the proposed model are presented. In Sect. 3, the process of information
analysis and the design of the behavior profile detection model are presented. In Sect. 4,
the results obtained both in training and in tests with the data set are presented. Finally,
the conclusions and potential future research avenues based on the research results are
presented.

2 Materials and Methods

This section presents the database and the techniques used to detect user behaviors based
on user profiles.

2.1 Materials

The database used was retrieved from the UCI Dataset machine-learning repository,
which is comprised of nine data sets that contain the command execution history of
(0–8) users who used computers with a UNIX operating system. The data set contained
flags such as “** SOF **” (start of the session) and “** OF **” (end of the session) in
the Shell language. The data were organized in sequential order by command and by
user session. In Table 1, an example of the organization of the user records from 0 to 8
is presented. The database contains 1870 (attributes) and 11,112 sessions.

As can be seen in Table 1, the information is organized by sessions Sum, where u
is the user who has executed the commands and m the number of sessions performed,
defined as Sum = {C1,C2,C3,…, Cn}. Each S session contains n number of Cn. If the C
command was executed, a value is assigned with a 1 and if it was not executed with a
value of zero.
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Table 1. Part of the database among users from 0 to 8 organized by commands and sessions.

usuario sesión Date Date cd …… cmd

Usuario0 1 0 0 0 …… ……

Usuario0 1 0 0 0 …… ……

Usuario0 1 0 0 0 …… ……

Usuario1 …… …… …… …… …… ……

……. …… …… …… …… …… ……

Usuario8 …… …… …… …… …… ……

2.2 Methods

Genetic Algorithm with Neural Network (GANN-C)
The genetic algorithm is a global search process based on the principles of selection,
crossing and mutation of elements of greater hierarchy and at least a higher generation
as a result can have an improved element. These genetic algorithms belong to the Idrissi
evolutionary algorithms [9, 11, 12]. It begins by mimicking human evolution and mim-
icking the coding of parameters, such as chromosomes, to generate new chromosomes
through selection, mutation, and crossing. Throughout the process, learning is increased.
The process begins by coding the chromosomes of a neural network, followed by selec-
tion, mutation, and crossing between individuals to achieve optimization and to obtain
possible feasible solutions rather than a single possible solution because the selection is
carried out in parallel and simultaneous searches between individuals in consideration
of aptitude. It can be done using random selection, mutation, and crossing based on
probabilities to obtain an optimal solution. These iterations prevent the solution from
being local [10]. An accepted mathematical method is that of the minimum numbers of
neurons, as shown in Eq. (1).

min

{‖F(X ,W ,U ,V ) − Y‖∑N
i=1 Ui
Mu

+
∑N

i=1
∑ni

j=1 Vij
Mv

(1)

where N is notation, ni number of hidden layers, and X input data of the neural network.
Y calculates the output of the neural network,W weights it, F is the activation function,
Vij is the binary variable with a value of 1 if the neuron in a hidden layer is used, Ui is
the binary variable that varies by 1 if it is hidden in the layer y 0 visible.

Greedy Stepwise Algorithm
TheGreedy Stepwise algorithm is a voracious algorithm that uses a forward or backward
search strategy through a subset of attribute space [13]. It can begin with all or no
attributes or from an arbitrary point in space, and it stops when there is an addition or
removal of any remaining attributes as a result of a decrease in the evaluation. It also
generates an ordered list of attributes by traversing the space from one side to the other
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and recording the order in which the attributes were selected [6]. Its generic scheme is
as follows:

function voracious (C: set): set {C is the set of all candidates} S <= empty {S is
the set in which the solution is built} while solution (S) and C <> empty make x <=
the element of C that maximizes select (x) C <= C {x} if completable (SU {x}) then S
<= SU {x} if solution (S) then return S if no return there is no solution.

Anova
The analysis of variance (ANOVA) is a statistical technique that tests the hypothesis
that the means of two or more populations are equal. The authors in [7] evaluated the
importance of one or more factors by comparing the means of the response variables in
the different levels of the factors. The null hypothesis states that all population means
(factor level means) are equal, while the alternative hypothesis states that at least one is
different, as shown in Eq. (2).

F = δ21

σ 2
2

=
nδ 2

y

S 2
j

(2)

To test the hypothesis of the equality of the means, a statistic called F is obtained,
which reflects the degree of similarity between the means being compared. The numer-
ator of the F statistic is an estimate of the population variance based on the variability
between the means of each group: δ21 = nδ 2

y . The denominator of the F statistic is also an
estimate of the population variance but is based on the existing variability within each
group: δ22 = s̄2j .

Chi-Squared Test
The chi-squared test is a non-parametric test of comparison of proportions for two and
more than two independent samples. It is used to determinewhether there is a statistically
significant difference, meaning a difference that is clearly not solely due to accidental
fluctuations between the expected frequencies and the observed frequencies in one or
more categories, allowing for determining whether there is a relationship between two
categorical variables, as shown in Eq. (3).

x2 =
∑ (O − E)2

E
(3)

O = refers to the observed frequencies
E = expected frequency

3 Model for Classification of Academic Information

This section describes the techniques used for data preprocessing and the description of
the algorithm of the genetic neural networks for the generation of the user profile model.
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3.1 Preprocessing

In this phase, data processing tasks, were performed, such as noise elimination, repeated
and inconsistent data, resulting in 5266 sessions (instances) of the nine users.

For the application of the feature selection algorithms, the WEKA tool was imple-
mented for the use of the voracious Greedy Stepwise algorithm with the result of 20
commands (attributes): 3, 8, 14, 15, 23, 190, 217, 232, 233, 400, 405, 472, 474, 804,
955, 1103, 1107, 1130, 1156, and 1586. To verify this result, the statistical selection
algorithms of the Anova and chi-squared test were applied, which provided the results
presented in Table 2.

Table 2. Commands selected by the Anova and chi-squared statistical tests.

No. Chi-Squared Anova

1 cmd400 816752595862805 cmd8 0.08614258589493151

2 cmd232 3751364117020570 cmd400 0.03881122615862043

3 cmd9 27012477597257900 cmd232 0.03621561082360447

4 cmd217 2039787397034830 cmd15 0.03233962030561022

5 cmd405 1995484144620790 cmd9 0.029535211462100253

6 cmd15 18719177866992100 cmd405 0.026360176859279605

7 cmd175 1782630167498920 cmd217 0.024294385798907636

8 cmd182 17233192956716000 cmd1275 0.022601730526300545

9 cmd41 15399489357605700 cmd41 0.018846930231084857

10 cmd404 14620738038269700 cmd3 0.01786608618003538

11 cmd1275 1381089258698940 cmd182 0.016492048991433972

12 cmd29 13338484039656800 cmd175 0.01622306148051289

13 cmd8 13331796280961600 cmd1103 0.014946430247929743

14 cmd39 1108955493119640 cmd36 0.013282795621305077

15 cmd65 1090565048543680 cmd1136 0.011952649676878702

16 cmd3 10303072821637400 cmd1107 0.011618107721280246

17 cmd441 997528 cmd472 0.011344177212145867

18 cmd1103 9177219261406060 cmd1143 0.010707376802582269

19 cmd4 9124253695098500 cmd4 0.008961918756877574

20 cmd1107 8947306176084100 cmd1112 0.008891377860818062
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3.2 Model Development with GANN-C

A genetic neural network with a configuration was applierd, as presented in Table 3.

Table 3. GANN-C configuration parameters in the intruder detection model.

Parameters Values

Hidden layers 2

Hidden nodes 150

Eta 0.15

Alfa 0.1

Cycles 10000

Improve 0,01

Individuals 100

W range 5

Connectivity 0,5

P_bp 0,25

P_param 0,1

P_struct 0,1

Generations 100

With this configuration of the parameters of the genetic neural network and a per-
centage of 60% of the data set for training and 40% of the user information for the tests,
highly satisfactory results were obtained in the detection of user profiles.

4 Results

A result of 80.92% (4162 instances) of correctly classified and 19.08% (1005 instances)
of incorrectly classified data were obtained along with the following results obtained in
the precision and the average errors as shown in Table 4.

Table 4. Results of the application of GANN-C to the data set.

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area

USER0 0,445 0,021 0,575 0,445 0,502 0,479 0,865 0,424

USER1 0,815 0,002 0,964 0,815 0,883 0,879 0,964 0,855

USER2 0.939 0,008 0,918 0,939 0,928 0,921 0,978 0,880

USER3 0,801 0,004 0,938 0,801 0,864 0,858 0,958 0,836

(continued)
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Table 4. (continued)

Class TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area

USER4 0,851 0,016 0,838 0,851 0,845 0,830 0,955 0,835

USER5 0,515 0,010 0,746 0,515 0,610 0,602 0,879 0,573

USER6 0,885 0,106 0,773 0,885 0,825 0,751 0,945 0,858

USER7 0,716 0,029 0,766 0,716 0,740 0,708 0,943 0,825

USER8 0,876 0,040 0,816 0,876 0,845 0,813 0,966 0,895

Average 0,809 0,045 0,809 0,809 0,805 0,770 0,946 0,818

5 Conclusions and Future Works

In this investigation, a model for the selection of user profiles was validated using the
algorithm of genetic neural networks, which proved to be highly efficient with optimal
results in precision and false positive rates.

Based on the results obtained, lines of future work are proposed. To the algorithm
developed with genetic neural networks, the identification of anomalous sub-sequences
can be improved by applying the algorithm based on instances, such as using Instance
Selection Ranking (ISR), to improve the accuracy of the classifier as well as the detection
time.
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Abstract. In order to explore the frequency domain characteristics ofmouse oper-
ation for user authentication. This paper collected experimental data on mouse
ballistic movements of 10 participants on the AML website. Hilbert-Huang trans-
form was used to extract the frequency-domain information of 9 features such as
speed and acceleration during mouse movement, and formed a frequency-domain
feature matrix. The Bagged-tree algorithm was used to build an authentication
model. The method proposed in this paper obtained Precision = 90.25%, Recall
= 88.20%. The results show that there are differences in the frequency domain
information when different users operate the mouse to complete the same task,
which can be used for user authentication.

Keywords: User authentication ·Mouse behavior · Hilbert-huang transform ·
Frequency domain · Bagged trees

1 Introduction

People usually protect their accounts by setting a password for their online account.
However, the incident of account property loss caused by the theft of account passwords
shows that passwords are difficult to bring sufficient protection to accounts. For this
reason, researchers had begun to continuously authenticate the identity of network users
based on the characteristics of mouse operations of account users in time domain [1–6].
Mondal et al. [3] usedmouse operation types (movement, silence, keystroke, drag), travel
distance, time, and direction as the characteristics to establish a trust model and obtained
a recognition accuracy of 94%. B.Wang et al. [5] established a user authenticationmodel
using random forest, and designed experiments to explore the effect of emotion onmouse
operation behavior. These results showed that the mouse operation behavior of different
network users was unique.

However, related researches were mainly conducted in the time domain, and there
was no exploration in frequency domain. The mouse operation data can also be regarded
as a signal and extended to the frequency domain for analysis. In the study of keystroke
dynamics, O. Alpar [7] studied the distribution characteristics of finger tapping rhythm
when different users completed the same task of typing a password, and used Short-time
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Fourier Transform to analyze the frequency domain information and the differences in
the frequency spectrum. A Gauss-Newton neural network was trained to test and get
4.1% EER. This study showed that even if users perform the same keystroke task, the
difference in how they complete it can be detected in the frequency domain. In another
study, Noy[8] observed that different people show different average jitter frequencies
when they complete the same hand tracking task. Therefore, this paper explored the
frequency domain characteristics of different users’ mouse movements, established a
authentication model, and authenticate user identity.

In this paper, an authentication method based on frequency domain information of
mouse operation behavior was proposed. 10 participants were in the mouse operation
experiment. Then, the Hilbert-Huang transform (HHT)was used to extract the frequency
domain features of mouse operation behavior, and the Bagged-trees algorithm was used
to establish a user authenticate model.

2 Method

An experiment using a mouse to perform ballistic movement was designed to investi-
gate the frequency domain characteristics of user’s mouse operation behaviors for user
authentication.

2.1 Experimental Design

As shown in Fig. 1, eight number balls were evenly arranged in a circle on the experimen-
tal interface. Participants were required to operate themouse for ballistic movements and
click on the eight number balls from 1 to 8 in turn. There were ten groups of such tasks,
with 20 s to relax between each group. Participants were required to use their dominant
hand to operate the mouse, click each number ball accurately, cannot operate the wheel
to scroll the page, and keep the mouse stable when the keystrokes were pressed. The
experiment was conducted in a quiet room.

Fig. 1. Eight number balls are evenly arranged in a circle on the experimental interface
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Ten naive participants (6 males and 4 females, average age 23.4, SD 1.07) were in
the experiment. They were all students of Chongqing University, with more than four
years of computer experience. All were right-hand, had normal or corrected-to-normal
vision. All participants received adequate explanations of the merits and demerits of
participating in this research and gave their informed consent.

2.2 Data Processing

Mouse data acquisition script developed using JavaScript was embedded in the website
(https://www.cquieaml.com). Themouse operation data of the subjects during the exper-
imental tasks on the website were recorded. The contents of the original data include
➀ Mouse operation type, ➁ Timestamp, ➂ X-axis coordinate, ➃ Y-axis coordinate, ➄
Username. The experimental equipment was a MacBook Air laptop (macOS Mojave,
1440 × 900) and a Logitech (M330) mouse. The data analysis tools were Python and
Matlab. The sampling frequency is 60 Hz.

Python was used to clean raw data. Use the ballistic movement segment between two
clicks as a sample. For each sample, the horizontal velocity, vertical velocity, velocity,
accelerate, jerk, snap, drop, angle of movement, angle change rate, curvature, curvature
change rate were calculated. As shown in Table 1.

Table 1. Mouse movement features.

Features Formal definition

Horizontal velocity vx = δx/δt

Vertical velocity vy = δy/δt

Velocity
v =

√
v2x + v2y

Acceleration a = δv/δt

Jerk j = δa/δt

Snap s = δj/δt

Drop d = δs/δt

Angle of movement θ = arctan(δy/δx)

Angle change rate acr = δθ/δt

Curvature c = δθ/δs

Curvature change rate ccr = δc/δt

Among the 11 features, 9 time-dependent vector were used as input signals to explore
their frequency domain information. In this paper, HHT was used to perform the time-
frequency transformation on these input signals. HHT performs empirical mode decom-
position (EMD) on the signal to obtain the intrinsic mode function (IMF), and then
Hilbert Transform (HT)was used to extract the instantaneous characteristics in frequency
domain of the IMFs[9].

https://www.cquieaml.com
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Intrinsic Mode Function (IMF). An IMF must meet two conditions: ➀ for a signal, the
number of extreme points and zero crossings must be equal or differ by at most one
point. ➁ at any point, the average value of the upper and lower envelopes consisting of
the local maximum and local minimum is 0.

Empirical Mode Decomposition (EMD). For the input signal x(t) the EMD is:
➀First find all the extreme points on x(t) and connect all themaximumandminimum

points with a cubic spline curve to get the upper and lower envelopes of x(t) The h1(t) s
obtained by subtracting the average m1(t)m1(t) the upper and lower envelopes from the
original signal:

x(t) − m1(t) = h1(t). (1)

Repeat ➀ with h1(t) as the input signal until the two conditions of the IMF are met,
then it becomes the true IMF component of the original input signal. Let h1(t) = c1(t).

➁ The c1(t) is separated from x(t) to obtain r1(t):

x(t) − c1(t) = r1(t). (2)

The r1(t) is continued as an input signal to obtain the IMFs component until the
trend component rn(t) is monotonic or has only one extreme value. At this point, the
input signal x(t) is decomposed into the sum of the IMFs components and a Residual.
And c1(t),c2(t) … cn(t) are the IMFs component, which contains the components of
different frequency bands from high to low. The process of EMD on a user’s speed signal
is shown in the Fig. 2.

Among these IMFs, the first IMF is usually a high-frequency component, and the
Residual is the remainder after EMD that is almost a direct-current component (DC).
In this study, the first IMF was discarded, which represented high-frequency signals
unrelated to hand movement, and the Residual, which represented low-frequency com-
ponents related to task trends. HT is then used to calculate the instantaneous frequency
and instantaneous energy distribution of the remaining IMFs to obtain the instantaneous
characteristics of the main IMF components of the original signal x(t).

The HT defines the instantaneous frequency as:
Let x(t) be a real signal, and its analytical signal is composed of Hilbert transform:

z(t) = x(t) + jx̂(t) = a(t)ejθ(t) (3)

Where, x̂ is the Hilbert transform of x(t), z(t) is the analytical signal of x(t).

a(t) =
√
u2(t) + v2(t) = |x(t)|. (4)

θ(t) = arctan

[
v(t)

u(t)

]
. (5)

Instantaneous frequency fi is defined as:

fi = 1

2π
· dθ

dt
. (6)
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Fig. 2. The process of EMD on a user’s speed signal. The first curve is the original velocity signal,
the second to sixth are IMFs components, and the last is the Residual.

Which is, the instantaneous frequency of the real signal x(t) is defined as the
derivative of the phase of the corresponding analytical signal z(t).

Instantaneous energy distribution of the IMF ci(t) is defined as:

Ei(t) = 1

2
· a2i (t). (7)

E(t) =
∑

Ei(t). (8)

Where, the E(t) represents the instantaneous energy value of the signal at any time
t. It describes the energy transfer and fluctuation of the signal at different times.

Then, each linear motion segment is taken as the object, and the maximum value,
minimum value, average value, standard deviation, and range of the instantaneous fre-
quency and instantaneous energy are calculated. Each motion segment will produce 9 *
2 * 5 = 90 features, the feature matrix shown in Table 2.
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Table 2. Feature Pool in Frequency Domain

Feature origin Transient features in Time-Frequency domain

Horizontal velocity

Vertical velocity

Velocity Minimum

Acceleration Instantaneous frequency Maximum

Jerk × × Mean

Snap Instantaneous energy Standard deviation

Drop Range

Angle of movement

Angle change rate

3 Results

The experimental data was divided into a training data set and a test data set in a 4: 1
ratio. Bagged-tree algorithm (200 trees) was used to develop a trusted model of mouse
behavior and verify the user’s mouse operation data. The accuracy of the model was
89.30%. Precision = 90.25%, Recall = 88.20% (Table 3).

Precision = TP

TP + FP
. (9)

Recall = TP

TP + FN
. (10)

Table 3. Confusion matrix

User A B C D E F G H I J Precision Recall

A 16 5 1 94.12% 72.73%

B 25 100.00% 100.00%

C 1 21 1 80.77% 91.30%

D 20 100.00% 100.00%

E 23 2 3 79.31% 82.14%

F 25 1 96.15% 96.15%

G 31 91.18% 100.00%

H 28 1 1 96.67% 93.33%

I 6 3 1 10 71.43% 50.00%

J 1 26 92.86% 96.30%

Average 90.25% 88.20%
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The TP is True positive (number of positive classes predicted as positive).
The FP is False positive (number of negative classes predicted as positive).
The FN is False negative (number of positive classes predicted to be negative).

4 Discussion and Conclusion

In this article, a user authentication method based on HHT was proposed. The mouse
operation data came from the ballistic movement by subject’s operation with the mouse.
Then, theHHTwas used to extract the frequency domain information of time domain fea-
tures such as speed, acceleration, and angular velocity. Finally, theBagged-tree algorithm
was used to establish the authentication model.

The results of this research showed that mouse operation behavior was also differ-
ence in the frequency domain, and the method proposed in this paper could effectively
complete user authentication. At the same time, this study provided a new way for the
study of mouse dynamics and expanded the feature space of mouse behavior.

In the future, we hope to further improve the effectiveness of this method. Features
in the time domain will be added to form a matrix of mouse behavior features in the
time-frequency domains. On the other hand, the data in the experimental environment
were only the mouse behavior under a single login, they were difficult to characterize
the mouse operation behavior habits of users who had used their accounts for long-
term trustworthy interaction[10]. For this reason, this research will be extended to non-
experimental environments to explore the long-term legal login habits of users to further
protect safety of network accounts.

Acknowledgments. This work was supported by the National Natural Science Foundation of
China under Grant No. 71671020.

References

1. Zheng, N., Paloski, A., Wang, H.: An efficient user verification system using angle-based
mouse movement biometrics. ACM Trans. Inf. Syst. Secur. 18(3), 1–27 (2016). https://doi.
org/10.1145/2893185

2. Feher, C., Elovici, Y., Moskovitch, R., Rokach, L., Schclar, A.: User identity verification via
mouse dynamics. Inf. Sci. 201, 19–36 (2012). https://doi.org/10.1016/j.ins.2012.02.066

3. Mondal, S., Bours, P.: A computational approach to the continuous authentication biometric
system. Inf. Sci. 304, 28–53 (2015). https://doi.org/10.1016/j.ins.2014.12.045

4. Bailey, K.O., Okolica, J.S., Peterson, G.L.: User identification and authentication usingmulti-
modal behavioral biometrics. Comput. Secur. 43, 77–89 (2014). https://doi.org/10.1016/j.
cose.2014.03.005

5. Wang, B., Xiong, S., Yi, S., Yi, Q., Yan, F.: Measuring network user trust via mouse behav-
ior characteristics under different emotions, In: HCI for Cybersecurity, Privacy and Trust,
pp. 471–481. Cham (2019)

6. Salman, O.A., Hameed, S.M.: Using mouse dynamics for continuous user authentication. In:
Arai, K., Bhatia, R., Kapoor, S. (eds.) Proceedings of the Future Technologies Conference
(FTC) 2018, vol. 880, pp. 776–787. Springer, Cham (2019)

https://doi.org/10.1145/2893185
https://doi.org/10.1016/j.ins.2012.02.066
https://doi.org/10.1016/j.ins.2014.12.045
https://doi.org/10.1016/j.cose.2014.03.005


Use Mouse Ballistic Movement for User Authentication 71

7. Alpar, O.: Frequency spectrograms for biometric keystroke authentication using neural net-
work based classifier. Knowl.-Based Syst. 116, 163–171 (2017). https://doi.org/10.1016/j.kno
sys.2016.11.006

8. Noy, L., Alon, U., Friedman, J.: Corrective jitter motion shows similar individual frequencies
for the arm and the finger. Exp. Brain Res. 233(4), 1307–1320 (2015)

9. Huang, N.E., et al.: The empirical mode decomposition and theHilbert spectrum for nonlinear
and non-stationary time series analysis. In: Proceedings of theRoyal Society ofLondon. Series
A:Mathematical, Physical and Engineering Sciences, vol. 454, no. 1971, pp. 903–995,March
1998, https://doi.org/10.1098/rspa.1998.0193

10. Zhang, L.: Research on agent-based human-information system trusted interaction in dis-
tributed cooperative work environment. TOAUTOCJ 3(1), 1–7 (2011). https://doi.org/10.
2174/1874444301103010001

https://doi.org/10.1016/j.knosys.2016.11.006
https://doi.org/10.1098/rspa.1998.0193
https://doi.org/10.2174/1874444301103010001


Awareness, Training and Education



Understanding and Enabling Tactical
Situational Awareness in a Security Operations

Center

Ryan Mullins(B), Ben Nargi, and Adam Fouse

Aptima Inc., 12 Gill Street Suite 1400, Woburn, MA 01801, USA
{rmullins,bnargi,afouse}@aptima.com

Abstract. Cybersecurity operations are highly complex, requiring the coordina-
tion of specialized skills across multiple teams to successfully execute missions.
Command and control within security operations centers is dominated by fragile
mental models, demonstrating a need for systems that reinforce shared situational
awareness across the organization. In this paper, we present the results of our
research to: (1) define the needs associated with tactical cyber situational aware-
ness; and (2) evaluate the usability and utility of a prototype tactical situational
awareness dashboard. We found that incident tracking, tasking structure, execu-
tion timeline, and resource health constitute the essential aspects of tactical cyber
situational awareness. Evaluations of prototypes suggest that three visualizations
are well suited for conveying this information. We believe these results generaliz-
able and will enable the development of tactical situational awareness capabilities
in Security Operations Centers across public and private enterprises.

Keywords: Cybersecurity · Situational awareness · Visual analytics · Command
and control

1 Introduction

Situational awareness in the cybersecurity domain is often framed as an operator’s per-
ception of their environment and events within it given the specific context of defender-
attacker interactions [1–4]. However, this framing captures a relatively narrow slice of
the Defensive Cyber Operations (DCO) landscape, with a very externally-focused view-
point. Preventative maintenance, research and development, and vulnerability analysis
are just some of the additional, internally-focused functions that make real-time cyber
defense possible and increase the scope of needed situational awareness.

Our research seeks to examine cyber situational awareness from a different van-
tage point, one concerned with enabling tactical coordination and collaboration between
these functions as executed within a unified organization. From this perspective, shared
understanding [5, 6] becomes the critical factor in enabling situational awareness, as
multiple operators with varying needs will be using common tools to build their under-
standing and awareness of how the actions of their function can impact or be impacted
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by the actions of others. We are particularly interested in the situational awareness needs
of those working in a Security Operations Center (SOC). SOCs have emerged as an
industry best practice for centralizing command and control (C2) and execution of an
organization’s response to incidents and events [7].

In this paper, we present the results of research to understand the tactical situa-
tional awareness needs of a DCO unit within the United States Air Force. Our research
objectives were two-fold. First, we sought to develop a consensus definition of, and
requirements for, tactical situational awareness among C2 personnel within the unit.
Second, we sought to evaluate the usability and utility of a prototyped system enabling
tactical situational awareness.

2 Defining Tactical Situational Awareness in Cybersecurity

2.1 Methods

Weused a combination of structured and semi-structured interviewmethods in individual
and focus group formats over three engagements. The first engagement deconstructed the
unit’s Planning, Briefing, Execution, and Debriefing (PBED) process, which defines the
information, reporting structure, and communications flows. The second engagement
involved shadowing and interviewing Crew Commanders through each phase in the
PBED process. The final engagement was a focus group to refine and expand upon the
findings from the prior two engagements.

Participants varied throughout the course of the research. The population sizes for
the three engagements were three, one, and five, respectively. While these numbers are
relatively small, the third engagement included a sufficiently representative sample of
to validate the definitions and requirements given unit and organizational norms.

2.2 Results

Interview transcripts were synthesized to develop the final definition of tactical cyber
situational awareness: the perception of the missions, tasking, resources, status, inter-
actions, and correlates between constituent teams executing DCO. Here, we describe
the constructs that organize these situational awareness needs of the unit. We have
identified two use cases for tactical situational awareness visualizations:

1. The Operations Floor Dashboard, where the visualization is presented on a large-
format display at the front of the operations floor for all operators; and

2. The Leadership Dashboard, where the visualization is presented on desktop
workstations used by commanders and mission leads.

Categorized Incidents and Events. The US Government differentiates between two
types of violations of cybersecurity policies and practices, incidents and events [8], and
categorizes and prioritizes them based on the nature of the violation [9]. Categorized
incidents and events (CAT Events) constitute the bottom-up tasking for DCO units. All
tactical cyber situational awareness tools must be able to visually represent CAT Events.
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The critical data include the CAT Event’s priority, primary and secondary incident cat-
egories, the responsible person, and the action being taken. Due to the collaborative
nature of response, CAT Events often span multiple execution windows. Participants
recommended visualizing CAT Events in a tabular format for all use cases.

Tasking. Tasking refers to the work included in a unit’s mission plan, and represents
the top-down unit of work for DCO units. Situational awareness tools must be able to
represent the essential elements of the plan, as well as the status, responsible person,
and action being taken. The essential elements, shown in Fig. 1, include the packages,
missions, and tactical tasks included in the plan. Packages and missions are associated
with discrete objectives that describe actions required to achieve the desired end state.
Each objective is associated with measures of effectiveness (MOEs), used to assess
their status (e.g., achieved, partially achieved, failed). Tactical tasks are associated with
measures of performance (MOPs), used to assess their status (e.g., complete, failed, in
progress, not started). For both use cases, we recommend itinerary-style visualizations
that contextualize MOEs and MOPs within a mission. Missions provide a meaningful
anchor to visualize subordinate tactical tasks, or to link out to packages being executed
in tandem with partners. Participants recommend limiting the visibility of MOEs and
MOPs to the Leadership Dashboard, as it would reduce operator stress on the floor.

Fig. 1. Discrete elements of a DCO mission plan that must be tracked by tactical situational
awareness systems. All links between nodes represent one-to-many relationships.

Execution Timeline. The execution timeline represents the temporal context of opera-
tions, emphasizing the structure and sequencing of missions and their subordinate tasks.
Participants strongly recommended that a Gantt chart be used for the timeline in both
use cases. The vertical axis of the chart should be divided using a categorical hierarchy
where the major categories are the missions and the minor categories are the tactical
tasks. The label should also include the name of the lead for each tactical task. Autho-
rized service interruptions should be denoted on the chart to provide additional context
regarding the rationale behind task sequencing.

Resource Health. Resource health relates to status of the individual, tangible compo-
nents associatedwith operations, including hard, soft, and human resources. Considering
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the complexities of DCO, the list has the potential to reach unmanageable proportions.
Therefore, we engaged participants in the task of scoping the essential elements to visu-
alize: missions, tasks, and cyber key terrain. Health measures for missions and tasks
are the aggregate status of the associated MOEs and MOPs. Health measures for cyber
key terrain vary based on component type and sensor characteristics. Participants rec-
ommended that health measures be conveyed using a traffic light protocol (i.e., green
= good, yellow = warning, and red = dangerous). Participants prefer visualizations
that include status and trend simultaneously. The base visualization should be the same
for both use cases, but the Leadership Dashboard should provide detailed exploration
features, aligning with visual analytics best practices [10].

3 Evaluating a Prototype Situational Awareness Capability

3.1 Concept and Design

This system, shown in Fig. 2, was designed to support three needs: tasking, resource
health, and CAT Event tracking.

Fig. 2. The prototype tactical cyber situational awareness prototype as implemented and
evaluated, showing the tasking carousel (left), Aquarium (center), and CAT Event tracker (right).

Tasking. Tasking structure is represented by theTaskingCarousel visualization (Fig. 2,
left). Each mission in the plan is represented as a circular indicator at the top of the
carousel, which displays the mission’s identifier and classification. The stroke of the
indicator conveys the status of that mission (e.g., green, yellow, or red) and the arc
length of which conveys mission progress. Below the carousel is a display of how many
missions are included in the current plan, broken down by active and completed. Below
this is the detailed information for the indicator in the first position of the carousel: the
execution window, location, terrain, tactical tasks, and background information.
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Resource Health. Resource health is represented by a novel visualization technique
we call the Aquarium (Fig. 2, center). The Aquarium represents discrete operational
resources asFish that are binned intoTanks. The prototype tankswere divided by resource
type, to include missions, operators, networks, hosts, and services. Tanks are divided
into the three sections of a traffic light protocol. The analogy is that healthy fish live in
the green area near the bottom and unhealthy fish live in the red at the top. The horizontal
position of a fish is not meaningful and is determined using the Halton sequence [11]
to minimize obfuscation. Each fish has two fins used to indicate trajectory. The length
and angle between the fins is used to indicate the rate of travel using five discrete states
to optimize scan-ability [12]: (1) long-close-below for rapidly unhealthy; (2) medium-
spread-below for slowly unhealthy; (3) short-wide-center for none; (4) medium-spread-
above for slowly healthy; and (5) long-close-above for rapidly healthy.

Categorized Incident and Event Tracking. CAT Events are represented in a table
visualization (Fig. 2, right). Each row represents a CAT event with columns for priority,
report identification number, primary and secondary incident categories, status, report
date, end date, date of last action, and responsible operator. CAT Events are sorted in
priority order (ascending order of primary category, see the scale definitions in [9]).

3.2 Methods

The situational awareness prototype was designed at a high level of fidelity meant to
simulate an actual software experience. The content and data were generated and val-
idated by subject matter experts familiar with USAF DCO operations and the specific
context of the participating unit. The prototype was evaluated using an online survey that
included static and dynamic stimuli, and divided into sections focused on the validation
of design assumptions, the usability of the visualizations in isolation, and the utility of
the visualizations in concert. Following the survey, we engaged participants in a final
group discussion to gather qualitative feedback about the design and functions.

Participants included four crew commanders with 1-6 years of experience in the role.
As with the knowledge elicitation sessions, we recognize that the small sample size will
inhibit the meaningful statistical assessment of these results, but we believe it sufficient
to validate the concepts and functions of the prototype [13].

3.3 Results

We describe specific feedback below, but we would like to highlight two general lessons.
First, due to the diversity of operator responsibilities, it is preferred that experiences
for the Operations Floor Dashboard use case are minimally adaptive. This provides a
more consistent frame of reference that participants believe will be more resilient [14]
given environmental dynamics. Second, proper tactical situational awareness cannot be
achieved without supporting both the Operations Floor Dashboard and the Leadership
Dashboard use cases, the latter of which should be more adaptive.
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Design Assumptions. Questions were designed to assess how useful information is
(Table 1) and how frequently information would be used (Table 2) from the perspective
of a crew commander and an operator.

Usefulness. The crew commander perspective aligned well with the focus group. The
most useful information are the missions and their status, the mission leads, and the CAT
Events and their status. The operator perspective diverged slightly, with the most useful
information being the health and status of cyber key terrain, the missions and their status,
and the missions leads.

Table 1. Most useful information (top 3).

Rank Commander Operator

1 Missions and
status

Cyber key terrain

2 Mission leads Missions and status

3 CAT events and
status

Mission leads

Frequency. The top three for crew commanders are mission status, CAT Event status,
and missions being executed, and the top three for operators are the CAT Event status,
the hard resource status, and the mission status.

Table 2. Most frequently used information (top 3).

Rank Commander Operator

1 Mission status CAT events and status

2 CAT events and status Had resource status

3 Mission list Mission status

Content and Representations. The next three sections dealt with the usability of the
visualizations in isolation. Generally, the results were positive, but designs could be
improved by adding information about tactical tasks and sequencing. This finding was
particularly true of the Tasking Carousel visualization, which participants noted could
be simplified to a structured checklist that included tactical tasks, task leads, and status.

The CAT Event table was considered usable, but operators had some disagreement
as to the importance (order) and inclusion of some fields. Priority, incident categories,
report identifier, responsible operator, and next action are essential. The utility of tim-
ing information, such as report date, last update, and end date, was debated. Further
exploration of these fields will be conducted in future research.
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The usability and utility assessment for the Aquarium visualization was divided
into two components, the Fish in isolation and the specific Tanks configuration. Fish
visualizations were assessed for comprehension of the direction and rate of travel. All
respondents were able to correctly infer both attributes. Participant feedback on the
Tank content and configuration was mixed, with most feeling that Missions, which were
grouped into a single Tank, should each receive their own Tank with Fish representing
Tactical Tasks. Participants felt that cyber key terrain was represented appropriately, but
noted that these should be configurable based on the nature of operations.

4 Discussion

Diversity of activity within the SOC requires a more introspective focus than is provided
by other situational awareness tools [1–4]. The central need for tactical situational aware-
ness is to understand coordination and collaboration, requiring the correct representation
of constituent tasking- and resource-centric data, especially regarding their status and
sequencing. Representations of tasking-centric elements must account for top-down and
bottom-up directives. Representations of resource-centric elements are less critical, and
should play a diminished role in interface design. Finally, there is a meaningful dis-
tinction between the situational awareness needs of commanders and operators. System
designs should provide relatively static experiences for shared displays and relatively
dynamic experiences for individualized displays.

Finally, we found it important to emphasize the power of redundancy. This was
most present in our representations of tasking-centric information. This approach is
similar to linked, coordinated visualization in visual analytics [15], but differs in that the
Operations Floor Dashboard does not provide the interactivity to enable exploration.
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Abstract. The issue of cybersecurity has become a challenge for companies and
boards of directors. Cybersecurity is not only an IT topic, but a risk extended to
all operations of the companies. Indeed, cybersecurity potentially has an impact
on financial reporting quality, this attribution being one of the duties of audit
committees. Using Endsley’s model, our exploratory study seeks to determine
the levels of cyber situational awareness of audit committee members, how they
comply with it and if this appraisal matches the steps identified within the model.

Keywords: Cybersecurity awareness · Board of directors · Audit committee ·
Safety by design · Cyber-resilience

1 Introduction

Cybersecurity is nowadays a significant topic within organizations since the last 25
years, assets of companies have evolved from physical assets to the digital [1]. Intangible
assets valued according to international standards are particularly sensitive to internal
or external manipulation and attack. However, taking cyber risk into account mainly
covers the IT (internal IT) technical risks. The human and organizational factor aspects
are neither clearly known nor clearly identified, in particular by decision-making bodies
such as Board of Directors. Thinking the company as an integrated system “critical
security” and the risks inherent to its field of activity are a theoretical and practical issue.

If the explicitly described missions by regulation were discussed in the literature,
only few studies related to cyber-attacks management exist at board level [2] or, specif-
ically, at audit committee level. Thus, the literature on boards and audit committees has
not operationalized the examination of this risk by governance institutions. Indeed, the
criticism of organizational data is a well-known issue of actors who are responsible for,
as indicated by [3], since the developed model in their study allows to take into account
the data owners’, senior management’s and legal experts’ point of view to give a frame-
work to data security assessment. Authors also recommend an implication of internal
audit and information technology functions [4].
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However, these works do not consider the direct appropriation of this issue by gov-
ernance institutions as the board of directors or audit committees. Yet, regulation seems
to have integrated the topic, requiring firms to perform a cyber-risk assessment, with
associated costs and consequences or a description of occurred cybersecurity issues
including their costs and consequences [5]. Clark and Harrell [6] however highlight that
if SEC (Securities and Exchange Commission) current recommendations (disclosure
of data breach issues) became obligations, directors of public companies could incur
lawsuit risks, in addition to the decrease of share price. For this reason, Lunn [7] indi-
cates the question directors should ask in case of cyber-attack in order to protect their
responsibility if the latter was engaged. He advocates considering some factors in their
monitoring role: existence of monitoring process of cyber risks, probability and conse-
quences of loss related to cyber-attacks, existence of consequences which may adversely
affect human lives or the survival of organization or implementation of action plans to
mitigate cyber risks. Recommendations are given in order to limit directors’ responsibil-
ities, such as training directors to cybersecurity issues or recruiting directors having an
experience in this field. Von Solms [8] takes up an assessment model of board maturity
in terms of cybersecurity device review. This model allows an assessment of cyber gov-
ernance knowledge within board members, giving insights on their understanding of the
issue and the implementation degree of cyber governance. However, if this model con-
tributes to the self-assessment of the directors’ actions, it seems that it does not exist any
study building a state of directors’ competences and received information (particularly
of audit committee members) in terms of cybersecurity. To our knowledge, the appraisal
of audit committee members on the review of cyber risks has not been investigated in the
literature: are auditing committee members aware of issues related to cybersecurity?.

There are still unanswered questions regarding the audit committee functioning
process in general [9] and, specifically, as for cyber issues and those process issues
remain neglected by researchers. In order to answer our previous question, we favored
a field study and a qualitative approach. This leads us to determine if audit committees
address significant cybersecurity topics and/or face cybersecurity breaches. Our work
in progress seeks to determine if audit committee members are aware of the issues
linked to cybersecurity, in order to improve both cyber-resilience and safety by design
decision-making.

2 Cybersecurity Awareness and Human Factors at Audit
Committee Level

Management and production information systems and digital information, especially if
they are strategic assets for the company, are safety critical. Consequently, the impact of
deficiencies of cybersecurity can have global consequences: loss of intellectual property,
risks of legal or regulation-linked penalties, reputation loss, costs to restore clients’
confidence and to give explanations to authorities [10]. To prevent that systemic risk,
one needs to be able to estimate related human factors such as situation awareness and
processes responsible for maintaining it.

Three categories of main components impact cybersecurity at each organizational
levels of the socio-technical system: technical risks/ factors, human risks/ factors and
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organizational risks/ factors. Misunderstanding or underestimation of cyber-risks is thus
a danger for the company that must be dramatically considered at board level.

Because cyber risks are not only virtual but actual, taking into account this serious
danger is a question of situation and risk awareness depending on knowledge, cognitive
bias or emotional states which participate to the perception of the risks and which
influence decision-making and control processes [11–13].

Just like aeronautics, e.g. airplane piloting and air traffic control, enhancing cyber
situational awareness at board and audit committee levels is a major issue. Thus, board
of directors seem to be considering the topic since, according to [1], 81% of surveyed
boards address cybersecurity issues during meetings and that 51% of respondents claim
that cybersecurity should be considered at audit committee level. In order to evaluate
the cyber situation awareness of audit committees’ members, we favored Endsley’s
framework [14] and its three levels (level SA). This enables us to assess the perception,
the comprehension and the projection of the audit committee’s members.

3 Directors’ Appraisal of Cyber Issues

3.1 Method Used, Data Collection and Analysis

Our collection of empirical material is driven by our exploratory study. We both rely on
invaluable observations of audit committee meetings, interviews with audit committee
members and participants, publicly available reports and internal documents. Interviews
lasted, on average, between 60 and 120 min and on-site observations around 150 min
each.

First,we reviewed publicly available documents (10-K reports) to gain understanding
on how organizations formally report on audit committees’ appraisal of cyber issues.We
next got closer to the field and supplemented our empirical material, with a source of
data constituted by on-site observations of two audit committee meetings. Furthermore,
we carried out 27 semi-structured interviews with audit committees’ members but also
with individuals who attend the meetings, such as partners of audit firms and chief
audit executives. Interviews are a relevant data collection mechanism, complementary
to observation-based material [15]. Having completed on-site observations with, first,
documentation and, second, interviews,were a powerful tool in order to help us gathering
evidence of their appraisal of cyber risks and cyber issues.

3.2 Level 1 SA - Perception: Disclosed Cyber-Awareness to the Public
and Individual Returns of Experiences

Listed firms communicate and disclose both their internal control concerns and their risk
assessment. Being part of the most important emerging risks, cyber issues are disclosed
within the 10-K reports. This is confirmed by the content analysis we achieved on our
2015–2016 annual reports of French firms. On 66 firms for which we examined the audit
committee reports, 18 made explicitly reference to a review of cyber risks (Table 1). Out
of our 2 on-site observations and 27 interviews conducted, only one on-site observation
and three interviewees mentioned and analyzed cyber issues. This is far more less than



86 S. Thiéry and D. Fass

the 51% of firms supposed to address cyber risks at the level of the audit committee
[1]. Hence, according to our fieldwork, some audit committee members highlighted a
basic perception of cyber situation awareness: “we have an extremely high risk (…) on
particular points which can be presented and studied in depth by the audit committee”.

Table 1. Content analysis (66 listed French firms).

Firms addressing cybersecurity topic/cyber risks Firms hearing the Head of IT departments
during audit committees

Arkema, Biomérieux, Bouygues, Burelle, CGG,
Dassault Systèmes, Engie, Essilor, L’Oréal,
Renault, Saft, Sanofi, Technicolor, Total
(14 firms)

Endered, Essilor, Saft, Valeo
(4 firms)

3.3 Level 2 SA - Comprehension

However, it seems that only 54% of global organizations have carried out an assessment
related to fraud or economic crime. In particular, less than half of firms have achieved
a vulnerability assessment related to cyberattacks and only 30% have implemented an
action plan [16]. Furthermore, for members of audit committees and, more generally,
for boards, “cyber” is new for many directors, and is certainly far from intuitive” [17].

As our interviewees stated: “we have to perform regular checkups and (…) Basically,
we acknowledge that some persons may have non-restricted accesses to the system (…)
This must be the subject of a presentation and in-depth study while audit committee
meetings”.

3.4 Level 3 SA - Projection

Mostly our field work highlights that directors are first “cyber-risks aware” and that
they intend to get a specific overview of the main cyber issues, using ever specialists or
governmental agencies in order to help them appraise and improve cybersecurity: “we
asked specialists and ANSSI in order not to waste time”.

Moreover, our interviewees assess that, in order to be compliantwith themain internal
control frameworks (COSO, COBIT), they target some specific levers of control, such as
control environment (the ‘tone at the top’ and human knowledge and skills) and control
activities (Segregation of duties): “we need to train our people to improve their cyber
awareness and secure their accesses and behaviors(…) specifically we must disseminate
this cyber awareness through operational middle management and their teams”.

4 Conclusion

Annual reports should disclose the risks including cyber issues if it happened but only
if they are material. This means that without any material effect, cyber issues are not
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always revealed to the public.Our analysis confirms that this disclosure is not obvious and
depends on the knowledge, expertise andwill of the boards. Nonetheless, our exploratory
study highlights that, when cyber issues are tackled by audit committees, they follow
Endsley’s process and that they both embrace, appraise, evaluate and disseminate the
issues. Our preliminary analysis should be, of course, deepened with archival data in
order to validate this fieldwork evidence, but our work underscores requirements and
impetus for improving board cyber situation awareness.
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Abstract. As cybersecurity (CS) threats become more sophisticated and diver-
sified, organizations are urged to constantly adopt and update measures for con-
trasting different types of attacks. Particularly, as novel techniques (e.g., social
engineering and phishing) are aimed at leveraging individual users’ vulnerabil-
ities to attack and breach a larger system or an entire company, user awareness
and behavior have become key factors in preventing adverse events, mitigating
their damage, and responding appropriately. As a result, the concept of Cyber
Hygiene (CH) is becoming increasingly relevant to address the risk associated to
an individual’s CS practices. Consequently, self-assessment tools are becoming
more important for evaluating user’s literacy, implementing measures (e.g., train-
ing), and studying the effectiveness of interventions. In this paper, we propose a
framework for including human factors in the design of self-assessment tools and
for accurately modeling CH aspects that the root cause in CS issues.

Keywords: Cybersecurity · Human factors · Phishing · Social engineering ·
Risk assessment · Cyber Hygiene · Knowledge-Attitude-Behavior

1 Introduction

In the last decade, the widespread adoption of personal communication technology and
connected devices changed the scenario of CS: despite the increasing effort of com-
panies and governments to prevent breaches and protect critical business information
and organization resources, novel types of CS threats (e.g., ransomware, phishing, and
social media engineering) directly aimed at exploiting individuals pose new challenges
for entire organizations [1]. In the recent years, most of the work focused on enforcing
security of cyber-physical systems aimed at protecting the entire organization: unfor-
tunately, this is not enough to prevent breaches caused by incorrect behavior of their
employees and users. Several recent events demonstrated that traditional CS frame-
works, including the development of guidelines especially designed to instruct users
about their CS practices, are not enough to prevent attacks that directly target indi-
viduals via indirect methods (e.g., social engineering) and threats (e.g., phishing and
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ransomware) that leverage poor adherence to good security practices. Also, as detailed
by research studies and incident reports, users are prone tomakingmistakes and to reiter-
ating incorrect CS behavior, such as reusing the same password for several accounts and
generating weak usernames and passphrases, which creates entry points for hackers and,
consequently, weaken or void any security measures taken [2, 3]. Therefore, companies
are increasingly diversifying CS strategies: awareness campaigns, required training, and
informational events, which were demonstrated to lead to a better understanding of the
risks and how to avoid them. As users and their practices are the last line of defense and,
simultaneously, the first entry-point of the most dangerous attacks [4], the concept of
CH, that is, user’s CS behavior with specific regards to practices that can increase risk for
others, is gaining interest among CS organizations [5, 6]. Particularly, self-assessment
questionnaires can be utilized to identify items in which users lack knowledge or are
prone to misbehavior and, consequently, design interventions aimed at increasing their
awareness.

In this paper, based on previous literature, we introduce a new model that takes into
consideration human factors to exactly identify the root cause of individuals’ malprac-
tices. By doing this, we aim at supporting the development of initiatives that specifically
target the characteristics of the single user, and thus, could lead to better outcomes.

2 Related Work

In addition to protecting their systems, organizations have begun to address security
concerns caused by individuals’ weaknesses, by implementing training programs aimed
at improving the awareness of their employees, with the objective of reinforcing their
ability to recognize, avoid, and report threats. Although most studies in the literature
have demonstrated the effectiveness of training initiatives in increasing individuals’ CS
literacy, the authors of [6] found that in several cases previous training does not result
in any significant improvement in terms of adoption of more secure practices, unless
the strategy, design, and delivery of courses are aligned with assessment policies that
enforce correct CS conduct on a continuous basis. As discovered by [7], different factors
might influence individual’s behavior, which, in turn,makes it difficult to define a holistic
framework for addressing the diverse aspects that contribute to neutralizing threats.

The concept of CH aims at introducing a new approach in CS that combines estab-
lished practices from healthcare domain to refer to individual’s CS posture [5, 6]. As
experts are still shaping its scope, in this paper, we adopt the definition of [5], that
describes CH as the cyber security practices that online consumers should engage in to
protect the safety and integrity of their personal information on their Internet enabled
devices from being compromised in a cyber-attack. Both the definition and its expla-
nation are especially effective in assimilating preventive approaches in CS to measures
adopted in healthcare standards. Also, [5] proposed the Cyber-Hygiene Inventory (CHI),
that is, a model that enables categorizing questions regarding several items of concern
into standard risk dimensions, such as storage and device (S), authentication and creden-
tials (A), Facebook and social media (F), e-mail and messaging (E), and transmission
and browsing (T). In general, easy-to-adopt tools in the form of questionnaires and sur-
veys are convenient and versatile instruments for assessing, screening, and monitoring
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individual’s practices on a regular basis, eliciting potential risks, and addressing them
with appropriate follow-up interventions. Unfortunately, they lack longevity and require
continuous updates to cope with the constantly changing scenario of CS. Conversely,
the top-down design of the CHI and its abstraction level render it more robust compared
to other questionnaires and scales: the specific risk factors can be further customized to
take into account new threats and to change the depth, scope, and content of questions
based on the context of application. However, the current design of the CHI only tests
subject’s knowledge about CSwithout considering any human factors, such as, behavior,
attitude, perception, other intrinsic and extrinsic aspects (e.g., gender, age, and facili-
tating conditions) that have been demonstrated to be crucial in implementing effective
measures. Consequently, the questionnaire offers very limited insight on individual’s
general attitude with respect to CH as well as on their actions and situational responses
in presence of a potential threat. For instance, as showed by previous research, despite
knowing how to generate secure passwords and being aware of the risks of reusing the
same username for multiple websites, individuals might decide to compromise their
standard to a level that results in better convenience [2, 3, 4]. Similarly, the CHI does not
support identifying the underlying factors impacting individual’s intention to implement
a correct behavior, despite of their general attitude to CS practices. As a result, two users
assessed with a questionnaire designed using the current CHI model could very well
obtain the same CH profile despite their actual actions might result in very different
outcomes in terms of risk. For instance, users could adopt strict measures in regard to
sharing information via social media, because they take their privacy into consideration
for reasons that are not related to any potential implications in terms of CS. Moreover,
the current CHI lacks aspects that support updating questionnaires and incorporate new
questions aimed at measuring individuals’ progress over time and analyze the impact of
CS interventions on their CH posture.

3 Incorporating Human Factors in the Inventory

In this paper, we propose a novel framework for designing self-assessment tools in the
context of CH. Specifically, our work aims at improving the inventory described in [5],
so that human factors can be taken into consideration in the CHI in designing questions,
administering assessment tools, and designing interventions. To this end, in addition
to the risk contexts considered by [5], our work incorporates the Knowledge-Attitude-
Behavior (KAB)model introduced by [8] to address risk in the healthcare domain, which
was not included in the original version of the CHI. The KAB approach has been utilized
in several CS frameworks and self-assessment scales in the context of CS, such as the
Human Aspects of Information Security Questionnaire (HAIS-Q) [9].

3.1 The Importance of Knowledge, Attitude, and Behavior

In our work we expand the KABmodel to better fit the concept of CH: as shown in Fig. 1,
we define knowledge as subject’s level of training and awareness of the risk concerning
specific aspects in the CS field, that is, technical competence (e.g., authentication and
credentials) that is already taken into consideration in most questionnaires, including
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the CHI; we use attitude to refer to individual’s general approach to CS based on their
perceived level of severity and to recurring patterns in their habits; finally, we consider
behavior any aspect related to their situational response, that is, the security score asso-
ciated with actual actions realized by users in order to prevent or address threats in the
dimensions considered by the CHI. By doing this, we separate CS concerns related to
human factors into three specific domains and, thus, we make it possible to precisely
identify the areas in the process that are more prone to potential flaws, so that they can
be addressed with targeted intervention. As a result, an individual’s CH profile can be
obtained by evaluating the risk contexts in combination with human factors. This, in
turn, facilitates designing CH inventories that better integrate within a workflow where
an improved and more accurate assessment of an individual’s CH score results in the
prescription of CH interventions especially targeted at the root cause of the CS concern.
Furthermore, categorizing risk dimensions into their atomic components is expected to
enhance evaluating the effectiveness of CH interventions.

Fig. 1. An overview of our proposed framework. We incorporate the KAB model in the design
of CH self-assessment tools to highlight the importance of accounting for human factors that
have an impact on individuals’ risk awareness, perception of the severity of threats, and on their
situational response in different contexts. Also, our framework includes aspects that influence
user’s attitude and behavior and suggests specific dimensions that need to be considered when
designing questionnaires and updating them by considering the desired outcome in terms of CH
improvement in the user posture.

3.2 Desired CH Outcomes

Moreover, in our framework we divide each component of the KAB model into specific
actions that individuals are expected to realize depending on their current and desired
level of CH. Particularly, we take into consideration if they are able to: (1) increase their
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knowledge and awareness, (2) change an incorrect attitude in terms of CS so that they
can build and (2)maintain a high CH profile, and (3) avoid potentially dangerous actions
and adopt strategies that are expected to result in a proactive and improved behavior with
respect to detecting and reporting potential threats. As a result, in addition to providing
insight on the root cause analysis of CH issues, our framework supports updating data
collection instruments by designing questions that specifically evaluate users’ growth
over time in terms of their level of CH.

3.3 Human Factors Influencing Knowledge, Attitude, and Behavior

Indeed, surveys and questionnaires, such as the CHI, are designed with a two-fold pur-
pose, that is, (1) screening individual’s and identifying their CH posture to prevent risk
associated with their CS behavior, and (2) measuring the effectiveness of CS interven-
tions, such as training programs, which have the objective of enhancing individuals’
knowledge, in order for an increased awareness habituates them to correctly align their
perception of risk with its actual severity, so that they can adopt a correct behavior when
realizing their tasks. Nevertheless, several intrinsic and extrinsic human factors play a
crucial role in theKABmodel and they have an impact in correctly translating CS knowl-
edge (risk awareness) into a responsible attitude; also, they intervene in specific situations
in which users are required to take appropriate actions. Therefore, our model takes into
consideration habituation factors, that is, aspects that shape users’ habits over time and
impact their attitude; also, we suggest elements that modify individuals’ likelihood of
action in accordance with the expected CH behavior. The former includes background,
beliefs, and prior experiences that can result in different attitudinal approaches towards
CH. For instance, users who have experienced a breach in the past might show better
CH habits, because the incident might result in an increased perception of the severity
of CS threats. Also, social factors, such as practices adopted by user’s groups (e.g., their
milieu and organization) can influence the individuals’ attitude and lead to the develop-
ment of habits that can improve or be detrimental for their CH. For instance, limiting
the maximum length of passwords in authentication forms might induce users to always
produce shorter passphrases.

Furthermore, additional human factors intervene when users actually realize actions
(e.g., opening an attachment, changing the privacy settings of their social media account,
and creating a password): their behavior can be influenced by the perceived effort and the
expected performance, which refer to the difficulty and to the benefits (in terms of CH)
of adopting a secure behavior in accomplishing a task, respectively. Moreover, external
factors can have an impact on users’ actions: facilitating conditions refer to elements
that make it easy for users to implement CS principles (e.g., tools for reporting spam
and phishing emails), enforce their correct behavior (e.g., scheduled antivirus updates),
and prevent potentially dangerous actions (e.g., requiring user’s confirmation before
opening a suspicious file). For instance, the trade-off between convenience and strength
in password creation represents the relationship between performance expectancy and
perceived effort; conversely, an example of facilitating conditions is the automatic pass-
word generation provided by certain browsers that proactively suggest and memorize
secure passphrases without any overhead for the user.
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In our model, we consider factors related to social influence as different from aspects
pertaining to facilitating conditions: the former refers to practices that result in attitudi-
nal changes (e.g., as users become familiar with password management systems, they
develop the habit of using it for every passphrase), whereas the latter indicates adoption
of policies or instruments that prevent users from adopting an incorrect behavior by
making it more convenient to adopt secure measures (e.g., requiring users to change
their passwords every three months or adopting two-factor authentication systems).

4 Conclusions and Future Work

As reports found that a large number of attacks leverage vulnerabilities at the individ-
ual user level and use them as entry points, organizations are increasingly adopting
assessment tools that help them evaluate individual’s awareness with respect to CS and
implement interventions, such as training programs, aimed at addressing risk proactively
by improving the CH profile of their users.

In this paper, we introduced a novel framework that takes into consideration relevant
human factors that have an impact on individual’s CH. By doing so, we aim at enhancing
the design of self-assessment tools, so that organizations can create better questionnaires
that achieve amore in-depth picture of the respondent and enable identifying the types of
threats togetherwith their root causes. To this end, wemodeled the underlying behavioral
aspects that influence user’s motivation in perceiving and addressing CS risks properly.
The advantage of our model is that, in addition to risk contexts, it suggests dimensions
that have to be taken into consideration without detailing individual questions or specific
implementation details, which makes it consistent with the strategy adopted by [5] for
developing their CHI. This is to maintain a top-down approach that supports evaluating
human aspects that are associated with habituation factors and with the likelihood of
action separately from users’ knowledge about risk items.
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Abstract. A construct for intentional habit formation is suggested as a possible
mitigation to the disparity between user capability and systems requirements. The
importance of usable security is well represented in early discussions ([3]; Sasse
2001). Twenty years after M. S. Ackerman [7] provided a significant discussion of
the “gap” betweenwhat humans need andwhat computers can support, the “social-
technical gap” in privacy and security management continues. Humans, for many
reasons, cannot make good, consistent decisions regarding security. Current and
foundational theoretical understandings of human limitations are outlined, in both
an individual and social context. The difference between current systems and
principles of interface and interaction design are highlighted. Finally, a possible
ameliorating step is suggested. Specifically, a movement from reliance on human
cognition and decision making to a reliance on habit formation.

Keywords: Usable security · Usable privacy · Human behavior · Human
computer interaction · Cyber security

1 Introduction

Human error is consistently cited as the most common cause of security breaches [1, 2].
An increasing awareness of the necessity for usable security has driven many excellent
studies and the security community movement away from a “stupid user” mentality
[3]. Security requirements and human behaviors are often viewed in tension or as an
intractable problem that will continue to exist in a paradoxical state. Even the nature of
human needs is often seen as paradoxical – for instance, the framed “privacy paradox”
– the tension between user’s stated interest in privacy and their behavior [4, 5]. Humans
live many parts of our lives in, if not a paradox, at least balancing seemly conflicting
needs. To support security, secure behaviors must be consistent. One lapse in judgement
or hasty assumption can cause a significant security problem.

Habituation, rather than knowledge training, may be as a possible mitigating app-
roach to assist users in behaving more consistently in line with their own goals or goals
of organizations. The formation of security habits will require the implementation of
design science principles, particularly consistency [6]. The following sections outline
the literature on humans and security, highlighting the difficulty humans face in behaving
securely online. Habituation is suggested as possible mitigation to the difficulty users
experience.
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2 Humans and Security

HCI continues to advance rapidly and is showing increased specialization and expansion
into developing areas of inquiry as well as relevance to an expanding number of fields as
technologybecomesmore ubiquitous. The difference between theflexibility andnuanced
nature of human decision making and brittle systems is well established [7]. People
struggle with security, in part, because of the limitations of the design and because of
the discrepancy between their strengths and the systems requirements. Privacy decisions
are also difficult and form an important part of many cyber-based attacks [8, 9].

2.1 Human Limitations

Vannevar Bush’s publication of “AsWeMay Think” heralded a significant development
in cognitive models of computer human interaction [10]. Bush described ideas, partic-
ularly information overload that are highly pertinent to current discussions in security
awareness. Furthermore the idea of associative indexing describes, with a prophetic
degree of accuracy, our current interactions on the web [10, 11]. Through this tech-
nology, people are introduced larger cognitive space, where human decision making is
hampered by cognitive limitations.

Bounded Rationality. Ackerman [7] highlights the difference between human ability
and what systems demand of their users in the need for users manage a near “infinite
information space” (p. 186). If anything, the space has grown in the last twenty years
and the ability of humans to control their personal data has not. The concept of bounded
rationality states that humans have certain inherent limitations, both in their ability to
calculate the outcomes of their decisions, the limits of the information that they have,
and the limited amount of time individuals have to make decisions [12].

Users make decisions with limitations on the amount of time and information [13].
The privacy calculus model highlights the inherent difficultly users face in actually mak-
ing privacy decisions [14]. Interaction and interface design recommendations highlight
the need for simplicity [15] and reduce cognitive load [6]. Infinite space, of unknown
but lasting duration does not align with users’ decision-making models.

Memory. Human memory is unreliable. Usability research highlights the need for
recognition, rather than recall, and cautions designers to avoid overly taxing short-term
memory [6, 16]. Miller [17] popularized, “the magical number seven”, plus or minus
two, as description of limitations humans experience in information processing. Mem-
ory is fallible, and short-term memory is at a premium, particularly when a human is
engaged in attempting to complete a task, which is addressed more thoroughly later.

Artifacts. Ackerman [7] highlights the strong relationship in design sciences between
artifacts, study and theory [18]. In the context of the discussion on bounded rationality,
it becomes apparent that there are very few useful physical artifacts. Physical security
artifacts are highly bound to their contextualized, physical environments.

There does not seem to be an analogous physical artifact for a near infinite, persistent
space. The closest possible analogy seems to be “public” which is not how users perceive
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all online spaces [19]. Even if users did view all cyber spaces as public spaces, they
would be unlikely to be able to control the collection and use of substantial portions
of data about themselves or perceive how that data might be used [19]. Lederer, Dey
[20] suggest the concept of faces as metaphor for privacy management. However, in an
interconnected space, various faces may be connected, resulting in the opposite of the
intention. Recent work are addressing this problem, working to make data in this space
more comprehensible to users [21].

Co-evolution. People and their systems are subject to a process of co-evolution, in
which sociotechnical systems evolve together towards a state that reduces gaps between
requirements and feasibility [22]. The feedback loop is not closely rapidly. Companies
and other entities benefit from gathering personal data [23]. Current systems are rigid [7]
and that rigidity is intentional. Systems specifications require a certain level of rigidity.
The rigidity of systems will require concentrated effort over time to relax. The need for
improved security is immediate.

2.2 Social Limitations

Users do not perform security tasks in isolation. Perhaps users are trying to reset a
password or respond to an email from a colleague promptly. Successful attacks are
often modeled on experiences. The exotic, and unlikely, Nigerian prince is replaced by
increasingly convincing and believable emails that mimic our daily experiences [24, 25].
Additional contexts as significant to understanding security choices.

The Other Humans. Humans other than end users can contribute to end user errors.
For instance, when information systems personnel (authorized users) send legitimate
requests to users to update sensitive information via a link. While the email is perfectly
legitimate, it also has the potential to habituate users to responding to links asking
for sensitive personal information. Instructions to users to ignore security warnings is
not uncommon and builds conflicting habits in users. Documented examples of this
type of behavior are readily available [26]. Admittedly, the systems administrators and
information systems staff frequently do a very good job of finding ways to communicate
requirements to users, but consistency in desired user behavior is imperative.

Another example of end user behavior influencing users is the process of conducting
business. Halevi, Memon [27] illustrated that increased conscientiousness, with a lower
risk perception, equated to an increased success in spear phishing attacks. Very consci-
entious employees are great, except when their consciousness drives the completion of
a task that compromises security.

The Other Needs. Security is often a secondary task. For example, a security warning
pops up when browsing the web, or a computer needs to be updated, but only at the
most inconvenient time. When users are making security and privacy decisions, they
may not be thinking about security and privacy, but about their other task, requirement
or perceived reward [13, 28]. Maslow and Lewis [29]’s hierarchy of needs includes the
need for safety, but also the need for love and belonging, highlighted by “friendship,
family, intimacy and sense of connection” (p. 370). It is to this need that a great deal of
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online information sharing appeals. Users perceive Facebook as a way to receive social
support [30].

2.3 Examples of Limitations and Requirements

There are many concrete examples of the cognitive dissonance and influence of the
interplay between self and others inherent in current systems. In the context of security
and security decision making, passwords and privacy policies are particularly pertinent
examples.

Passwords. The limitations of human memory severely construct the ability of users
to perform human requirements for security. There is perhaps no better illustration of
this than password requirements. If a set of rules were constructed to make security
as unusable as possible, password requirements could hardly be surpassed. Random,
frequently changed, long, and highly variant, virtually no plan could guarantee a usability
disaster. This disparity is highlighted frequently in the literature [31–33].

Privacy Policy. Privacy policies also perfectly illustrate human limitations. Users who
claim to be concerned about privacy do not read privacy policy [13, 34]. However, it
is worth considering whether or not it would even be possible for users to realistically
read privacy policy. McDonald and Cranor [23] explored the amount of time it would
take to read privacy policy. They determined individual reading time to be between
181 h per year and 304 h per year, a nearly impossible task [23]. Interface design and
interaction design sciences have long relied on certain principles to improve usability.
Among these, the need for consistency and simplicity are paramount [6, 16]. Security
and privacy settings, policy and user end decision making are neither consistent nor
simple.

3 Habits - Mitigation Through Human Strengths

Current technologies rely on areas the exercise of human overcoming significant cog-
nitive, and psychosocial limitations to perform “correct” security actions. Mitigation
measures certainly include improving usability but might also include an adjustment in
human mechanisms for behavior.

Habituation. One possible solution to the problem of bounded rationality is the imple-
mentation of habituation as regards security related behaviors. Many training programs
fail to produce lasting results for a variety of reasons, one of which is lack of continuous
feedback [35]. Habituation is a viable alternative to repeated decision making. Users
could be “trained” not to make decisions, but to develop secure habits. Habits are an
“automatic behavioural responses” formed through a cue-reward cycle [36, 37]. Habits
are also highly contextual [36]. Users are currently habituated to bad security habits as
a direct result of the impossibility of achieving “good” security practices. They cannot
realistically read privacy policy on websites; so they have the very bad habit of ignoring
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privacy policies. They cannot, realistically, perform “well” with passwords, therefore,
they select a “good password” rule to break.

Habits are “cued by context” [36], meaning that a variety of security habits could
be formed based on context. Since habits are contextual, habits also represent a flexible
state that also bypasses complex decision making. Habits could be a bridge between the
inherent flexibility of human decision making and the inherent inflexibility of systems.

Habits also require less cognitive engagement. Habits may also be intentionally
formed in relationship to goals [36] and changing habits is difficult, but not impossible.
Habits appear to be a human version of the simplification and rigidity we observe in
systems. Habits are also responsive to external stimuli [36]. Therefore, those interested
in forming specific security habits, such as employers, may use habituation, rather than
cognitive training, to form very strong contextual responses that will reflect the security
needs of the organization [36].

4 Conclusion

Limitations, such as bounded rationality and limited information processing capacity
make managing security in the current context virtually impossible for users. However,
there are ameliorating factors, already well applied to other problems in this space that
can be implemented in security settings. The suggestion presented here is replacing con-
stant decision making with habituation facilitated by applying principles of consistency.
Humans cannot operate effectively in the systems space we have created. Purposeful
design around the concept of security habits require the implementation of key design
principles and strict adherence to these principles on the part of designers. Habituation
could allow humans to behave in complex ways in the context of the difficult decision
making spaced posed by system.
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Abstract. The theme of cybersecurity regards people in primis, considering that
everyone uses digital technologies both in professional and private life, and that
people’s behaviour plays an important role in the occurrence of cyberthreats.
The human factor has therefore to be recognized as an essential element to be
considered for developing an effective cybersecurity, and education is the key
driver. However, since children access online activities at an early age, it is wise
to develop interventions to promote digital awareness from first years at school,
focusing on the responsible use of digital technologies. Becoming conscious of
the risks they are exposed to is an important step for children to move safely on the
Internet and to understand the different cyber-risks they have to face. This activity
represents hence a fundamental step for cybersecurity education.

In this paper we present a study investigating Italian school teachers’ percep-
tion of their students’ digital awareness and their evaluation of the actions needed
for its development. Answers were provided by 2,229 teachers from all over the
country belonging to primary and secondary schools, participating in a national
project whose goal is to spread computer science and to sensitize students to a
proper use of digital technologies.

The results confirm the high sensitivity of teachers towards digital awareness
issues. Indeed, students should be prepared to recognize risks when they use
digital technologies: not only cyberbullying, they should pay more attention to the
protection of their personal data, and to the reliability of news on social media.
Moreover, teachers declare the need for themselves to receive specific training on
digital awareness, and to be supported in their activities.

Keywords: Digital awareness · Cybersecurity · Education

1 Introduction

Over the last few years, the theme of cybersecurity has become a great challenge for
every country and a significant problem to handle for all organizations. Cyber-threats
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and attacks continue to grow, notwithstanding the availability of innovative technolog-
ical solutions and important regulations aimed at protecting personal information (The
General Data Protection Regulation, GDPR).

Many are convinced that cybersecurity is above all a human problem (e.g. [1, 2]),
and that cybersecurity awareness programmes are needed to respond to the gap between
people and digital technology [3]. However, there is still a general tendency to mainly
focus on a technical perspective, thinking that innovative solutions, for example the
newest ones based on Artificial Intelligence, are able to solve both current and future
security problems.

On the other hand, developing a different attitude towards cybersecurity is not easy,
since it requires an ongoing process based on awareness and education programmes.
Outcomes are not immediate, but it is now evident that the poor results deriving from
current cybersecurity approaches impose a different intervention model, where human
beingsmust be considered as an essential part of the solution [4]. In fact, if the problem is
mainly represented by unsecure behaviour, it is fundamental that people are fully aware
of cyber-risks and respond to them appropriately. Training and education are the key
drivers [5].

Considering that everyone uses digital technologies for both professional and private
life, and that children access online activities at an early age and spend more and more
time in using digital technologies [6, 7], it is wise to develop interventions to promote
digital awareness at school [8]. Children often are not aware of the risks they are exposed
to [9], for instance sharing personal photos and posting sensitive information on social
media. Moreover, we should not forget that also schools can be a target of cyberattacks
[10].

If on one side there is a wide interest in developing cyber-skills at school for future
careers in cybersecurity, on the other side it is important to boost digital awareness early
in school. This activity, if well-managed, can represent a primary step in order to become
aware of cybersecurity risks. It is clear that, considering the age of students, it is not
appropriate to talk about cybersecurity; instead, digital awareness or “digital hygiene”
might be more respondent to the specific needs, focusing on simple notions about online
behaviour. In this sense, it is important to consider that developing digital competences
also include soft skills, such as critical thinking, interacting through digital technologies,
protecting personal data and privacy [11]. Therefore, increasing awareness of the risks
and supporting capacity building of educators in online safety is part of Digital Educa-
tion Action Plan [12]. These recommendations are fundamental to create educational
curriculum to teach computer science at school, considering its social aspects, too. For
example, the National Curriculum in England [13] regarding computing programmes of
study includes, beyond the scientific and technical aspects of computer science, under-
standing and using technology, safely, respectfully and responsibly, e.g. recognizing
inappropriate contents, protecting online identity and privacy.

In the following, we present a study investigating Italian school teachers’ perception
of their students’ awareness about the use of digital technologies, and the need to be
prepared to handle this issue with their students. The study is part of a monitoring report
that every year is conducted in order to evaluate general participation of teachers and
students in a national project on computer science education [14].
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2 Methodology

Programma il Futuro project ([14, 15]) has the goal to increase awareness in Italian
schools both on the scientific principles of digital technologies and on the basic con-
cepts for their responsible use. For these goals the project provides lessons developed
on the basis of Code.org materials (for awareness on the scientific principle), and guide-
books based on Common Sense materials (for awareness on responsible use of digital
technologies). Teachers and students are voluntarily enrolled in the project that, in its
fifth year, has involved more than 30,000 teachers and over 2 million students.

Every year teachers are asked to fill out monitoring questionnaires consisting of 40
items to evaluate their general participation – togetherwith students - in project activities,
and the quality of the actions implemented.

One section of the monitoring questionnaire, “Digital Awareness”, aims at inves-
tigating teachers’ perception regarding the responsible use of digital technologies by
their students and the level of usefulness of the related teaching material developed by
the project. The section consists of 15 multiple-choice questions and one open-ended
question.

Three areas have been investigated:

Area 1: Assessment of the usefulness of digital awareness guidebooks. Teachers are
asked to evaluate, using a scale from 1 (low) to 4 (high) how useful each of the following
guidebooks provided by the project is to develop digital awareness in students:

– Super Digital Citizen;
– The Power of Words;
– Private and Personal Information;
– Safe Online Talk;
– Going Places Safely;
– Follow the Digital Trail;
– Screen Out the Mean.

These guidebooks, intended for teacher use, contain fully developed lessonplanswith
teaching content and exercises on different issues, for example: how to use the Internet
and social network safely, how to safeguard personal data and digital reputation.

Area 2: Responsible use of digital technologies. This area investigates:

– what is necessary to develop a conscious use of digital technologies;
– which activities students mainly carry out through digital technologies (e.g., studying,
doing research, getting information, playing music);

– how important the knowledge of certain issues is for students’ preparation (e.g., fake
news, online behaviour).

Area 3: Supporting teachers with specific training in digital awareness and security.
This area investigates what type of activity is useful to support teachers in developing a
proper digital awareness among their students (e.g. training, communication).Moreover,
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teachers are asked to evaluate their need for specific preparation on topics related to
digital awareness and security.

The monitoring questionnaire was sent in December 2019, through the project plat-
form. The total sample who filled out the questionnaire is composed by 2,229 teachers,
presenting the following demographic characteristics: Gender (F: 82.01%; M: 17.99%);
Age (up-to-30: 0.27%; 31–40: 5.83%; 41–50: 34.19%; 51–60: 51.91%; 61-and-up:
7.81%). The gender distribution is in line with the national distribution of teachers’
gender. The majority of teachers is from primary school (59.98%), then around a quarter
(26.29%) from middle school, and a minority is from high school (10.32%). There is
also a very limited participation from kindergarten teachers (3.01%). All respondents
have participated in “Programma il Futuro” activities for at least one year (the project
has been active since 2014).

3 Results and Discussion

We now report and discuss the main outcomes of our study related to the above three
areas of the questionnaire.

Area 1. Assessment of the usefulness of digital awareness guidebooks
Results confirm a high perceived usefulness of the guidebooks used to spread digital
awareness (Fig. 1). Note that between 80% and 90% of teachers evaluated the guidebook
with “high” or “medium” usefulness. Teachers who still do not know these materials

Fig. 1. Usefulness of the various guidebooks for digital awareness.
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declare their intention to apply them in their classrooms, because of the topical nature
of the issues dealt with. In particular, materials focused on communication (e.g. “Safe
Online Talk”) have been particularly appreciated by teachers.

The interest demonstrated by teachers is also confirmed by suggestions provided in
the open-ended question, where they underline the need for producing further materials
on online communication issues, especially about the use of social network.

Area 2 – Responsible use of digital technologies
For a responsible use of digital technologies, teachers think that this mainly requires
the development of an adequate knowledge of risks associated with their use (Fig. 2).
Therefore, students should be prepared to recognize risks when they use digital tech-
nologies. The prevalence of risk element in digital awareness confirms results deriving
from previous monitoring report [9]. After “knowledge of risks” (66%), a responsible
use of digital technologies passes through “the ability to use them effectively” (49%),
“understanding how they work” (45%), and “sense of responsibility” (41%). It was pos-
sible to provide up to 3 answers out of 7 and the remaining 3 were selected by less than
40% of respondents.

Fig. 2. What is necessary for a responsible use of digital technologies.

For what regards how digital devices are used by students (Fig. 3), accord-
ing to teachers’ perception they use them mostly “to play” (85%), “to communi-
cate/share with friends/classmates” (56%), “to listen/watch/download music” (54%),
“to study/research” (28%), and in only 11% of cases “to get information” (multiple
answers were possible).

The high value obtained by “playing” agrees with the fact that many participants
involved in the study are primary school teachers. Clearly, at this stage, students’ activi-
ties are not focused on searching information on the Internet. However, it is recognized
the social significance that digital tools and devices have for students, given that they
permit to communicate with their friends/schoolmates and to share news (in particular
in the secondary school).
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Fig. 3. How students use digital technologies according to teachers’ perception.

In Fig. 4 you can see how teachers evaluated the importance of various issues to pre-
pare students to use digital technologies in a safe and responsible way. “On line harass-
ment”, “Data protection and privacy”, and “Safe online behaviour” are the most impor-
tant topics for students’ preparation. If on the one side “Online harassment” received
the highest evaluation, given it is probably the hottest topic in the discussion on the
Internet risks regarding children and teenagers, on the other one it is interesting to notice
that teachers appropriately recognize the importance of protecting data and guaranteeing
privacy while online.

Fig. 4. Degree of importance of various topics for students’ digital awareness.

Area 3 – Supporting teachers and specific training in digital awareness and security
Regarding the activities considered useful to help teachers to develop students’ digital
awareness (Fig. 5), the most important action according to teachers is “sharing expe-
riences” (65%), followed by “training in presence” (53%), and “parents’ involvement”
(48%). It was possible to provide up to 3 answers out of 7, and the remaining ones were
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selected by less than 40% of respondents. These results confirm the importance of deal-
ing with these issues and the need for the contribution of others, e.g. parents’ students,
to achieve effective results.

Fig. 5. Actions/tools to support teachers to develop digital awareness in their students.

On the other hand, teachers highlight the need for themselves to receive a spe-
cific training on digital awareness issue, as a response to a specific yes/no question (Y:
97.74%). Among the topics to be included in this training they identify (Fig. 6): “social
media use” (70%), “fake news” (57%), “online harassment” (56%), and “identity theft”
(48%). It was possible to provide up to 4 answers out of 7, and the remaining 3 were
selected by less than 45% of respondents.

Fig. 6. Topics for training teachers in digital awareness.

This training could provide useful clarifications about common terms used in the
area of cybersecurity, given that some of them are often improperly used, because of the
lack of knowledge.
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4 Conclusions and Future Work

In this paper we have analysed how teachers evaluate the importance of spreading digital
awareness among their students and the necessary actions in order to improve the respon-
sible use of digital technologies. Answers from 2,229 teachers - belonging to primary
and secondary school - confirm their high sensitivity towards digital awareness issues.
Students should be prepared to recognize risks when they use digital technologies: not
only cyberbullying, they should pay more attention to the protection of their personal
data, as well as to the reliability of news on social media. Becoming conscious of the
risks they are exposed to on the Internet is an important step for children to move safely
and to understand the different cyber-risks they have to face.

Considering that digitization is unstoppable and that cyberthreats are likely to grow, a
precocious education on the responsible use of digital technologies can be a fundamental
step for an effective cybersecurity education. Indeed, we think that, given the age of
students, talking of cybersecurity training in primary and secondary school is excessive;
instead, educating students to understand the concept of digital risks and highlighting
the importance of online behaviour can be an effective way to develop digital awareness.

Finally, also teachers need to be supported in this activity; among the preferred
actions, they identify sharing of experiences, training classrooms and parents’ involve-
ment. They declare the need for themselves of a specific training on digital awareness,
and the use of social media is one of the most important topics to be managed.

In conclusion, we think that education is an essential key to handle cyber risks, now
and in the future. Not only for workers [5], but also for students and, in general, for all
citizens. We will continue to produce guidebooks and materials on the basis of teachers’
requests, and to monitor the project activities.

Acknowledgements. We thank all teachers involved in “Programma il Futuro” for their continued
participation to the project and their involvement into this research. Thanks also to Common Sense
for having provided us the digital awareness teaching material and to Code.org for their activity
to support Informatics education in schools. Last, but not least, a big thank to Francesco Lacchia
for his excellent work in the adaptation of the Common Sense guidebooks.

References

1. Schneier, B.: Secrets and Lies. Wiley, New York (2000)
2. Safa, N.S., Solms, R.V., Futcher, L.: Human aspects of information security in organisations.

Comput. Fraud Secur. 2016(2), 15–18 (2016)
3. Corradini, I.: Building a Cybersecurity Culture in Organizations. How to Bridge the Gap

between People and Digital Technology. Springer, Cham (2020)
4. Zimmermann, V., Renaud, K.: Moving from a “Human-as-Problem” to a “Human-as-

Solution” cybersecurity mindset. Int. J. Hum Comput Stud. 131, 169–187 (2019)
5. Corradini, I., Nardelli, E.: Building organizational risk culture in cyber security: the role of

human factors. In: AHFE 2018, pp. 193–202. Springer (2018)
6. Livingstone, S., Haddon, L., Görzig, A., Olafsson, K.: Risks and Safety on the Internet: The

Perspective of European Children: Full Findings and Policy Implications from the EU Kids
Online Survey of 9–16 Year Olds and Their Parents in 25 Countries. LSE, London (2011)



110 I. Corradini and E. Nardelli

7. Kardefelt-Winther, D.: How does the time children spend using digital technology impact
their mental well-being, social relationships and physical activity? An evidence- focused lit-
erature review, Innocenti Discussion Paper 2017-02, UNICEFOffice of Research – Innocenti,
Florence (2017)

8. Schilder, M.J.D., Brusselaers, B.J., Bogaerts, S.: The effectiveness of an intervention to pro-
mote awareness and reduce online risk behavior in early adolescence. J. Youth Adolescence
45, 286–300 (2016)

9. Corradini, I., Nardelli, E.: Awareness in the online use of digital technologies, In: 11th Inter-
national Conference of Education, Research and Innovation (ICERI-2018 ), pp 7036–7042,
Sevilla, Spain, November 2018

10. Modan, N.: Recent school ransomware attacks highlight need for ongoing vigilance.
EducationDive, January 2020

11. European Commission, The Digital Competence Framework 2.0
12. European Commission, Digital Education Action Plan
13. Gov.UK, Dep. Education, National Curriculum in England: computing programmes of study,

September 2013
14. Corradini, I., Lodi, M., Nardelli, E.: Computational thinking in italian schools: quantitative

data and teachers’ sentiment analysis after two years of programma il futuro project. In:
ITiCSE 2017, ACM (2017)

15. Nardelli, E., Corradini, I.: Informatics Education in School: A Multi-Year Large-Scale Study
onFemale Participation andTeachers’Beliefs. In: ISSEP-2019, pp. 53–67,Cyprus,November
2019



Social, Economical and Behavioral
Aspects of Cybersecurity



Economic Prospect Theory Applied
to Cybersecurity

Wayne Patterson1(B) and Marton Gergely2

1 Patterson and Associates, 201 Massachusetts Ave NE, Suite 316, Washington, DC 20002, USA
waynep97@gmail.com

2 Department of Information Systems and Security, College of IT,
United Arab Emirates University, Al Ain, UAE

mgergely@uaeu.ac.ae

Abstract. A growing concern in the cybersecurity community evaluation of the
strengths and defenses regarding cyberattacks. One approach that has not been
often explored is to estimate the strength of an attack or defense in economic
terms. For example, estimation of the memory required for code used for an
attack, or what is equivalent, the computer time to execute an attack. We choose
to express the costs in economic terms, and thus define the method of analyzing
an important line of research known as “behavioral economics”, pioneered by
Kahneman and Tversky, and translated into cybersecurity terms. In this way we
attempt to determine a cybersecurity analog for well-known results in economic
prospect theory to be able to estimate the costs of cyberattacks and defenses.

Keywords: Prospect theory · Cybersecurity · Cyberattacker · Cyberdefender ·
Kahneman-Tversky

1 Introduction

Over the past 30 years, there has been an emergence of a new approach to economic
prospect and utility theory that has contradicted the prevailing views in that discipline.
Utility theory stretches back to the work of Jeremy Bentham and others in developing
what is now known as utility theory. Only in recent years has the basis of utility theory
comeunder challenge,with somevery revealing results about economic choices that have
demonstrated using classical assumptions that many results can result in contradictory
decisions about such choices.

In this revised approach, many of the hypotheses of what leads to decisions in terms
of economic choices have been refuted in this new branch that is usually referred to
as “behavioral economics”. Perhaps the primary proponents of this new approach have
been Daniel Kahneman and Amos Tversky. The latter received in 1985 the Nobel Prize
in Economics for his research in this area, and their seminal paper in this regard is
“Prospect Theory: An Analysis of Decision Under Risk” published in Econometrica in
1979. We will refer to the results of this paper as “KT”.
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The test data developed in KT were presented in a very general context. As an
example, one of the KT questions was “Choose between A: 2500 with probability .33;
2400 with probability .66; 0 with probability .01; 4 B: 2400 with certainty.” Raising a
question in this fashion gave no information in terms of the meaning of magnitudes of
2500, 2400, or 0 in terms of the values that might be assigned to those magnitudes.

We were interested in analyzing rational choices of individuals in a cybersecurity
context. Both from the perspective of a cybersecurity defender and a cybersecurity
attacker, decisions to create an attack for a defense can be translated using some metric
to an economic value (Patterson and Winston-Proctor 2019).

Consequently, we thought that it would be valuable in trying to understand the
motivation of a cyber attacker or defender to be able to assess their decision-makingwhen
cast in economic terms; thus it seemed a logical step try to apply the groundbreaking
KT research in order to see if their findings that demonstrated weaknesses in classical
utility theory might also apply in a cybersecurity environment.

2 Test Design

In this regard, we translated many of the questions posed in the research in Kahneman
and Tversky (op. cit.) to a cybersecurity context. The original research carried out by
Kahneman and Tversky used subjects at the University of Stockholm, Sweden, and the
University of Michigan, Ann Arbor, USA.

In order to carry out this research, we recruited subjects from junior- and senior-level
cybersecurity courses at a large university in the United Arab Emirates. All subjects
remained completely anonymous and were informed that their participation in the study
was entirely voluntary (Tables 1 and 2).

Table 1. Attacker Test Participants (n = 73).

Gender Male = 19 Female = 54 Age 18–29 = 69

Ethnicity South Asian = 1 Middle Eastern = 72 Major: Information Systems = 73

Work Full-time = 4 Part-Time = 2 Not Applicable = 67

Student Status Freshman 1 Sophomore 12 Junior 23

Senior 30 Graduate 5 Other 2

3 Preparation and Modification of Test Questions

In the original KT paper, there was no context given for the questions which were used
to develop responses from various audiences. In our case, in order to set the context
to provide alternative choices, we felt it was necessary to provide some introduction in
terms of the description of the cybersecurity environment. Using random assignment,
we divided the subjects into two groups, and instructed each group differently, in one
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Table 2. Defender Test Participants (n = 69).

Gender Male = 19 Female = 50 Age 18–29 = 69

Ethnicity Middle Eastern = 69 Major Information Systems = 69

Work Full-time = 5 Part-Time = 4 Not Applicable = 60

Student Status Freshman 0 Sophomore 13 Junior 16

Senior 33 Graduate 4 Other 3

case assuming that they would take the point of view of a cyber attacker, and for the
other group the role of a cyber defender.

In order for the questions to carry the same magnitude as those found in the original
KT questions, we decided to transform the monetary values from those indicated in the
original paper, to the currency of the responders, namely UAE dirhams. In that paper,
published in 1979, the currency indicated was Israeli pounds, and an average monthly
income was approximately 3,000 lb. At the time of this writing, the average monthly
family income in the United Arab Emirates was approximately 15,000 dirhams (see
https://authorityjob.com/good-average-salary-income-usd-dubai-family/). Thus to have
the testees recognize monetary figures of near equivalent values, we decided to multiply
all the original values in Kahneman and Tversky (op. cit.) by a factor of 4. Thus in the
very first example, Kahneman and Tversky asked for a choice between “choose between
(A): 2500 with probability .33, 2400 with probability .66, 0 with probability .01; or (B)
2400 with certainty”. In our case, we rewrote this as “(A): 33% chance to win 10000
dirhams, 66% chance to win 9600 dirhams, 1% chance to win nothing; or (B) 100%
chance to win 9600 dirhams”. In addition, the questions given to the “cyberdefender”
students were labelled Dx (x= 1, …, 16), and Ay (y= 1, …, 16) for the “cyberattacker”
students.

Similar transformations were made for all questions.

4 Questions for the Current Study

Test questions as reported on in KT were replicated, and in some cases recast in their
presentation to address prospect theory questions in a cybersecurity context. In the cyber-
security context, two test subject groups were selected. In one subgroup, the assumption
was that the subjects were asked to answer questions assuming they were cyberattackers,
and in the other subgroup, that they were cyberdefenders.

In order for the subjects to assess the test questions, they were asked to consider a
context for the questions from the perspective of a cyberattacker (for one subgroup), or
from the perspective of a cyberdefender (for the other subgroup), as follows:

“As a student of cybersecurity, it is often helpful to imagine you are an attacker or
a defender. These questions will give you the opportunity to choose what strategy you
would take given each of a number of cyber-attack or defense scenarios.

“In each, you may assume that your choice will result in an outcome which will
yield some value to you (either as an attacker or defender), and that value will

https://authorityjob.com/good-average-salary-income-usd-dubai-family/
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be in accordance with a given probability or set of probabilities. The values will
be expressed in dirhams and the probabilities in percentages, where a certainty is
100%.”

Further instructions were provided separately for each group essentially defining the
activity of a cyber attacker or defender.

The examples for both subgroups, as well as the original KT questions, follow. The
numbering of the questions varies slightly but total 16 questions. For the cyber attacker
and defender subgroups, the questions are numbered 1-16. For the KT questions, their
enumeration is followed: 1–12, 13, 13’, 14, 14’.

(A1 and D1) Choose between A and B where you would receive
A: 33% chance to win 10000 dirhams; 66% chance to win 9600; 1% chance to win 0
B: 100% chance to win 9600 dirhams

(A2 and D2) Choose between A and B where you would receive
A: 33% chance to win 10000 dirhams; 67% chance to win nothing
B: 34% chance to win 9600 dirhams; 66% chance to win nothing

(A3 and D3) Choose between A and B where you would receive
A: 20% chance to win 16000 dirhams; 80% chance to win nothing
B: 100% chance to win 12000 dirhams

(A4 and D4) Choose between C and D where you would receive
C: 20% chance to win 16000 dirhams; 80% chance to win nothing
D: 25% chance to win 12000 dirhams; 75% chance to win nothing

(A5 and D5) Choose between Choice A and B where you would receive a non-monetary
payoff in a given (even though the subjects could perform a conversion to a monetary value),
per the corresponding probability
A: 50% chance to win a 3-week tour of England, France, Italy; 50% chance: no tour
B: 100% chance to win a 1-week tour of England

(A6 and D6) Choose between Choice A and B where you would receive a non-monetary
payoff (even though the subjects could perform a conversion to a monetary value), subject to
the corresponding probability
A: 5% chance to win a 3-week tour of England, France, Italy; 95% chance of no tour
B: 10% chance to win a 1-week tour of England; 90% chance of no tour

(A7 and D7) Choose between Choice A and B where you would receive a payoff in a given
amount, subject to the corresponding probability
A: 45% chance to win 24000 dirhams; 55% chance to win nothing
B: 90% chance to win 12000 dirhams; 10% chance to win nothing

(A8 and D8) Choose between Choice A and B where you would receive a payoff in a given
amount, subject to the corresponding probability
A: 0.1% chance to win 24000 dirhams; 99.9% chance to win nothing
B: 0.2% chance to win 12000 dirhams; 99.8% chance to win nothing

(continued)
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(continued)

(A9) You would like to increase your probability of being able to hack into another computer.
You’re aware of certain hacking software, but you see an ad for a “probabilistic hacking
package” which only costs half as much, but advertises that 50% of the time it will fail in an
attack, and the other 50% it will successfully hack. Given this, would you purchase the
probabilistic hacking package:
(D9) You are aware of various defender software packages. You see a new ad for “probabilistic
virus protection”. For this package you pay only half of the regular premium, but the virus
protection package only guarantees success 50% of the time. Given this, would you purchase
the probabilistic virus protection package:
A: Yes B: No

(A10) Earlier, you attacked an opponent’s system, and in this attack, you had a 75% chance of
getting caught, and a 25% chance of not being detected, so you could try again. Later, you have
a choice between:
A: 50% chance to gain 4000 dirhams; 50% chance of getting caught
B: 100% chance to gain 2000 dirhams
(D10) Earlier, you defended against an opponent, and in this defense, you had a 75% chance of
successfully defending, and a 25% chance of being penetrated. On a subsequent attack, you
have a choice between:
A: 50% chance to lose 4000 dirhams; 50% chance losing nothing
B: 100% chance to lose 2000 dirhams

(A11) You have already downloaded an opponent’s files that you value at 4,000 dirhams. You
can continue your hacking search for more assets but only for a limited amount of time. You
have two choices:
A: 50% chance to gain 4000 dirhams; 50% chance to lose nothing
B: 100% chance to gain 2000 dirhams
(D11) You have defeated an opponent’s attacks that you estimate has cost the opponent 4,000
dirhams. You can continue your defensive tactics that will cost the opponent, but restrict your
ability to run other of your software. You have two choices:
A: 50% chance to cost the attacker 4000 dirhams; 50% chance to cost nothing
B: 100% chance to cost the attacker 2000 dirhams

(A12) You have already downloaded an opponent’s files that you value at 8,000 dirhams. You
can continue your hacking search for more assets but only for a limited amount of time, and
you may be detected and lose a certain amount on a reverse hack. You have two choices:
(D12) You have defeated an opponent’s attacks that you estimate has cost the opponent 4,000
dirhams. You can continue your defensive tactics that will cost the opponent, but restrict your
ability to run other of your software, which will cost you in your computing time. You have
two choices:
C: 50% chance to lose 4000 dirhams; 50% chance to lose nothing
D: 100% chance to lose 2000 dirhams

(continued)
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(continued)

(A13) You hack into an opponent’s account, and you know you only have a limited time before
being detected. You may gain some resources according to the following two choices:
(D13) As in some earlier questions, if I can detect an intruder and report the intrusion to the
local legal authorities, I can likely get a reward for identifying the perpetrator. Since in the
limited time for detection, I will only be able to stop one of two attackers. Depending on the
value of prosecuting an attacker, my reward is likely to be one of the two choices below. Which
would you rather choose? Reward for detecting an intruder: You have defeated an opponent’s
attacks that you estimate has cost the opponent 4,000 dirhams. You have two choices as a
potential reward:
A: 25% chance to get 24000 dirhams; 75% chance to get 0
B: 25% chance to get 16000 dirhams; 25% chance to get 8000; 50% chance to get 0

(A14) You hack into an opponent’s account, and you know you only have a limited time before
being detected. If you are detected, you may have to pay a certain fine, according to the
following two choices:
A: 25% chance to pay 24000 dirhams; 75% chance for no fine
B: 25% chance to pay 16000 dirhams; 25% chance to pay 8000; 50% chance for no fine
(D14) The attacker may be able to breakthrough your firewall or other defense with the
potential losses to you. You have two choices, depending on the strength of your defense:
A: 25% chance to lose 24000 dirhams; 75% chance for no loss
B: 25% chance to lose 16000 dirhams; 25% chance to lose 8000; 50% chance for 0 loss

(A15) You hack into an opponent’s account, and you know you only have a limited time before
being detected. You may gain some resources according to the following two choices:
(D15) Reward for detecting an intruder: You have defeated an opponent’s attacks that you
estimate has cost the opponent 4,000 dirhams. You have two choices as a potential reward:
A: 0.1% chance to get 20000 dirhams; 99.9% chance to get nothing
B: 100% chance to get 20 dirhams

(A16) You hack into an opponent’s account, and you know you only have a limited time before
being detected. If you are detected, you may have to pay a certain fine, according to the
following two choices:
(D16) The attacker may be able to breakthrough your firewall or other defense with the
potential losses to you. You have two choices, depending on the strength of your defense:
A: 0.1% chance to pay 20000 dirhams; 99.9% chance for no fine B: 100% chance to pay 20
dirhams

5 Results

The results presented below are based on sample sizes of responses that are the same
in the cases of the Cyberattackers (n = 71 for all questions) and the Cyberdefenders (n
= 67 for all questions). In the case of the KT study, the number of respondents varied
throughout the questions from 64 to 141 but with an average of 78.8.

The following table demonstrates the results of the 16 test questions, presented as
follows. The 16 questions are enumerated in the left-hand column; subsequently the
next 3 columns indicate first the percentage of responses from “Cyberattackers” on the
left-hand side of the question text, then the percentage of responses from the right hand
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side of the question text, and finally whether or not the majority of responses agree (Yes)
or disagree (No) with the corresponding KT responses (Table 3).

Table 3. Results of Current Testing Compared to KT Results.

A AKT D AKT KT

Q L% R% Y/N L% R% Y/N L% R%

1 44 59 Y 51 49 N 18 82

2 44 56 N 48 52 N 83 17

3 18 82 Y 34 66 Y 20 80

4 45 55 N 40 60 N 65 35

5 42 58 Y 54 46 N 22 78

6 41 59 N 46 54 N 67 33

7 32 68 Y 48 52 Y 14 86

8 61 39 Y 40 60 N 73 27

9 45 55 Y 34 66 Y 20 80

10 27 73 Y 84 16 N 22 78

11 44 56 Y 57 43 N 16 84

12 63 37 Y 66 34 Y 69 31

13 11 89 Y 16 84 Y 18 82

14 44 56 N 48 52 N 70 30

15 66 34 Y 57 43 Y 72 28

16 43 57 Y 51 49 N 17 83

Legend:
Q = Question
D = Cyberdefender Responses
L = “Left-hand Choice” (“A” or “C”)
KT = Kahnemann/Tversky Responses
R = “Right-hand Choice” (“B” or “D”)
AKT = Agreement with KT
A = Cyberattacker Responses

As a first-level analysis, we would conclude current results in prospect theory do not
necessarily hold when reinterpreted in the cybersecurity context. However, we ignored
Q3 because its phrasing could lead to a contradictory conclusion when compared to
KT. In this analysis, we indicate agreement or disagreement with the KT results if the
majority response is the same in each case. We note that the Cyberattacker responses
only coincidewithKT responses 73%of the time; and even less of an agreement between
the Cyberdefender responses and KT, namely 33% of the time.

It should also be noted that there is a distinction in terms of the presentation of the
test questions. In questions 1 through 8, although the subjects are asked to assume that
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they are either a Cyberattacker for a Cyberdefender, the nature of the questions does
not assume that the monetary values defined in the question need to be interpreted as
specific values in their cyber environment, such as the cost of memory, the cost in time of
a program execution, or the cost of other machine components. In questions 9 through 16
for the Cyberattackers or Cyberdefenders, the monetary costs are more directly aligned
to their machine operations.

When splitting the responses into the agreement or disagreement with KT, we
describe the responses to questions 1–8 as “first half”, and the latter as “second half”. In
the first half, Cyberattackers agree with KT 57.1% of the time, and 87.5% in the second
half. Cyberdefenders agree with KT 28.6% of the time, and 50.0% in the second half.

6 KT Challenges to Prospect Theory

Kahneman and Tversky demonstrated that classical utility theory did not hold when
human factors such as perceived risk were tested by posing questions that would lead to
the same choices by a rational actor, but in many test cases respondents would choose
opposite values when utility theorywould predict theywould choose the same. In numer-
ous examples, they showed that often, options that should lead to the same conclusions
may have vastly different results, thus violating the classical theory of utility, as indicated
below.

The purpose in our research was to see if the contradictions to classical utility theory
would also be true when posed in a cybersecurity environment (Table 4).

Table 4. Distinction Between Current Results and KT Results for Selected Pairs of Questions.

Problem pair Level of
agreement

Attacker 1st v 2nd Defender 1st v 2nd KT 1st v 2nd

Problem
1/Problem 2

Neither 0 −3% +65%

Problem
5/Problem 6

Neither −1% −8% +45%

Problem
7/Problem 8

Attackers +29% −8% +45%

Problem
9/Problem 10

Defenders −18% +9% +59%

Problem
11/Problem 12

Both +19% +9% +2%

Problem
13/Problem 14

Both +33% +32% +52%

Problem
15/Problem 16

Both −23% −6% −55%
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7 Conclusions

The analysis of the KT results compared to the similar analysis of comparable questions
when posed in the context of the cybersecurity environment may lead one to believe that
the interpretation of the relative importance of economic values in the cyber context may
be different than in a population as a whole. There are a number of potential explana-
tions for this difference. It is conceivable, for example, that many persons interested in
cybersecurity do not focus on the economic value or cost of cyber activities. It may also
be that the challenge of trying to assess what is familiarly thought of as memory space,
machine cycles, software, communications or equipment costs are difficult to assign to
normal computer for network usage.
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Abstract. There is a lack of consensus when using the term “cyberspace” [1].
Computers and network devices are prominent in definitions of cyberspace; less
common is the essential and inclusion of human users. However, the human user
is both implicitly integral to and actively part of the cyberspace.

Cyberspace is often conceptualized as three layers of interconnected net-
works: social, information and geospatial (physical) [2]. These represent an indi-
rect human element within cyberspace. This is characteristic of related fields, such
as cybersecurity, where human-centered research has been lagging behind techno-
logical aspects. A model that incorporates the human user in cyberspace is needed
to direct future research and improve security and usability (navigation).

A new human-centric model of cyberspace is proposed (the HCCM), with the
user as a physical and integral entity, together with recognition of the cognitive
representation of cyberspace. It focuses on boundaries and transformation points
between objects and spaces and offers a platform for future human-centric research
in cybersecurity.

Keywords: Cybersecurity · Cyber security · Human user · Human factors ·
Human-machine interaction

1 Introduction

Metaphors and analogies, such as “wild west” and “space”, have been central to attempts
to understand the global online computer network and its meaning for society and culture
broadly [3]. The term “cyberspace” was first used by William Gibson in his book, Neu-
romancer [4], where he defined it as a “a consensual hallucination”. Since then, although
the term “cyberspace” is commonly used, there is a lack of consensus about its meaning
and what it encapsulates [1, 5]. It is difficult to represent and model cyberspace, due
to its associations across physical (e.g. computer hardware) and non-physical domains
(e.g., ‘information’ or ‘online’ space).

Although computers and network devices are prominent in current common defini-
tions, less common is the inclusionof humanusers.Cyberspacehas beendescribedwithin
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dictionary1 and literary sources with themes such as “communication”, “virtual”, “elec-
tronic”, “network” and “computer” [5–7]. Kautz [8] identifies hardware and software as
“universals” within cyberspace, and computers and computer networks as preconditions
for cyberspace. We strongly assert that humans (e.g., system/computer/network users)
are also preconditions for cyberspace: the human user is both implicitly integral to the
creation of cyberspace and actively part of the cyberspace.

The presence of human-human connections and “communities” within the virtual
space is widely acknowledged in research literature and common understanding [9].
Popular social media sites have billions of active users across the globe sharing infor-
mation (for example Facebook, which had ~2.45 billion monthly active users in 2019
[10]). Information transferred from human cognitive and physical space into the digi-
tal realm has been conceptualized as an extension of the self within the virtual space
[11–13]. Implications of human actions within cyberspace in law are becoming more
widely discussed [14], and language (a human faculty) is mapped in cyberspace [15].
Models of risk within cybersecurity also include the interaction between humans and
technology [16].Despite this, the human user has not often been includedwithin dynamic
models of cyberspace. Crucially, a clearer model of the importance of the human user
in cyberspace is needed, to direct future research and improve the security and usability
(navigation) of cyberspace. A key aim of the current paper is to provide the structure of
such a model, that we aim to develop further.

The “cyberspace” concept relies on a cognitive representation of a “space” within
which information is shared.Human interactionswith online devices provide a “window”
into this virtual space. If humans are not integral to cyberspace:

a) The technology itself would not exist;
b) [Putting aside the human creation and development] All systems would need to be

fully autonomous;
c) Large aspects of data movement would be neglected;
d) Signals would be reduced to binary connections with no “space” conceived.

Cyberspace has traditionally been modelled as having three layers of interconnected
networks; geospace (physical), infospace (logical and virtual) and sociospace (social
and political) [1, 2]. A cyber-physical system (CPS) facilitates the information com-
munication across the three layers. The movement of information ultimately affects
outcomes and decisions at sociospatial endpoints. For example, one model, based on
cybernetics – “the scientific study of control and communication in the human and the
machine” by Norbert Wiener [17, 18], identifies engineering [geospace] and software
[infospace] aspects of machines in cyberspace, and, economic and socio-cultural aspects
[sociospace] relating to human users [19]. These models represent, to some extent, a
human end-point element to cyberspace, however it is an indirect role. Using models of
cyberspace with individual and connected human users directly incorporated is crucial to
help to guide research in human factors and socio-cultural aspects of cybersecurity, and

1 Lexico dictionary [32]: “The notional environment in which communication over computer
networks occurs”.Collin’s English Dictionary [36]: “In computer technology, cyberspace refers
to data banks and networks, considered as a place”.
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beyond. For example, to embed improved cybersecurity practice within a staff culture,
a multi-faceted and human-centric approach is needed [20–22].

Hai Zhuge has, for the past 10 years or so, been exploring the concept of a social-
cyber-physical space and the future of a connected cyber-human world [23]. In a world
with seamless cyber-human relationship, Zhuge envisaged the coming together of the
Physical, Virtual and Mental [24–26]. The inclusion of ‘Mental’ here begins to allude
to a vision of a cyberspace that can includes a cognitive element, to better direct human
factors and psychological research in human-machine interaction.

The importance of human cognition in cyber-human interactions is also posited by
Jinhua and colleagues [27], who describe cyberspace as a space parallel to traditional
space, into which we project “simulations” of physical and social elements [28–30].
This is a useful concept, as it acknowledges humans as the creators of this projection,
and places them as prerequisites to cyberspace. This is also key when directing research
in the usability of systems and architecture.

A network model created by Hao et al. [31] places humans as integral to activ-
ity within cyberspace and aims to help with analyzing threats in the cyberspace. The
inclusion of humans is crucial to this process and with improving defence within cyber-
security; human error plays a major role in cyber-breaches [32]. This model begins to
explore the importance of humans within the cyberspace but does not fully address the
interaction between humans and the physical or information space.

Each of these models has made important developments in conceptualizing a
cyberspace that helps to guide research in the area. A new model of cyberspace is
presented below, that brings together some of these ideas, to provide a more human-
centric model. A network representation from the physical, cognitive and social human
user, to the physical device and virtual spaces will help guide research in fields such as
cybersecurity

2 A New Model of Cyberspace

Our new Human-Centric Cyberspace Model (HCCM) includes various novel concepts:

• The user as a physical and cognitive entity;
• The user as integral within cyberspace;
• The cognitive representation of cyberspace;
• A focus on boundaries and transformation of information between elements.

TheHCCM identifies humans, devices and systems as key objectswithin cyberspace.
Information is transferred between humans and systems through devices that have hard-
ware and software elements. Humans and systems are connected through a network of
activity, which is dynamic and driven by the goals of human users and architects. Within
HCCM, “cyberspace” is the cognitive representation of this activity space.
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Human users exist in the physical space, interacting with physical devices. The phys-
ical human applies perceptual (e.g., seeing information, attending to information) and
cognitive (e.g., decision-making, judgment, reasoning) abilities that process the infor-
mation presented via a device (e.g., the human-machine interface/HMI). “Social” or
“cultural” aspects are also important manifestations within cyberspace: they are projec-
tions and representations created by human users, which are reliant on cognitive and
perceptual processes (see Fig. 1). Data transferred between systems is within the “in-
fospatial” (not physical) space. The connected infospace is reliant on software, which
in turn is reliant on hardware for function (see Fig. 1).

Human users

Human Physical

Human Cognitive

Human Social and 
Economic

Hardware Physical

Software Infospace

Network Infospace

Devices and systems

A

B

D

E

F
G

C

Fig. 1. Ahumancentered cyberspacemodel, to be used as a high-level tool to guide cyber research:
see Table 1 for suggested research areas based on connections.

Each of the levels in the human and machine aspects of cyberspace have important
interactions across the human-system/machine boundaries (see Fig. 1). Mapping these
connections and boundaries can guide research concerning humans within cyberspace
such as human-machine interaction and human-centered cybersecurity (see Table 1).

Each of the connections indicates an area of research that can be further broken
down into research modules, inspiring topics and human factors guided research; an
area that has been lagging behind a technological focus in areas such as cybersecurity.
This model can aid with preventative management of cyber threats within a human-
machine connected cyberspace by turning the risk of human error into an opportunity
for research and improvement and by crucially including human-users in the planned
solution [33].
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Table 1. Research areas identified using connections between elements of the HCCS.

Description/Key questions Example research areas

A Human users interacting with physical
devices. How does design the of devices
affect human usage?

Human-machine interaction; Human factors;
Usability of hardware

B Humans processing information received on
physical devices e.g. visualization
techniques, nudges. How can hardware
support decision-making and improve
efficiency?

Human-machine interaction; Human factors;
Usability; Decision-making

C Hardware availability across different
cohorts. How does this technology support
economic and social projections? How do
technologies interact with multiple users
across different cultures?

Inclusion; Technological advances

D Human interaction with software
technologies. How does software support
cognitive processes to achieve goals?

Cognition; Decision making

E Software availability across different
cohorts. How does software support
economic and social projections? How does
interact with multiple users across different
cultures and support shared goals?

Inclusion; Technological advances

F How does network architecture support
human use and decision-making? How do
humans represent a connected information
space?

Cognition; Human-machine teaming;
Decision- making

G How do connected networks support
economic and social projections? How does
a connected network interact with multiple
users across different cultures and support
shared goals?

Digital communications; Socio-economics;
Policy and borders

3 Conclusion

Within the current paper, we highlight the lack of research and associated literature
that models and considers humans as integral within cyberspace. Drawing upon some
recent examples where humans have been considered to some extent [2, 19, 25, 27, 31]
and through consideration of human physicality, cognitive abilities (e.g., perception,
attention, thinking) and human social and economic factors, we have developed and
present the first version of the HCCM.With humans included within conceptualizations
of cyberspace, themodel allows for important considerations to be recognized as areas for
research investigation within the field of human-centric cybersecurity, and beyond. Next
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steps will involve further developing this high-level model to a more specific cyberspace
concept and research guide.
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Abstract. Socialmedia have significantly changed news consumption. The social
media enables users to share anything through a single click on the screen and
makes it easy to spread different kinds of information from the news article to the
social network. Little effort is made to validate the authenticity of the information
and how the social circle is influenced by such news. In this study, we attempt to
analyze how much people get the News from social media and if they check the
authenticity of the news.

The study includes two parts: a pilot study to observe the people’s actual
behavior with news posting on social media and a survey.

The survey is designed to collect quantitative data with an online survey. The
survey has been administered to students from a public university in SiliconValley,
California, in 2020. This paper summarizes the finding and analysis of the results.

Keywords: Social media · Cybersecurity · Human-computer interaction · News

1 Introduction

Mobile phones, computers, and laptops are tools that provide the ability to explore
information across the globe and communicate with people through texts, images, and
videos. People use social media all the time at home and in their workspace to share
their thoughts and joyous moments. Not only can one communicate with their friends,
but people can also sneak peeks into a stranger’s profile anonymously. According to Pew
Research, Facebook and YouTube dominate social Media, as notable majorities of U.S.
adults use each of these sites. At the same time, younger Americans (especially those
ages 18 to 24) stand out for embracing a variety of platforms and using each of them
frequently. Some 78% of 18- to 24-year-olds use Snapchat, and a sizeable majority of
these users (71%) visit the platformmultiple times per day. Similarly, 71% of Americans
in this age group now use Instagram, and close to half (45%) are Twitter users [1].

People rely on social media to preserve relationships. People also use social media
to these days to get information and read the news. Studies suggest that social media
also influence collective action and helps in mobilizing protests [2].

Unfortunately, such social media channels open the gateway for cybersecurity crim-
inals and influencers for exploitative purposes, often circulating fake news and infor-
mation to influence the opinions of a population. People are lured to read what appears
to be an important news article or major information, and instead end up clicking on
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links that act as a nefarious cybersecurity danger. This occurs because those links lead to
websites that run malware which is able to extract sensitive information from the user.
The website may force the user to download the executable and inject the virus into the
user’s system. Users should be careful about clicking on any suspicious links.

Eye-catching headlines are frequently used in social media to encourage users to
enter a malicious website or download malware, as well as circulate such malicious
websites. Similarly, when those headlines state false or misleading information, their
circulation on social media is massively used to influence people’s opinions by prop-
agating such fake news. The most prominent case was how Facebook was influencing
and shaping the voting behavior people in the 2016 United States election [3]. After
the election, there was a widespread revelation as to what most experts already knew
about social networking personal data collection. The Cambridge Analytica data scandal
is now common knowledge, with most people understanding that the personal data of
millions of peoples’ Facebook profiles was harvested without consent and then used for
political advertising purposes. However, before the U.S. elections, nobody questioned
what Cambridge Analytica were doing in other countries. Cambridge Analytica has now
ceased operations, but what happens with the tools that they built and the data that they
collected remains unknown. It is possible that both the tools and data are still used by
other unknown entities [4].

Fake news does not just influence elections and political perceptions; misinformation
and fake information also indirectly shapes population behaviors on scientific issues such
as medical and pharmaceutical matters [5–9].

The objective of this study is to measure the amount of trust placed in news infor-
mation from social media among the younger population in the Bay Area of California,
USA, one of themost technologically and economically advanced regions and ethnically
diverse populations.

2 Method

The study includes two parts: a survey and a pilot study to observe people’s actual
behavior with news postings on social media.

The survey was designed to collect quantitative data through an online survey. The
survey administered to students from a public university in Silicon Valley, California in
2020. The survey was administered to students enrolled in engineering courses.

The survey includes the following ten questions:

• How frequently do you listen, watch or read News using any available channels?
• What kind of News do you generally follow?
• Approximately what percentage of your news/information is coming from social
media?

• How often do you check the News from social media?
• Which social media platform do you receive most News from?
• How trustworthy do you find news/information reports on social media? (One Least
trustworthy, ten most trustworthy): Facebook, Twitter, Instagram, Reddit, YouTube,
Tumblr, Pinterest, LinkedIn, Google+, Other 1 and Other
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• Your gender: Male, Female and Other
• Your Age: Under 25, 25–34, 35–44, 45–54, 55–64 and over 65
• Status: Engineering-Undergraduate, Engineering Graduate, Undergraduate: all other
disciplines and Graduate: All other disciplines

To date, 89 students have completed the survey. We did not collect any personal
identifying data about respondents. 46% of respondents are female, and 54% are males.
78% are 21–30 years old, 8% are under 21, 11% are 30–40 years old, and 2% are
over 40 years old. Thus, overall the respondents are young, as expected for college
students. Around 48% are undergraduates (38% engineering students and 10% other
disciplines) and 52% are graduate students (32% in engineering graduate and 22%,
other disciplines.

A pilot study was also conducted by students enrolled in my cybersecurity course to
investigate the actual behavior of users who encounter a news article posted on social
media, and, without checking the authenticity of the news, click the posting on social
media. The purpose was also to increase awareness of the participants about the risks
on social media.

The pilot study was designed to investigate whether people are more likely to read
fake news posted on social networking sites like Facebook, and whether people are more
likely to read the fake news if the title is attractive or if the news is related to some social
activity.

For the purposes of the study, a few fake posts on different social media websites
were created and posted on the threemost popular social networkingwebsites: Facebook,
Twitter, and LinkedIn. Each of these sites also allow any user to post content easily
without being subject to any kind of real security checks. Other users can like, comment,
or share these posts.

• On Facebook, the post was titled “See latest new Game of Thrones Trailer” and an
embedded picture of “Night king of Game of Thrones.” Upon clicking of this post,
the user is redirected to fake blogging websites that were created for this experiment
instead of any official Game of Thrones websites (Fig. 1).

• On LinkedIn, the post was titled “Google Launched New Gaming Platform, Claim
Free Access Today” and attached a picture of the Google logo to make it appear
authentic. Upon clicking this link, the user is redirected to a fake gaming website that
was created for this experiment where visitors able to see ads for many unregistered
online games (Fig. 2).

• On Twitter, a tweet of fake exit polls for the 2020 election of the USA and included
an embedded picture of President Trump and a link. Upon clicking the link, the user
is redirected to fake news website, created for this experiment (Fig. 3).

• The posts were monitored for a few days and data was gathered about the number of
post shares, number of comments, and number of likes. Then, a survey link was sent
to those who clicked or shared the post, explaining that this was a social experiment
and we were trying to spread awareness about fake news. We asked if they would
answer the survey. Fifty people responded to the survey.
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Fig. 1. On Facebook, the
post was titled “See the
latest new Game of
Thrones Trailer.”

Fig. 2. On LinkedIn, the
post was titled “Google
Launched New Gaming
Platform, Claim Free
Access Today.

Fig. 3. On Twitter, a tweet of fake
exit polls of the 2020 election of the
USA and embedded picture of
President Trump was created for
this experiment

3 Results

Pilot Study
Almost all participants (47/50), who completed the survey after having clicked on one of
the fake posts, declared that they use social networking sites like Facebook, Instagram,
Twitter, etc.

The survey asked which forms of social media these participants used most often.
The options provided to the users in the survey included Facebook, LinkedIn, Instagram,
Twitter, Google Plus, among others. According to this survey, we found that most of
the people use LinkedIn, followed by Instagram, Twitter, and Facebook. This tells us
that people these days are more dependent on these social networking websites to get
information about news, sports, education, entertainment and so on.

Thenwe asked the userswhich newswebsites they use themost. Userswere provided
answer options including CNN, BBC, Fox News, MSNBC, and others. The response to
this question was positive in the case of two websites: CNN and BBC. Fox News was the
thirdmost selected option. This shows that people rely on popular newswebsites to gather
information. If these news channels start to show fake news or if the websites of such
news channels are hacked by the attacker, they can gain access to important information
and can share fake news using these channels as their medium. Since people trust these
news channels more, they might believe in this fake News.

Survey takers were also asked how they prefer to gain knowledge to get information
about what’s happening around. We asked whether they prefer social media or news
channels. The survey results showed that people are more likely to use social media, and
about 80% (of the fifty surveyed people) prefer to use social media over news channels.

The participants were asked whether they have seen any fake news on the social
networking sites. If so, we asked which site they had seen the fake news on. 31%
answered Twitter as the social networking site where they have seen fake news and
information, while 27% said Facebook, and 13% said Instagram.

Survey Results
How frequently do you listen, watch or read news using any available channels?

The results of the survey indicate that 43% of the participants read news every day,
19% once in a while, 14%multiple times during the day, 20% every week, and 6% never.
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What kind of news do you generally follow?
31%of participants generally follow technology news, 18% follow domestic politics,

21% follow international politics, 14% follow arts and entertainment, 9% follow sports,
and 8% follow other types of news.

Approximately what percentage of your news/information is coming from social
media?

29% of participants claim that 30 to 60% of their News and information is coming
from social media, 24% of participants say 60 to 80%, 16% of participants 10% to 30%,
21% of participants say over 80% and 10% of participants just 10%.

How often do you check news from social media?
61% check social media every day, 12% every other day, 2% more than once per

week, 21% once in a while, and 2% more than once per week.
Which social media platform do you receive most News from?
19% receivemost news fromFacebook, 13%Twitter, 17% Instagram, 21%YouTube,

12% LinkedIn, 17% other social medias and only 1% said they don’t get News from
social media.

How trustworthy do you find news/information reports on social media?
The results indicate that college students do rely on social media to get news. Accord-

ing to this survey, 38% use Facebook to get the news and 22% use Twitter, which might
be considered as a more reliable source.

4 Conclusion

The results of this survey indicate the overall participants rely on social media to get
news. The sharing of news media on social networking sites might influence participants
considering the sources of news on social media might not be trustworthy. The result of
the survey indicates that college students actively share information without knowing
more about the news source, because it is easy and takes no effort. The results of this
study indicate how many options of the people might be shaped by what is known as
“Fake News.”

Chart 1. Social networking sites’ trustworthiness pattern as rated by 89 participants (1- least
trustworthy, 10- most trustworthy).
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The score pattern of the trustworthiness of news illustrate that even though participant
trust 5 out 10 points, however the participants don’t highly trust the news on social media
(Chart 1).

This study show showing the rend further qualitative and quantitative studies is
needed to validate further this study.
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Abstract. Over the last few years the importance of reputation has grown both for
individuals and organizations, especially because of the Internet and social media
platforms. Considering the value of data and information, corporate reputation
also passes through companies’ ability to protect sensitive customers’ data. When
compromised, after a cyberattack or a data breach, one of the most important risks
for a company is the loss of customers’ trust and the negative impact for future
business. Therefore, privacy and security data should be considered as a priority
for organizations to safeguard trust and business. In literature, models measuring
reputation consider several dimensions, such as leadership, vision, corporate social
responsibility, emotional attractiveness. In this paper we analyse the relationship
between cyber-threats and reputation and, on the basis of models available in
literature, we discuss the possibility of including data protection among indicators
for measuring corporate reputation.

Keywords: Reputation · Cybersecurity · Trust · Communication

1 Introduction

Over the last few years, because of the Internet and social media, the importance of
reputation has grown. Internet represents a formidable source of information, able to
affect people’s impressions; moreover, social media platforms, developed to connect
people, aremore andmore used by organizations for their online business, and increasing
marketing in a different way [1].

Reputation is a multidimensional construct which includes different meanings [2],
and that can be interpreted under several perspectives [3], such as economics, sociol-
ogy, organizational behaviour. Besides individuals, reputation regards also organizations
(corporate reputation), generated by the estimation of internal and external stakeholders.

The perceptual element plays a fundamental role, since corporate reputation derives
from an amalgamation of perceptions and opinions developed by its different stakeholder
[4], and reflects people’s perception [5].
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Considering the digital era and the value of data, and given that trust contributes to
the building of corporate reputation, it is obvious the relevance for companies to handle
cybersecurity effectively, in order to ensure the protection of customers’ data. Indeed,
a company which fails to protect them might compromise trust and generate a risk for
future business. Because data breaches provide a high risk to company’s reputation, data
privacy and security are perceived by leaders as a priority to manage [6].

In this paper we discuss the concept of reputation and its relationship with cyberse-
curity, and the issue of including data protection among the indicators usually applied
for measuring reputation, according to the available models in literature.

2 About the Concept of Reputation

Research about corporate reputation has been developed especially in management
research [7], as shown by the amount of publications in this area [8].

It is a shared opinion that corporate reputation represents a multidimensional and
dynamic construct [3, 9, 10]. The main models for the measurement of reputation have
focused on the plurality of these dimensions, according to different scholars’ orienta-
tions. However, reputation represents a social construction [11], where communication
exchanges, whatever in physical or digital world, play an important role.

In our view [12], perceptual elements and social relationship with the various stake-
holders are the prevailing elements that define reputation. In this sense, corporate repu-
tation can be defined as [13] «the result of the interactions between a company and its
stakeholders, which include customers, users, suppliers, internal staff, consultants, etc.
All these actors form impressions and develop evaluations about company activities, so
directing their own behavior and affecting that of others».

In the digital era further factors have to be considered for construction and main-
taining of reputation. Given the wide opportunity for companies to conduct business on
the Internet, the issues of trust and trustworthiness play a strategic role [14, 15]. When
something happens in the public sphere affecting the perception of the level of trust of
a company, this will immediately and directly affect the company reputation.

Two elements characterize the concept of reputation: one temporal and one contex-
tual. The temporal element refers to the fact that reputation is built and consolidated
over time; moreover, precisely because it concerns values and perceptions elaborated by
stakeholders, it cannot be defined in a static way. Perceptions can change and, conse-
quently, reputation can also take on a different connotation. In the same way, reputation
changes according to the context of reference.

The same organization can have a good and bad reputation at the same time, depend-
ing on the stakeholders involved. For example, a company that works to protect the
environment will elicit a positive feedback by individuals embracing this goal, but not
by those who, instead, are interested in exploiting territories for economic purposes.

A good reputation is beneficial and convenient in the long term, since, for example, a
company can gain a competitive advantage thanks to the better perception that its stake-
holders have of it [16]. Other advantages for companies are greater visibility, protection
of their values, and the improvement of their capacity to retain qualified personnel [17].
In a global and uncertain market, the challenge for organizations is to improve their
ability to build and maintain customers’ confidence.
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3 Data Breaches and Reputation

Cybersecurity risks are considered an important operational challenge to be handled by
global executives [18], and data security is one of the most relevant key macro-trends
for the reputational landscape.

Since cybersecurity is a must and customer’s trust is strategic for any business,
the connection between cyber-threats and reputation is evident [19]. Indeed, companies
which cannot protect consumers’ datamight compromise their trust, generating a risk for
future business. Considering that data breaches are growing and that they are associated
with a negative sentiment experienced by customers, companies cannot neglect the issue
of data protection if they want to keep a good reputation.

It is plausible that the increasing attention to reputation is partially depending on the
current regulations, in particular the EU’s General Data Protection Regulation (GDPR).
This law has made organizations accountable for the protection of their customers’
data, requiring them to consider data protection principles “by design” (i.e., since the
development earliest stages) and “by default” (i.e., always processing data with the
highest privacy protection level). Any breach affecting rights and freedoms of individuals
must then be reported to the relevant supervisory authority, not later than 72 hours.

When a company admits to having suffered from a data breach, this generates doubts
about the attention paid to security measures and, generally, to its clients. From a reputa-
tional viewpoint, this is a twofold problem: both customers and company are victims of
the attack, and both parties suffer from the consequences, even if with different responsi-
bilities. It is therefore evident that, besides offering products and services, an organization
should guarantee the best protection for its customers and their data. Moreover, each
organization should consider the various types of cost derive from data breaches [20].

Popular cases of data breaches have shown their consequences on company repu-
tation. Just think of the massive security breach that struck in 2015 Ashley Madison,
a famous dating website for married people, exposing about 36 million users accounts
all over the world, including sensitive information like secret sexual fantasies. Or think
of Equifax, one of the most important consumer credit reporting agencies, that in 2017
announced a data breach which exposed the personal information of more than 140 mil-
lion people. In both cases the problem does not regard the economic aspects only, but
the urgent need of restoring consumers’ confidence.

4 Data Protection and Reputation Measurement Models

Starting from the multidimensional view of reputation, it is possible to identify the
different dimensions that contribute to its measurement. The complexity of this issue
suggests that to exhaustively analyze a company’s reputation, the best strategy is to follow
a multidisciplinary approach, in order to avoid focusing only on those dimensions that
do not grasp the real reputation value.

Different criteria can be used to measure reputation [21] depending, for example,
on the objective and subjective elements or the nature of stakeholders involved. We
consider three main approaches for measuring reputation [12], according to the type
of stakeholders involved (generalist or specific) and to the type of evaluation (rational
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or emotional) of the different dimensions. In this sense, we distinguish three different
approaches:

1. The analytical approach addressed to a general audience
2. The analytical approach addressed to a specialist community
3. The synthetic approach.

In the “analytical approach” reputation is evaluated on the basis of the measurements
of a variety of cognitive and rational indicators, belonging to many dimensions, which
are then weighted and combined in an overall reputation index. The analytic models can
be based on a target population of specialists (e.g., financial analysts) or on the general
audience. Finally, in the synthetic ones, the basic indicators belong to the sentimental
and emotional sphere and are usually less than the ones considered by the analytic
approaches.

We report in Table 1 the dimensions and indicators of two well- known models in
literature [22, 23] which, according to our classification, are part of the first approach.
Given what we have above discussed on reputation, in fact, it is clear that this class is
the most affected one by the reputational implications of data breaches.

Table 1. Dimensions and indicators for two corporate reputation measurement models.

Model Dimensions Indicators

Reputation quotient (Fombrun
et al. 2000)

Emotional appeal Positive feelings; Admiration
and respect; Trust

Products and services Support; Innovativeness;
Quality; Value for money

Vision and leadership Leadership; Vision; Takes
advantage of market
opportunities

Workplace environment Well managed; Good to work
for; Have good employees

Social and environmental
responsibility

Support good causes;
Environment responsible;
Relations with community

Financial performance Profitability; Low risk for
investors; Outperform
competitors; Prospects for
future growth

Customer Based Reputation
(Walsh, Betty and Shiu 2009)

Customer orientation Courtesy; Attention; Focus

Good employer Good to work for; Treats well
people; Leadership

(continued)
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Table 1. (continued)

Model Dimensions Indicators

Financial reliability Outperform competitors;
Recognize market
opportunities; Prospect for
future growth

Product and service quality Reliability; Innovativeness;
Support

Social and environmental
responsibility

Efforts to create jobs; Available
to reduce profits for a clean
environment; Support good
causes

In both models, among the indicators measuring the dimensions regarding how well
organization ismanaged, it is not explicitly considered howwell the organization protects
data of its own customer. However, considering the central role of customers on building
and maintaining corporate reputation, we think that data protection should be included
as an indicator for measuring reputation.

From our point of view, customers’ data protection could be part, for example,
of corporate social responsibility [24], or considered anyhow a relevant indicator of
customer orientation.Moreover, this could be a sign ofmore attention towards customer’s
rights.

Finally, it is important to consider that company’s performance in terms of cyberse-
curity will affect also the general trust of a customer in the organization itself. That is
why taking care of cybersecurity has not only an immediate value for any company but
also a strategic one.

5 Conclusions and Future Work

In this paper we have discussed the importance of the relationship between cyberthreats
and corporate reputation, and the need for companies to handle the protection of cus-
tomers’ data effectively. This is especially true since data security represents one of the
most relevant macro-trends for the reputational landscape.

Since reputation management requires an appropriate measurement approach, the
issue is how to include data protection among indicators so as to achieve this goal. We
think that data protection is an important indicator showing how companies take care of
their customers’ data, which can favourably affect the development or the maintenance
of their reputation.

We recalled the classification of the various reputationmeasurementmodels available
in literature, depending on the type of evaluation of the different dimensions and the
stakeholders involved.Wediscussed a preliminary proposal on how to extend one class of
reputation measurement models so as to include an indicator measuring data protection.
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