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Preface

BMSD (http://www.is-bmsd.org) is an annual international symposium on Business
Modeling and Software Design that brings together researchers and practitioners
interested in enterprise modeling and its relation to software specification. This book
contains the proceedings of BMSD 2020, held in Berlin, Germany, on 6-8 July 2020.

In the preface of the previous proceedings (LNBIP 356), we have referred to Julian
Lennon - he had observed in 1991 that even though we had achieved impressive
(technical and technological) advances, we were still failing to adequately respond
to some essential real-life issues. The good news is that now (nearly three
decades later), we seem to be benefitting more from technology, including ICT — the
Information and Communication Technology. Currently, it is easier and affordable for
many people to gather information, to communicate, and to get things done from
distance. With regard to this, SOFTWARE plays a crucial role. Nevertheless, many
researchers and practitioners claim that what we have today could have been even
better. Some of the key current software products have not evolved very much after the
initial design, for example: [Microsoft] Windows 10 and Windows XP do not differ that
much, and the same holds for Office 2003 and Office 2016; [Apple] The current MacOS
looks nearly the same as the one from 10 years ago; [UNIX] Linux has been nearly the
same for 30 years already; and so on. From one perspective, this is understandable
because of companies’ competing for customers most of whom would not want to learn
a new and differently looking package. But from another perspective, the societal
context and customer needs (and preferences) are changing over time; this means that
some of the key “infrastructure”-level software products are becoming less and less
focused on the needs of customers. Unfortunately, it is rarely the case that the software
being developed is adapted to the user but just the opposite - the user needs to adapt his
or her actions to the software environment at hand; otherwise, the value of using the
software would be just partial. Good news here is that some smaller-scale software
applications are trying to fill in that gap, by “acting on behalf of the user” in such
environments. Anyway, we cannot and we should not differentiate between large-scale
software and small-scale software. Software is about reflecting user needs in software
specifications that are in turn realized, implemented, and deployed for the benefit of the
USER. Hence, the evolution challenge is to be seriously taken into account when
drawing visions for the software of the next decade. Next to that are two key desired
features, namely robustness and resilience. In our view, during the SARS-CoV-2
pandemic, it showed up that there is much room for improvement, when it comes to
robustness and resilience. Indeed, /CT helped a lot during the pandemic: IT infras-
tructures and networks kept functioning (for example, in hospitals, banks, and so on);
employees were working from home and students were studying from home, supported
by ICT; kids were able to video-call to their grandparents while in isolation; business
people were able to collaborate distantly, supported by videoconferencing; and so on.
But at the same time, some weaknesses popped up: Enterprise information systems
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featuring supply chains and/or enterprise resource planning, could have been more
resilient - this would have facilitated supplies and decreased costs. Further, developing
software that is adequate as it concerns public values and regulations is claimed to be
a challenge as well: During the pandemic, we used to see IT systems that were often
“wandering” between regulations (a number of countries across the world have
declared a state of emergency, this leading to constantly changing regulations) and
public values (they are “constant” but would often appear to be in conflict with some
“fast written” new pandemic regulations). It is still an open question how to resolve
such tensions. This is not trivial and goes beyond the technology itself; hence, it is not
surprising that during the pandemic, key software development persons were stating
social, even political attitudes. In this way, those persons had implicitly claimed an
even bigger role for software, beyond the reflection of objectivized user needs in
software specifications. What we observe today is that software is also “instrumental”
as it concerns societal and even political issues, this going beyond servicing the user.
Unfortunately, it seems to be insufficiently clear HOW it is established what a software
system does with regard to regulations vs public values, for example. Finally, going
back to the evolution challenge, we have observed during the pandemic that many
software systems have failed to effectively adapt to the fast changing user needs. And
what are the lessons learned after all? We argue that essentially, information systems
and software applications are (and are to be) driven by the goal of BRINGING VALUE
TO USERS, which makes them societally-relevant; but at the same time, developers
should be careful when the “societal relevance” enters the territory of politics — in such
cases, there should be clear rules and criteria as it concerns the conformance to
regulations, public values, and so on. Next to that and beyond the above considera-
tions, we argue that underestimating the crucial importance of user needs as THE
inspiration when specifying software, is a key software failure over the last several
decades. Improving this can only be achieved if methodologically aligning business
(enterprise) modeling and software design — this brings the BMSD Community toge-
ther. As mentioned in the LNBIP 356 preface, we are inspired to dream of better
ways of developing (enterprise) information systems and software applications; we
are active in proposing innovative ideas, encouraging open discussions, and
stimulating community building, driven by the goal of contributing to the area of
ENTERPRISE INFORMATION SYSTEMS.

Since 2011, we have enjoyed nine successful BMSD editions. The first BMSD
edition (2011) took place in Sofia, Bulgaria, and the theme of BMSD 2011 was:
“Business Models and Advanced Software Systems.” The second BMSD edition
(2012) took place in Geneva, Switzerland, with the theme: “From Business Modeling
to Service-Oriented Solutions.” The third BMSD edition (2013) took place in
Noordwijkerhout, The Netherlands, and the theme was: “Enterprise Engineering and
Software Generation.” The fourth BMSD edition (2014) took place in Luxembourg,
Grand Duchy of Luxembourg, and the theme was: “Generic Business Modeling
Patterns and Software Re-Use.” The fifth BMSD edition (2015) took place in Milan,
Italy, with the theme: “Toward Adaptable Information Systems.” The sixth BMSD
edition (2016) took place in Rhodes, Greece, and had as theme: “Integrating Data
Analytics in Enterprise Modeling and Software Development.” The seventh BMSD
edition (2017) took place in Barcelona, Spain, and the theme was: “Modeling
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Viewpoints and Overall Consistency.” The eighth BMSD edition (2018) took place in
Vienna, Austria, with the theme: “Enterprise Engineering and Software Engineering -
Processes and Systems for the Future.” The ninth BMSD edition (2019) took place in
Lisbon, Portugal, and the theme of BMSD 2019 was: “Reflecting Human Authority
and Responsibility in Enterprise Models and Software Specifications”. The 2020 edi-
tion in Berlin marks the TENTH EVENT, with the theme: ‘“Towards
Knowledge-Driven Enterprise Information Systems.”

We are proud to have attracted distinguished guests as keynote lecturers, who are
renowned experts in their fields: Jose Tribolet, IST - University of Lisbon, Portugal
(2019), Jan Mendling, WU Vienna, Austria (2018), Roy Oberhauser, Aalen
University, Germany (2018), Norbert Gronau, University of Potsdam, Germany
(2017), Oscar Pastor, Polytechnic University of Valencia, Spain (2017), Alexander
Verbraeck, Delft University of Technology, The Netherlands (2017), Paris Avgeriou,
University of Groningen, The Netherlands (2016), Jan Juerjens, University of
Koblenz-Landau, Germany (2016), Mathias Kirchmer, BPM-D, USA (2016), Marijn
Janssen, Delft University of Technology, The Netherlands (2015), Barbara Pernici,
Politecnico di Milano, Italy (2015), Henderik Proper, Public Research Centre Henri
Tudor, Grand Duchy of Luxembourg (2014), Roel Wieringa, University of Twente,
The Netherlands (2014), Kecheng Liu, University of Reading, UK (2013), Marco
Aiello, University of Groningen, The Netherlands (2013), Leszek Maciaszek, Wro-
claw University of Economics, Poland (2013), Jan L. G. Dietz, Delft University of
Technology, The Netherlands (2012), Ivan Ivanov, SUNY Empire State College, USA
(2012), Dimitri Konstantas, University of Geneva, Switzerland (2012), Marten van
Sinderen, University of Twente, The Netherlands (2012), Mehmet Aksit, University of
Twente, The Netherlands (2011), Dimitar Christozov, American University in Bul-
garia — Blagoevgrad, Bulgaria (2011), Bart Nieuwenhuis, University of Twente, The
Netherlands (2011), and Hermann Maurer, Graz University of Technology, Austria
(2011).

The high quality of the BMSD 2020 technical program is enhanced by two keynote
lectures delivered by outstanding guests: Manfred Reichert, Ulm University, Germany
(the title of his lecture is: “Data-Centric, Large-Scale Process Management Software:
Engineering, Technologies, Applications”); Mathias Weske, HPI - University of
Potsdam, Germany (the title of his lecture is: “Business Processes: From Modeling to
Mining and Back™). Also, the presence (physically or distantly) of former BMSD
keynote lecturers is much appreciated: Roy Oberhauser (2018), Norbert Gronau
(2017), and Mathias Kirchmer (2016). The technical program is further enriched by a
panel discussion (featured by the participation of most of the abovementioned out-
standing scientists) and also by other discussions stimulating community building and
facilitating possible R&D project acquisition initiatives. Those special activities are
definitely contributing to maintaining the event’s high quality and inspiring our
steady and motivated Community.

The BMSD’20 Technical Program Committee consists of a Chair and 109 Members
from 37 countries (Australia, Austria, Brazil, Bulgaria, Canada, China, Colombia,
Czech Republic, Denmark, Egypt, Estonia, Finland, France, Germany, Greece, India,
Indonesia, Italy, Lithuania, Grand Duchy of Luxembourg, Malaysia, Mexico, New
Zealand, Palestine, Poland, Portugal, Russia, Singapore, Slovakia, Slovenia, Spain,
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Sweden, Switzerland, Taiwan, The Netherlands, the UK, and the USA, listed alpha-
betically) — all of them competent and enthusiastic representatives of prestigious
organizations.

In organizing BMSD 2020, we have observed highest ethical standards: We
guarantee at least two reviews per submitted paper (this assuming reviews of adequate
quality), under the condition that the paper fulfills the BMSD’20 requirements. In
assigning a paper for reviewing, it is our responsibility to provide reviewers with
relevant expertise. Sticking to a double-blind review process, we guarantee that the
reviewers would not know who the authors of the reviewed papers are (we send
anonymized versions of the papers to the reviewers) and the authors would not know
who has reviewed their papers. We require that reviewers respect the content of the
reviewed papers and do not disclose (parts of) the content to third parties before the
symposium (and also after the symposium in case the manuscript gets rejected). We
guarantee against conflict of interests, by not assigning papers for reviewing by
reviewers who are immediate colleagues of any of the paper’s co-authors. In our
decisions to accept / reject papers, we guarantee against any discrimination based
on age, gender, race, or religion. As it concerns the EU data protection standards, we
stick to the GDPR requirements.

We have demonstrated for a TENTH CONSECUTIVE YEAR a high quality of
papers and as mentioned in the LNBIP 356 preface, we are happy to have succeeded in
establishing and maintaining (for many years already) a high scientific quality (as it
concerns the symposium itself) and a stimulating collaborative atmosphere; also, our
Community is inspired to share ideas and experiences.

As mentioned already, BMSD is essentially leaning toward ENTERPRISE
INFORMATION SYSTEMS (EIS), by considering the MODELING
OF ENTERPRISES AND BUSINESS PROCESSES as a basis for SPECIFYING
SOFTWARE. Further, in the broader EIS context, BMSD 2020 addresses a large
number of research areas and topics, as follows:

> BUSINESS PROCESSES AND ENTERPRISE ENGINEERING - enterprise
systems; enterprise system environments and context; construction and function; actor
roles; signs and affordances; transactions; business processes; business process
coordination; business process optimization; business process management and
strategy execution; production acts and coordination acts; regulations and business
rules; enterprise (re-) engineering; enterprise interoperability; inter-enterprise coor-
dination; enterprise engineering and architectural governance; enterprise engineering
and software generation; enterprise innovation.

> BUSINESS MODELS AND REQUIREMENTS - essential business models;
re-usable business models; business value models, business process models; business
goal models; integrating data analytics in business modeling; semantics and business
data modeling; pragmatics and business behavior modeling; business modeling
viewpoints and overall consistency; business modeling landscapes; requirements
elicitation; domain-imposed and user-defined requirements, requirements specification
and modeling; requirements analysis and verification; requirements evolution;
requirements traceability; usability and requirements elicitation.

> BUSINESS MODELS AND SERVICES - enterprise engineering and service

science; service-oriented enterprises; from business modeling to service-oriented
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solutions; business modeling for software-based services; service engineering;
business-goals-driven service discovery and modeling; technology-independent and
platform-specific service modeling; re-usable service models; business-rules-driven
service composition; web services; autonomic service behavior; context-aware service
behavior, service interoperability; change impact analysis and service management;
service monitoring and quality of service; services for loT applications; service
innovation.

> BUSINESS MODELS AND SOFTWARE - enterprise engineering and software
development; model-driven engineering; co-design of business and IT systems;
business-IT alignment and traceability; alignment between IT architecture and busi-
ness strategy, business strategy and technical debt; business-modeling-driven software
generation; normalized systems and combinatorial effects; software generation and
dependency analysis; component-based business-software alignment; objects, com-
ponents, and modeling patterns; generic business modeling patterns and software
re-use; business rules and software specification; business goals and software inte-
gration; business innovation and software evolution; software technology maturity
models; domain-specific models; croscutting concerns - security, privacy, distribution,
recoverability, logging, performance monitoring.

> INFORMATION SYSTEMS ARCHITECTURES AND PARADIGMS - en-
terprise architectures; service-oriented computing; software architectures; cloud
computing, autonomic computing (and intelligent software behavior); context-aware
computing (and adaptable software systems); affective computing (and user-aware
software systems); aspect-oriented computing (and non-functional requirements);
architectural styles; architectural viewpoints.

> DATA ASPECTS IN BUSINESS MODELING AND SOFTWARE
DEVELOPMENT - data modeling in business processes; data flows and business
modeling; databases, OLTP, and business processes; data warehouses, OLAP, and
business analytics; data analysis, data semantics, redundancy, and quality-of-data;
data mining, knowledge discovery, and knowledge management; information security
and business process modeling; categorization, classification, regression, and clus-
tering; cluster analysis and predictive analysis; ontologies and decision trees; decision
tree induction and information gain; business processes and entropy, machine
learning and deep learning - an enterprise perspective; uncertainty and context states;
statistical data analysis and probabilistic business models.

> BLOCKCHAIN-BASED BUSINESS MODELS AND INFORMATION
SYSTEMS - smart contracts; blockchains for business process management; block-
chain schemes for decentralization; the blockchain architecture - implications for
systems and business processes, blockchains and the future of enterprise information
systems; blockchains and security / privacy / trust issues.

> IoT AND IMPLICATIONS FOR ENTERPRISE INFORMATION SYS-
TEMS - the IoT paradigm; IoT data collection and aggregation; business models and
1oT; loT-based software solutions; loT and context-awareness; loT and public values;
1oT applications: smart cities, e-Health, smart manufacturing.

BMSD 2020 received 65 paper submissions from which 28 papers were selected for
publication in the symposium proceedings. Of these papers, 15 were selected for a
30-minute oral presentation (full papers), leading to a full-paper acceptance ratio of
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23% (compared to 22% in 2019 and 19% in 2018) - an indication for our intention to
preserve a high-quality forum for the next editions of the symposium. The BMSD 2020
keynote lecturers and authors come from: Algeria, Austria, Belgium, Bulgaria, Ger-
many, Greece, Indonesia, Kazakhstan, Palestine, Portugal, Sweden, The Netherlands,
Tunisia, Turkey, the UK, and the USA (listed alphabetically); that makes a total of 16
countries (compared to 10 in 2019, 15 in 2018, 20 in 2017, 16 in 2016, 21 in 2015, 21
in 2014, 14 in 2013, 11 in 2012, and 10 in 2011) to justify a strong international
presence. Four countries have been represented at all ten BMSD editions so far —
Bulgaria, Germany, The Netherlands, and the UK - indicating a strong European
influence.

Clustering BMSD papers is always inspiring because this gives different perspec-
tives with regard to the challenge of adequately specifying software based on
enterprise modeling. Some BMSD’20 papers are leaning towards business processes:
from more philosophical considerations, through business rules / logic (declarative
semantics), to business process management, and related notations; there are papers
bringing this towards organizational modeling and requirements, considering relevant
modeling languages, such as UML (the Unified Modeling Language), in general, and in
particular -the UML Use Case Diagram and the UML Sequence Diagram; further, there
are papers touching upon product-line engineering. Other papers are leaning towards
information systems / software design, touching upon IT architectures, service-level
agreements, microservices, and resilience of EIS for large-scale disruptions; further,
there are papers considering pattern recognition, executable protocols as well as IoT
applications. Still other papers are addressing data analytics and machine learning, as
well as open data, in the perspective of enterprise modeling and/or EIS specifications.
Finally, there are papers touching upon knowledge management and visualization tools
as it concerns enterprise architectures. In this, the BMSD’20 papers are addressing
many application domains of high societal relevance, such as healthcare, education,
transport, telecommunications, and so on.

Fully respecting the desire of some participants not to travel abroad (because of the
abovementioned pandemic), we have allowed, as an exception, distant participation
for those Colleagues. Anyway, the unpleasant developments from the first half of this
year did not bring us down! We are as successful as in previous years. We are as
physical as we can be, inspired for collaboration, discussions, knowledge co-creation,
and community building.

BMSD 2020 was organized and sponsored by the Interdisciplinary Institute for
Collaboration and Research on Enterprise Systems and Technology (IICREST) and
co-organized by the University of Potsdam, being technically co-sponsored by BPM-D.
Cooperating organizations were Aristotle University of Thessaloniki (AUTH), Delft
University of Technology (TU Delft), the UTwente Digital Society Institute (DSI), the
Dutch Research School for Information and Knowledge Systems (SIKS), and AMA-
KOTA Lid.

Organizing this interesting and successful symposium required the dedicated efforts
of many people. First, we thank the authors, whose research and development
achievements are recorded here. Next, the Program Committee members each deserve
credit for the diligent and rigorous peer reviewing. Further, we would like to mention
the excellent organization provided by the I[ICREST team (supported by its logistics
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partner, AMAKOTA Ltd.) — the team (words of gratitude to Aglika Bogomilova!) did all
the necessary work for delivering a stimulating and productive event, supported by our
German Colleagues — Prof. Norbert Gronau and Marcus Grum. We are grateful to
Springer for their willingness to publish the current proceedings and we would like to
especially mention Ralf Gerstner and Christine Reiss, appreciating their profession-
alism and patience (regarding the preparation of the symposium proceedings). We are
certainly grateful to our keynote lecturers, Prof. Reichert and Prof. Weske, for their
invaluable contribution and for their taking the time to synthesize and deliver their
talks. Last but not least, I take the opportunity to personally address my supervisor and
Colleague from Delft University of Technology, and BMSD’17 keynote lecturer, Prof.
Alexander Verbraeck, mentioning my gratitude and appreciation for all his valuable
feedback concerning the BMSD’20 preparations; I benefited a lot from Alexander’s
help!

We wish you inspiring reading! We look forward to meeting you next year in Sofia,
Bulgaria, for the 11th International Symposium on Business Modeling and Software
Design (BMSD 2021), details of which will be made available on: http://www.is-bmsd.
org. In 2021, BMSD will get back to where it once started. We hope to see next year in
Sofia very many of you, dear Colleagues from the BMSD Community!

June 2020 Boris Shishkov
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Data-Centric, Large-Scale Process
Management Software: Engineering,
Technologies, Applications

Manfred Reichert

Ulm University, Germany
manfred.reichert@uni-ulm.de

Abstract. The utmost importance of data for process-aware software systems
has led to the emergence of data-centric process support paradigms, e.g., arti-
fact-centric, object-aware, and data-driven approaches to BPM. By tightly
integrating process and data, these approaches differ significantly from the
widely used activity-centric process paradigm, aiming at the support of data-
intensive business processes and offering by far the highest flexibility. In par-
ticular, the progress of a data-centric process depends on the availability of data
rather than on the completion of activities. Moreover, the focus has shifted from
large, monolithic activity-centric processes towards rather small data-driven
processes (e.g., object lifecycles), which need to collaborate in order to reach a
particular business goal. The keynote speech will provide profound insights into
fundamental concepts, features, and enabling technologies of data-centric
approaches to BPM. Moreover, it will discuss how this process support para-
digm opens up new avenues with respect to the engineering, automation, and
monitoring of large-scale business processes in the era of digitization and
Industry 4.0.
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Abstract. Business process management is a well-established discipline to
improve working procedures in organizations. Traditionally, business process
models are developed to capture the essence of these procedures. Based on
process models, process analysis and improvement techniques are applied,
processes are improved and automated using dedicated software systems. More
recently the research focus has broadened to include process mining, which use
process execution data to analyze processes. Currently there is massive interest
in process mining, both in academia and industry. The talk will introduce some
questions addressed and some solutions provided by process mining. Finally, we
discuss the relationships between process modeling and process mining as well
as potential applications of process mining to the area of digital health.
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Organisations: Large Worlds or Small Worlds?

Coen Suurmond ®

Cesuur B.V., Velp, The Netherlands
coen@cesuur.info

Abstract. Approaches for the development of enterprise information systems
based on social theories such as Habermas’ theory of communicative action claim
to facilitate the development of systems that support the organisational social life-
world better than systems developed from a technical viewpoint. However, they
will miss their target if the approach is leaning too much towards formalising repet-
itive and stable elements of the social patterns in an organisation, at the expense
of the more informal and/or irregular events and processes. Such approaches run
the danger that the open social organisational world is ‘frozen’ and moulded into
a closed formal-rational system. This problem will be discussed in this paper as
a contribution to the development of information systems for the social world of
organisations.

Keywords: Organisation modelling - Theory of communicative action - LAP -
DEMO

1 Introduction

Organisations are social entities, constituted by human action. Half a century ago, in
the early days of the development of enterprise information systems, several researchers
observed a problematic bias towards a technical point of view on organisations and a
disregard for its social character. This led to the Language Action Perspective (LAP)
approach, from which later DEMO evolved as a specific approach. LAP and DEMO
both have their theoretical roots in Habermas’ theory of communicative action. A major
theme is Habermas’ theory is the problem of colonisation of the lifeworld by systems
(or: by system rationality). Therefore it is to be expected that these approaches will
result in models of the organisation that support the lifeworld as an open social world,
as opposed to the models of a closed formal-rational world that are the likely outcomes
of a more technical orientation. The question to be investigated in this paper is, whether
this is indeed the case. To generalise the question and to make it less dependent on
Habermas’ twin concepts of lifeworld/system, some variants of the opposing concepts
of open social world/closed formal-rational world will be discussed.

For comparison Organisational Semiotics (OS) will be discussed as a third approach.
OS has a similar origin and line of thinking as LAP but starts not from language and
communication but from semiotics and social norms. Soft Systems Methodology (SSM)
is selected for its contrast to the other three approaches. It originated in the same rejection
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B. Shishkov (Ed.): BMSD 2020, LNBIP 391, pp. 3-19, 2020.
https://doi.org/10.1007/978-3-030-52306-0_1


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52306-0_1&domain=pdf
https://doi.org/10.1007/978-3-030-52306-0_1

4 C. Suurmond

of the one-sided technical view on organisations, it emphasises the role of communica-
tion in organisations, but it is founded on systems science. It leaves linguistic theories
completely aside.

The research method is an analysis of texts from primary authors of the selected
approaches in combination with an evaluation how the approaches would deal with an
example conversation from business practice.

The first section of the paper deals with theories and concepts. Three variants of the
opposing concepts of open social vs. formal-rational closed worlds will be introduced,
followed by a short discussion of philosophical and linguistic concepts about pragma-
tism, pragmatics, speech acts and communicative action. In the next section the selected
approaches will be analysed using texts from original primary authors, followed by the
analysis of the possibilities and difficulties the approaches will have with a small but
rich example of a business conversation, taken from real business practice. The last step
is to draw conclusions from this and to formulate an answer to the research question.

2 Theory

2.1 Open Social World and Closed Formal-Rational World

In the theory of communicative action, the magnum opus of Habermas that provided the
foundation of the approach of Language Action Perspective (LAP), Habermas analyses
two parallel evolutionary processes that brought about our modern Western society [1,
2]. The first process is a process of rationalisation starting from mythical and hierarchical
societies and culminating in the idea of communicative rationality. The latter is as guid-
ing idea characteristic for our modern open society where ideally decisions are based on
factual knowledge and open sincere discussion about social norms between equals. The
second process is an inevitable and in essence beneficial process of evolving subsystems
for fulfilling specific functions in a growing and increasingly complex society. Subsys-
tems (or systems for short) in this theory have a limited function in a specific societal
context and the mechanisms within the systems are tuned to its functions. Systems are
governed by instrumental means-end rationality, decisions are made within the limited
scope of achieving the functions of the system. Systems fulfil functions in society and
should be governed by society by means of open discussion in society (communicative
rationality). Habermas speaks of colonisation of the lifeworld by systems when systems
are dictating society what to do, based on the instrumental rationality of the system.
The British economists Kay and King use the concepts of small worlds and large
worlds in their recent book about decision making in organisations (the concepts orig-
inating from the American statistician Jimmy Savage) [3]. Models are used in decision
making for understanding the situation and viewing possible futures. Small world mod-
els belong to processes that are more or less completely understood, remain constant
over time, and that are independent of our actions and beliefs; they can accurately predict
what will happen over time. The small world model represents reality accurately in the
given context. The large world is the world where human action is based on incomplete
information about the situation on hand and/or the possible course of events. The incom-
pleteness of large world information is not accidental and reparable, but fundamental and
irreparable, uncertainty is a fundamental property of the large world (therefore the title
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of their book: Radical Uncertainty). Large world models do not represent the essence
of reality, but are helpful in understanding reality and in imagining what might happen
under certain conditions. Where small world models enable accurate prediction, large
world models enable understanding of possible future scenarios.

Large worlds can be considered to come close to Habermas’ concept of communica-
tive action, where small worlds can be viewed as comparable with Habermas’ system
concept. At the same time, it is important to keep in mind that (1) Habermas is analysing
historical evolution of society, where systems are coming into existence to fulfil certain
functions in society; (2) Kay & King are analysing the use of ‘small world models’ in
prediction and decision making as contrasted with our human ‘large world” where pro-
cesses are not stationary and where off-model events happen; and (3) the approaches to
ISD are partly about analysing organisational processes “as is”, and partly about design-
ing (or ‘engineering’) organisation processes “to be”. In all three contexts, however, it
is about the relation between the small world (to fulfil a certain function) and the large
world (where people must make accountable decisions).

A third discipline contrasting a social and a formal view on the world can be found in
contract law. In classical contract law, a contract is a mutual promise between two parties
to exchange goods, services or money under specified conditions at a specified moment.
Once the exchange is accepted to be fulfilled, the contract is over. As MacNeil defined
the classical contract: “the discrete contract is one in which no relation exists between
the parties apart from the simple exchange of goods” [4]. But “the discrete transaction is
entirely fictional. There we postulate specialization and choice-determined projections
of future exchange in the total absence of any society whatsoever. Even in the modern
mythical world of neoclassical microeconomic theory such conditions do not exist”
[4]. In social reality transactions and contracts are embedded in a wide network of
social relations and conventions. In many cases, parties do engage more than once. The
combination of general conventions, the common history and the expected future of the
parties involved, and the specific situation provide the background against which parties
are dealing with each other in preparing, fulfilling and concluding a contract. This is the
reason why the legal scholar MacNeil wrote that “the core relational principle — analysis
must always start with context — makes it possible to determine what circumstances
should or should not be taken into account in dealing with transactions” [5].

In this subsection three twin concepts contrasting an open social worldview with
a closed formal-rational worldview were presented. Habermas theory of communica-
tive action with its opposition of lifeworld/system is the basis of the LAP and DEMO
approaches, and the idea of the social lifeworld is used by both the OS and SSM
approaches. The other two twin concepts from decision making (large world/small
world) and from contract law (relational/classical contracts) represent the same opposing
worldviews from different disciplines. In the next subsections the concepts of pragma-
tism, pragmatics, speech acts and communicative action will be discussed as being
fundamental for the open social worldview.

2.2 Pragmatism and Pragmatics

The term pragmatism is derived from the Greek word mpaypa meaning deed or act.
In pragmatism, “human cognition is placed in a naturalistic framework of behavioural
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responses to practical problems” [6] and is as such opposed to “spectator epistemol-
ogy” or “mirror epistemology” according to which cognition is the representation of
independent facts. The contrast is reflected in the early and later work of Wittgenstein.
His Tractatus Logico-Philosophicus (1921) was about representation of the world as
a collection of facts in propositional form [7]. In his posthumous work Philosophical
Investigations (1953) he uses the concept of language games [8]. From the philosoph-
ical stance of pragmatism he takes human behaviour as the starting point for analysis
of meaning. Language (and other kinds of social conventions) is learned by doing, by
practicing competence in interpersonal interaction. Pragmatism approaches the world as
a collection of (interacting) processes, as opposed to views that approach the world as a
collection of ‘things’ and ‘events’ (representationalism). To give a stark example from
the now raging corona-crisis: the primary meaning of “availability of PPE” (personal
protective equipment) must be that front-line workers are actually protected in their work
practices, meanings such as “stock level in warehouses” and “quantities ordered” might
represent states of affair in supply chains but are meaningless as long as they cannot be
translated into actual effective protection of workers.

The linguistic/semiotic concept of pragmatics is related but different. Pragmatics
was introduced by Morris as part of the three branches of semiotics: “syntactics as the
study of the syntactical relations of signs to one another in abstraction from the relation
of signs to objects or to interpreters”, “semantics deals with the relation of signs to
their designate and so to the objects which they may or do denote” and “pragmatics
[designates] the science of the relation of signs to their interpreters” [9]. The sequence
of definition is interesting: first structure, then meaning, then usage. This is the way we
would define a formal language. Carnap chooses the reverse sequence when he writes:
“An investigation of a language belongs to pragmatics if explicit reference to a speaker
is made; it belongs to semantics if designata but not speakers are referred to; it belongs
to syntax if neither speaker nor designata but only expressions are dealt with” [10]. The
latter sequence is the way we would learn a natural language: we start with linguistic
utterances in context, then abstract from variable context to find more or less stable
meaning, then abstract from context and meaning to find the rules of grammar about
allowed structures of sentences. The latter sequence is the way a pragmatist such as
Habermas or Wittgenstein would operate.

Habermas is investigating the requirements of linguistic competence of man in social
interaction. The opening sentence of “What is Universal Pragmatics™ is: “Universal
pragmatics must identify and reconstruct the universal requirements for mutual under-
standing”. It is about the dynamics of language used in interaction, rather than language
‘frozen’ in its representational function. Viewed from linguistics his concept is about
pragmatics because it is about the usage aspect of language, viewed from philosophy
his approach belongs to pragmatism because it takes meaningful human interaction in
context as its starting point.

2.3 Speech Acts

In the first lecture of “How to do things with words” Austin wrote: “The phenomenon
to be discussed is very widespread and obvious, and it cannot fail to have been already
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noticed, at least here and there, by others. Yet I have not found attention paid to it specif-
ically” [11]. Austin recognises that using language is ipso facto a form of human action
(the general point), and that some human acts such as declaring marriage or baptising a
ship are constituted by language alone (a more specific point). Austin observed “philoso-
phers have assumed that the only things they are interested in are utterances which report
facts or which describe situations truly or falsely”, and that there are many other sorts
of use of language. Austin introduces the term performative utterances (“rather an ugly
word, and a new word, but there seems to be no word already in existence to do the job™)
for utterances that are actions: “When I say ‘I name this ship the Queen Elisabeth’ I do
not describe the christening ceremony, I actually perform the christening; and when I
say ‘I do’ (sc. Take this woman to be my lawful wedded wife), I am not reporting on
a marriage, I am indulging in it.”. Austin emphasises that using so-called performative
verbs is not an essential condition for a performative utterance: ‘I order you to shut the
door’, ‘Shut the door’, or just ‘Door’ can be variant utterances for the same performative
act. In How To Do Things with Words, Austin connects the illocutionary act with the
intention of the speaker, expressed by means of a convention (without some background
convention, the intention would not be recognized — uptake is the word used by Austin
— and the utterance would be just an exclamation by the utterer), where “perlocutionary
act always includes some consequences”. Along this line of thinking, an utterance like
“I see what you mean” as reaction to an earlier utterance in a conversation can perform
the perlocutionary act of social bonding in a conversation, where the utterance “I have
heard you!” can bring about the opposite. Perlocutionary effects are dependent on both
the illocutionary force of the speaker and the uptake thereof by the hearer.

For Habermas, Austin’s insight is one of the pillars of his philosophy, speech acts
“have a constitutive meaning ... for communicative action” [1]. Habermas summarises
the locutionary, illocutionary and perlocutionary act as: “Thus the three acts that Austin
distinguishes can be characterized in the following catchphrases: to say something, to
act in saying something, to bring about something through acting in saying something”.
Habermas adds two fundamental aspects to the speech act theory in order to integrate
this theory into his wider theory of communicative action. The first addition is a fur-
ther specification under which conditions a speech act is ‘felicitous’ (Austin’s term).
It postulates that a speech act refers simultaneously to the relation of the speaker to
the objective outer world, to the social intersubjective world and to his own subjective
world. In communicative action, the speaker claims his utterance to be truthful in the
outer world, valid in the social world, and a sincere expression of his personal world.

The second addition concerns the classification of speech acts. Austin was clear in his
analysis that although at first sight it seems easy to classify illocutionary verbs, in practice
natural language allows for many ways to express illocution using social context. Think
of that notorious utterance of the president of the US towards the head of the FBI “I hope
you can let this go™: is the president expressing here his hope, or is he telling the head of
the FBI what he must do? This classification issue is not only about types of illocution,
but also about ‘illocutionary strength’ such as the difference between a strong wish and
a weak desire (and whether a strong wish of a superior in an organisation is in fact a
command depends on organisational culture and the personalities involved). Habermas
does not try to find a classification of speech acts by analysing practical usage of language
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(empirical-pragmatic approach), he conceives a formal-pragmatic classification based on
the prevailing aspect of the mode of communication: cognitive, interactive, or expressive
[12]. In the first mode the prevailing goal is the establishing of facts about the outer world,
in the second mode the establishing of legitimate interpersonal relations, and in the third
mode the disclosure of the speaker’s subjective attitudes and feelings. But, to repeat,
in each and every speech act the speaker relates to all three worlds (objective, social,
personal), the mode of communication only determines which actor-world relation is
primary.

2.4 Communicative Action

“In contexts of communicative action, we call someone rational not only if he is able
to put forward an assertion and, when criticized, to provide grounds for it by pointing
to appropriate evidence, but also if he is following an established norm and is able, if
criticized, to justify his action by explicating the given situation in the light of legitimate
expectations” [1]. In this quote Habermas integrates the concepts of rationality (being
able to give grounds for an utterance), speech acts (as social action) and pragmatism
(meanings and norms are established and evolving by their application in social groups).
Communicative action is oriented towards a mutual understanding of the participants in
the conversation (remark: reaching an understanding does not necessarily imply reaching
consensus, although Habermas sometimes seems to imply the latter). In practice, of
course, people may misrepresent their feelings, their intentions, or the facts. If a speaker
wilfully misrepresents in order to get some result out of the hearer, Habermas speaks of
(hidden) strategic action.

2.5 Recapitulation

In this section the oppositional concepts of the open social world and the closed formal-
rational world were discussed, along with the concepts of pragmatism, pragmatics,
speech acts and communicative action. An essential characteristic of the oppositional
concepts is the role of context and intentionality. The open social worldview is based on
(1) human action (2) under given circumstances (3) oriented towards some future state,
(4) not necessarily fully specified; (5) people are expected to be able to justify their
actions by giving reasons that are valid in the given circumstances. Natural language
furnishes a very flexible instrument for both preparing and accounting for actions, using
language in an innovative way should the need arise. The closed formal-rational world
on the other hand is perhaps best characterised by the event-process-chain concept: the
system being in a given state, an event triggers a formally specified chain of transfor-
mations to new states. Circumstances are either a codified part of the state definition,
or out of scope. The events are driven by codified rules, not by the intention to a given
situation. The intention to get to a given state was part of the development process, when
the rules were specified, and subsequently codified in rules. In organisational theory the
old example of a closed formal-rational system would be the Weberian bureaucracy,
in modern times it is a software system. However, in a bureaucracy the rules are still
interpreted by humans, in a software system it is a machine.
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3 Approaches to Information System Development

3.1 Language Action Perspective

In a contribution to a task force meeting in June 1980 about decision support systems,
Flores and Ludlow discussed systems for more general support of the activities of man-
agement and office workers [13]. They contrast their analysis to “the current tradition in
which communication is analysed in terms of the transfer of information and manage-
ment is equated with the making of decisions”. Their main observations about work in
the office are that (1) people are continuously making conversations, and conversations
generate commitments, (2) speech acts are about expressing what is not obvious against
a background of obviousness and relevance; and (3) “managers seem to be absorbed
in many short interactions ... managers manifest a great preference for oral communi-
cation”. Their answer to the question of the activities of managers is that they ‘“create
commitments in their world, take care of commitments, and initiate commitments within
the organization. ... world is also what is brought forth through language as a commit-
ment established by an utterance”. Incidentally, this focus on the role of conversations
in organisations has been taken up recently by LAP author Goldkuhl, as witnessed by
a recent paper where Goldkuhl writes “In summary, social relations can be instated
concerning future states and actions as expectations and commitments” [14].

The second seminal text of the language-focused approach is the 1982 paper by Gold-
kuhl and Lyytinen entitled “A Language Action View of Information Systems” [15]. In
this paper an organisation is defined as essentially a social system based on interper-
sonal communication, where people act by communicating. The approach is based on
the theory of speech acts that was originated by Austin, further developed by Searle
[16] and developed further still and applied in his wider social theory by Habermas: “To
perform a communicative act is to ... predicate and refer (propositional content), to ...
establish interpersonal relations, and to intentionally try to influence the listener/reader”
[15]. The authors contrast their language action view where social interaction is at the
core and the technical system is considered an instrument facilitating formalised social
communication patterns with the traditional view on information system development,
focusing on the technical aspects of the system and considering the social environment
of the system as peripheral. In the view of Goldkuhl and Lyytinen, system development
is concerned with developing a formalised professional language based on existing user
communication. User participation is necessary for achieving intersubjectivity in the
resulting description of the user world and the formalised language operating on that
world.

A third text that is often cited in publications about Language Action Perspective is
the book Understanding and Cognition by Winograd and Flores, published in 1986 [17].
The paper by Flores and Ludlow mentioned above was about communicative behaviour
related to decision making in organisations, the Winograd-Flores book was focused
on the more general question about computer capabilities in relation to the nature of
human society. The first part of the book uses Heidegger to analyse human beings,
communication and language. It is not possible for a human being to view the world
from the standpoint of an external and objective observer, “Heidegger insists that it is
meaningless to talk about the existence of objects and their properties in the absence
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of concernful activity”. Later on, in the chapter about language, the authors emphasise
that “meaning arises in listening to the commitment expressed in speech acts” and “the
articulation of content — how we talk about the world — emerges in recurrent patterns
of breakdown and the potential for discourse about grounding”, and they state as a
consequence from these points: “Nothing exists except through language”.

The developments and achievements of the LAP approach were discussed by Lyyti-
nen in 2004 in his contribution to the 9 LAP conference, entitled “The Struggle with
the Language in the IT — Why is LAP not in the Mainstream?” [18]. He describes
LAP as “based on a set of heterogeneous theoretical foundations that ranged from non-
monotonic and non-traditional logics (deontic, illocutionary, possible world semantics),
theories of language (hermeneutics, speech act theory, discourse theory) and social
behaviours (ethnomethodology, symbolic interactionism) to overarching philosophies
of social action (theory of communicative action, autopoiesis)”’. LAP was different from
other approaches in (1) challenging “widely held beliefs about data and the nature of
computing” and (2) challenging “the dominant functional and realist view of the lan-
guage ... that was cherished in Al and database communities”. However, and in spite of
academic success of LAP induced thinking, LAP was “not widely known nor practiced
outside the narrow borders of the LAP community”. At the 10" and last LAP conference
in 2005, Weigand agrees with Lyytinen’s observation that LAP is not in the mainstream,
and asks whether belonging to the mainstream is something to be pursued “as long as
this mainstream is dominated by the same rationalistic motives as it was 20 years ago”
[19]. Further, Weigand reflects on the complexity of communication and postulates that
“much more than simplified speech act theory is needed to do justice to all the sub-
tleties and dynamics of communication”. He also mentions the inherent dialectics of
communication. Arguing against using simplified speech act theory, Weigand argues
that “communicative form (the running practices in the organization) cannot be reduced
to essential communication models”.

A decade later, in 2017, Goldkuhl wrote “LAP revisited: Articulating information
as social relation” as an invited paper for a LAP workshop trying to revive the LAP
research community [20]. In this paper Goldkuhl took stock of the earlier LAP theoret-
ical foundations in general, and the different ways to come from the concept of speech
acts (speaker perspective only) to a concept of conversation. Goldkuhl observed that
one research strand was based on patterned exchange of speech acts (e.g.: the action
workflow defined concept proposal/agreement/performance/satisfaction as stages in the
dialogue), another strand was based on a dialogue without restriction to certain fixed
speech acts. The first strand is recognisable in the DEMO approach (see below), Gold-
kuhl’s research is based on free form exchange of information between an initiator and
an addressee. Such an exchange constitutes a social relation between the communication
partners. This aspect was already present in the three seminal LAP papers mentioned
above, but Goldkuhl in 2017 makes this point an explicit point of his theory. The earlier
search in LAP to find a meaningful classification of speech acts is replaced by Gold-
kuhl with a search for a meaningful classification of social relationships established by
reciprocal communicative acts. Goldkuhl observes that in the context of information,
communication and language use oriented on IS practices information may be digitised,
and he defines his scope as digitisation in professional-institutional settings. At the same
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time, he recognises “that there is an interest for how digitized information sets are ele-
ments of broader communication patterns in social settings”, and “in IS we have thus an
interest for digital artefacts in use contexts.”. In the example case in this paper (about
social welfare allowance), however, all communication acts are by digitized exchanges
between client, social welfare officer, and back-office systems. All decisions are based
on information in the system. The observation in the Goldkuhl & Lyytinen paper “the
formal and closed nature of information systems implies a need for information chan-
nels side by side the formalized information systems” seems to be forgotten, which is
especially notable in a social welfare case.

3.2 DEMO - Design and Engineering Methodology for Organisations

In 2020 Dietz and Mulder published Enterprise Ontology [21], a complete overhaul of
the earlier book with the same title published by Dietz in 2006 [22]. All current theories
(now 11 different theories) are systematically presented in this new book. For the purpose
of this paper I will focus on the ontological PSI theory about the operation of organi-
sations. In the Enterprise Engineering Manifesto, edited by Dietz, the second postulate
is: “Enterprises are essentially social systems, of which the elements are human beings
in their role of social individuals, bestowed with appropriate authority and bearing the
corresponding responsibility. The operating principle of enterprises is that these human
beings enter into and comply with commitments regarding the products (services) that
they create (deliver). Commitments are the results of coordination acts, which occur in
universal patterns, called transactions” [23]. The PSI theory is about business conver-
sations and business transactions. The notion of business conversation is founded on
Habermas’ theory of communicative action with its claims to truth, rightness and sincer-
ity (terms used by Dietz and Mulder). The communicative act is presented as constituted
by four elements: performer, intention, addressee, proposition (in a formal specification
of DEMO a limited set of 11 allowable intentions are codified). The universal trans-
action patterns is constructed involving two actors, the initiator and the executor. The
organisation is a network of actors and transactions. A transaction T is started by an
actor A requesting something and an actor B accepting (promising) or declining. When
transaction T is finished actor B declares that fact upon delivery, and actor A is accept-
ing (or rejecting) the fulfilment of the transaction. The transaction-in-progress can be
cancelled or aborted if requested by the initiator, the executor can allow or refuse. A
transaction can be composed of derived transactions, each derived transaction having
the same universal transaction structure as the initial transaction (but in most cases with
different initiators and executors).

DEMO distinguishes between actors, subjects and actor roles: an actor is a subject
(human being) in an actor role. The diagrammatic presentation of the standard transaction
pattern suggests that the same actor that requests the transaction will later on accept the
delivery (this actor role is called the initiator); and the same actor that promises the
transaction will later on deliver (this actor role is called the executor). In case of a
transaction between two businesses, it is more likely company A (as a legal person) is
initiator, company B (as a legal person) is executor; different natural persons will engage
on behalf of their company in the initiating and concluding transaction conversations.
As far as I can see DEMO assumes not the same legal person but the same natural person
here.
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3.3 Organisational Semiotics

The first major publication on what was to become organisational semiotics was the book
Information, published by Stamper in 1973. He wrote in the opening pages of his book:
“Information is a word used very loosely, especially in the context of business studies, to
identify a mixed bundle of concepts. The time has come for us to use these concepts with
greater precision” [24]. He identified the sign as carrier of information in formal systems,
informal systems, communication networks and computers. Semiotics being the science
that studies signs, Stamper uses the subdivision of semiotics by Morris into pragmatics,
semantics and syntax as a basis for analysing information. Later, Stamper extended this
to his semiotic ladder with six levels: physical world, empirics, syntactics, semantics,
pragmatics, social world. The first three levels are in the realm of computer science, the
latter three belong to the realm of information science. With the exception of the physical
world this semiotic ladder in DEMO is mapped to its performa level (social world; social
correspondence), informa level (pragmatics and semantics; cognitive correspondence)
and forma level (syntax and empirics; notational correspondence).

Stamper described in his 1973 book the difference and the tension between formal and
informal systems: “Formal systems are intended to operate in a uniform way, throughout
time and over the whole of the wide territory across which the organisation may be
spread. Formal systems are insensitive to local problems which are the major concerns
of the informal systems” [24]. However, Stamper does not differentiate here between two
senses of ‘formal’. The first sense is about having a generalised and meaningful form, to
be interpreted by humans in a given context. The second sense is about being subjected
to formal logical rules, devoid of meaning. The essential difference here is that humans
are capable to recognise the general form and the specific (iconic) situation at the same
time. Human semiosis is about dealing with this kind of tension between the general and
the particular, while automata are just following formal logical rules and nothing more
[25]. In the 1996 chapter mentioned above Stamper describes the organisational onion
as consisting of three levels: an outer layer of an informal information system, (“a sub-
culture where meanings are established, intentions are understood, beliefs are formed and
commitments with responsibilities are made, altered and discharged”), a middle layer
of an formal information system (“bureaucracy where form and rule replace meaning
and intention”), and an inner layer with IT system(s) (“mechanisms to automate part of
the formal system™) [26]. Later, Liu and Wi formulated three essential conditions for
processing information in the IT system: (1) well-defined work processes, (2) clearly
defined human responsibility, and (3) explicitly specified rules for operations [27]. In
my view, the ambiguity of the term ‘formal system’ is not solved here. Although the
pejorative view of bureaucracy is indeed that “form and rule have replaced meaning and
intention”, I do not think that you can maintain the position that workers in a bureaucracy
are equal to automata.

Stamper later developed the MEASUR methodology, which has as unifying prin-
ciple “the idea that an information system is a system of social norms through which
responsible agents collaborate”. In requirements analysis, “conventional analysis seeks
the truth, MEASUR aims to locate responsibility”. Stamper reminds us that “most norms
by which business operates are never made explicit ... at best they are made explicit in
the form of rules which people have to interpret”. According to Stamper, every norm
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has the form “if <condition> then <some agent> is permitted/forbidden/obliged to do
<action>" [26]. In my view, however, this canonical form makes either a norm appli-
cable regardless of the situation where the norm is applied, or the condition clause must
account for all kinds of situations, which is unworkable. Here we meet again the problem
of formulating rules for human use and formulating rules for automatic processes.

3.4 Soft Systems Methodology

Checkland differentiates between natural systems and human activity systems. Natural
systems “are systems which could not be other than they are, given a universe whose
patterns and laws are not erratic” [28]. For human activity systems, Checkland firstly
argues that “the observer and the point of view from which his observations are made”
is important to investigate such a human activity system, where for a natural system the
system is ‘out there’ and the observer is external to it. A second essential difference is
that “the irreducible freedom ... of a human actor means that there can never be accounts
of human activity systems similar to, and having the same logical status as accounts of
natural systems”.

Checkland further distinguishes between systems that are the result of ‘blind’ evo-
lutionary processes and designed systems. The latter systems are created by purposeful
human activity because there is a need for them. Checkland writes: “Man as designer is
able to create physical artefacts to fulfil particular defined purposes. And similarly he
may create structured sets of thoughts, the so-called ‘designed abstract systems”. In the
conclusion of this chapter Checkland writes: “The systems map suggests that the abso-
lute minimum of systems classes needed to describe the whole of reality is four: natural,
designed physical, designed abstract, and human activity systems”. It is noteworthy that
Checkland considers a social system as a kind of system that “should be placed astride
the boundary between human activity and natural systems”, exhibiting both “properties
due to the natural characteristics of man the social animal” and activities due to rational
behaviour. In ‘SSM: a 30 year retrospective’ Checkland confirmed this when he wrote
“This led to the idea of modelling purposeful ‘human activity systems’ as sets of linked
activities which together could exhibit the emergent property of purposefulness” [29].
In my view, this dichotomy of purposeful human behaviour and human behaviour as
a social animal is troubling when looking at actual human behaviour. While Check-
land differentiates between goals and purposes (a goal will be either achieved or not,
a purpose is “an end which can be pursued but never finally achieved” [28]), I wonder
whether the term ‘purposeful behaviour’ would not be better replaced by ‘intentional
behaviour’. The latter term would not suggest to dichotomise human behaviour in either
‘animal-like’ or instrumental.

Reflecting on his action research program, developed in practice, Checkland found
parallel lines of thought in the work of Churchman and that of Vickers. Churchman
developed the concept of ‘inquiring systems’ dealing with “designing systems for finding
things out”, and about the dialectics of alternating model building with confronting
models with realty. Vickers analysed how norms and behaviour can evolve in discussion.
He studied the work of a Royal Commission: “The commissioners used the norms which
they brought with them to the conference table; but these norms were changed and
developed by the very process of applying them; by the impact of the reality judgment
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which they focused; by the impact, attrition and stimulus of each commissioner on the
others; and by the exercise of their own minds as they applied them in one way or another,
in the search of a better ‘fit’” [30]. Checkland’s action research program is co-founded
on these two notions of building models as an instrument of inquiry, and of working in
a social world that changes as a result of doing the analysis.

In 2006 Checkland and Poulter published the book Learning for Action, subtitled “a
short definitive account of SSM and its use for practitioners, teachers and students” [31].
The authors emphasise in answering Frequently Asked Questions that SSM is more about
principles than about rules: “SSM’s basic principle is to think separately about, and then
relate, two different elements: perceptions people have of a complex human situation,
and constructed conceptualizations aimed at gaining insights into that situation” and
“Both the logical/analytical mode of thinking (as in model building) and the slower
sense-making mode — as you allow the situation to ‘speak to you’”. Also interesting as
representation is their answer to a FAQ about using of hand-drawn diagrams in SSM.
They explain: “... diagrams dominated by straight lines, right angles and rectangular
boxes ... convey the impression: this is the case, full stop! The hand-drawn diagrams
... underline that absolute certainty is forever elusive in human affairs; they are working
diagrams, part of the learning process”. In anticipation of the paragraph about speech act
theory, this it is quite a good example for the difference between locution and illocution:
the two ways for diagrammatically representing a certain structure (using very clean
straight elements, or using more irregular and messy hand-drawn elements) have the
same locution (the structure represented in the diagram) but have a different illocutionary
force: definitive and certain vs. tentative and uncertain.

4 Example Case

Some time ago I was in a meeting at a meat processing company with a production
manager. During the meeting we were interrupted by Peter. He opened the door and
asked the production manager: “Did you hear from customer C?”, answered by “No,
but do 2 x 2”. The follow-up by Peter was the statement/question: “I’ll prepare 2 bins
1600 kg, OK then?” answered by “Fine, I hope to hear from C early afternoon”. Some
clear facts can be distilled from this very short conversation. Firstly, the conversation is
constituted of speech acts based on social norms and related to transactions. Secondly,
someone needs information how to proceed, but not all relevant information is available
yet. Thirdly, the interlocutors have different social roles.

The conversation can be analysed on several levels. On the surface level it is a clean
exchange of question and answer: “What should I do?” “Prepare 2 bins with 1600 kg”.
The latter speech act is a directive for doing something in production. Also on the surface
level, the outcome of the conversation could be seen as the production manager initiating
a transaction to be executed by Peter (but to describe the conversation as initiated by
the executor Peter would be apt). Organisational hierarchy and informal social norms
determine who initiates the transaction, and who executes. Both production manager and
Peter are committed, the first by his request of the transaction, the latter by acceptance of
the request. On a second level, however, the situation is less clear-cut. The conversation
is an implicit shared appraisal of the situation between two experienced colleagues on an
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equal footing. What do we know? What do we expect? What are our possibilities? What
are the risks? What are we going to do? This is quite different from a simple request to
execute a transaction. It is more like “we (production manager and Peter) think that it
is wise and safe to prepare 2 bins of 1600 kg, in anticipation of an expected customer
order”. At the same time, there is no complete symmetry between the two colleagues.
His organisational position and his informal contacts with sales and planning (mutual
adjustment) give greater authority to the production manager; his better view of the actual
production situation and possible scenario’s on the shopfloor gives a greater authority
to Peter. It might well be that a pattern has evolved that the actual decisions are made
by Peter because of his experience and capabilities, and that Peter only consults the
production manager in order to give him an opportunity to comment and/or to get some
commitment (possibly to cover his back).

The example exhibits a fair degree of incompleteness compared to the standard
specification of an order. The interesting thing is that the incompleteness is of two kinds:
resolvable and irresolvable. Some lacking incomplete elements are vague because they
are implicit and part of background knowledge (1) “2 bins with 1600 kg” suggests
a weight of 1600 kg in each bin, but “everyone” knows that the capacity per bin is
about 750-950 kg, so the 1600 kg is about total weight; (2) the organisational role of
Peter is left blank partly because his informal position is not clearly defined; (3) the
product involved is not specified at all. The other kind of incompleteness is about the
uncertainty that is inherent in the situation: a customer order is expected but not placed
yet, but production must decide how to proceed. Conflicting social norms involved are
about satisfying the customer (what does he expect, how will he react — aspects of
relational contracts!), efficiency of the production process, and responsibilities of the
persons involved (both formal and informal). It is a typical example of communicative
action and open discussion between knowledgeable colleagues.

The conversation is an illustration of everyday pragmatism. Not, as some would have
it, pragmatism as “whatever works is true” (this is not pragmatism but opportunism, alas
also a fact of life), but pragmatism as taking circumstances into account in meaningful
conversation. Facts and values are weighed in context in order to determine a sound way
to proceed. The speech acts are elliptical (incomplete sentences, leaving words out),
and express a specific mix of uncertainty, doubt, and beliefs (illocutionary aspect). The
subject of the conversation is to assess this “uncertainty mix’’ between the colleagues, not
to eliminate uncertainty and doubt. The perlocutionary effect of the conversation is some
shared knowledge and belief of the colleagues that will coordinate their further action
that day. It is an example of communicative action where the colleagues reason about
the situation on hand. The outcome is not necessarily consensus, an alternative outcome
could have been: “I don’t think you are right, but proceed as you proposed and deal
with the consequences”. The crux is that under given circumstances with irresolvable
uncertainty a decision is needed and the two colleagues have an open conversation with
a clear outcome. The commitment of the colleagues is expressed in the concrete speech
acts (which allow subtle shades of commitment by the combination of the utterances
and the specific way they are uttered).

The origins of the LAP, DEMO and OS approaches suggest they are well placed
to deal with the analysis of cases such as the above. It is indeed about communication,
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transactions, speech acts, norms and commitments. Both LAP and OS aim for formal-
isation of communication and social norms. While formalisation can be very useful to
elicit what is going on in an actual organisation, it would be wrong to reduce the com-
munication to mere formalised and digitised facts, rules, and processes. A social norm
is never absolute and always susceptible to interpretation in context. Social norms are
weighed in context when they are contradictory. One of the fundamental social norms
is about commitment, and could be formulated as: “to be as good as one’s word”. With
natural language having so many words and combinations of words to express valid and
sincere commitment, there are equally many degrees of commitment. In many cases
people do not ask for certainty or unconditional commitment, but enough to proceed
in a proper way (a colleague who demands certainty where none could reasonably be
given, will breach a basic norm of communicative action). A one-sided emphasis on the
formalisation of communication and social norms of LAP and OS will lead to closed
formal-rational models of the organisation and its processes.

DEMO will have similar problems. It gives communication a place at initiating and
concluding transactions, and seems to grant a lot of discussion freedom to the commu-
nication partners (initiator and executor). However, the result of the communication is
moulded in a formal standard with 11 permitted intentions. This is a strongly formalised
and reduced representation of possible commitments. It is a reduction of transactions to
the form of classical contracts as discussed by MacNeil, and does not do justice to the
relational aspects of transactions. There seems to be something paradoxical in DEMO,
emphasising the importance of the human factor in organisations (reflected in the notion
of communicative action) and at the same time grossly reducing human intentions and
commitments to a very limited set without gradation.

SSM would not have the problems mentioned above. It is really a contrast with
the other three approaches, using models to gain understanding. Models in SSM are
not meant to represent the ‘real’ organisation and its processes. At the same time, it
is not very specific about the underlying mechanisms in organisations. It provides a
general framework and guiding principles, but offers no specific theories about the inner
workings of an organisation. SSM could profit here from the theories behind LAP, DEMO
and OS. To some people it might seem that SSM is pragmatic in the opportunistic sense:
find a way to produce something workable, do not bother with underlying theories.
However, the guideline “let the situation speak to you” in order to get a grip on what is
going on in an organisation is far from opportunistic. It is a stimulus to come to a real
understanding of the ineffable lifeworld of the organisation.

5 Conclusion

The evaluation above indicates that the theories behind each of the approaches of OS,
LAP and DEMO highlights important social aspects of organisational behaviour: the role
of norms in OS, the role of speech acts in LAP, and the open conversations of initiator
and executor of a transaction in DEMO. The approaches are in this respect oriented
towards pragmatism (organisation-in-action), towards speech acts (language-in-action),
and disputable social norms (actors-in-action). But, and that is a big caveat, each of these
three approaches is reductionist in more than one sense. The first sense is the reduction



Organisations: Large Worlds or Small Worlds? 17

to one or a few basic principles. The second is a reduction to a formalised hierarchical
systematic view of social reality. An extra problem is that both OS and LAP do not
differentiate between formalisation in the sense of bureaucratic rules, based on natural
language and human interpretation (natural language being a social sign system), and
formalisation in the sense of using a formal language and interpretation by computers
(using a formal sign system). All three approaches aspire to model the organisation as a
preparatory step towards digitisation and automation. An important difference between
DEMO on the one hand and LAP and OS on the other is that DEMO explicitly grants
business conversations full communicative freedom where LAP and OS seem to mould
conversations into formalised patterns. The outcome of a free-form DEMO conversation,
however, is codified in a predefined set of intentions.

Judged by the intended outcome, LAP, DEMO and OS all seem to view the organ-
isation as essentially a small world. Although analysis is started from the lifeworld as
an open social world, the approaches work towards formalised models of organisational
structure and organisational communication processes and closed formal-rational sys-
tems. The social welfare case by Goldkuhl (discussed at the end of Sect. 3.1) with its
emphasis on fully digitised information exchange is an illustration of this point. The
non-transactional view on communication of Flores and Ludlow [13], which is illus-
trated by the business example, seems to have been forgotten in LAP (and DEMO), as
well as the discussion by Winograd and Flores of the role of natural language (with all
its subtleties in use) in the constitution and evolution of the lifeworld [17]. Probably
Weigand was right with 2005 in his remark that LAP was simplifying communication
too much.

SSM offers a contrast in adhering to a large world view on the organisation. Although
the approach does not use theory about communicative action, in practice the ideas behind
this theory have a much better chance to be recognised when applying this approach
(but that is up to the individual consultant). Only this approach recognises explicitly that
organisations will change as a by-product of human action, one of the characteristics of
the large world as defined by Kay & King.

With regard to the research question, the most important difference between LAP,
DEMO and OS on the one hand and SSM on the other hand is the role of models. Where
the first three treat models as representing the organisation and its processes “in a real
sense”, SSM treats models as practical instruments for understanding, not necessarily
reflecting “the real organisation”. The first three approaches view the social world as
being represented “in the model”, while SSM views the social world as “beyond the
model”. To answer the research question: in LAP, DEMO and OS there is a real risk that
the formal-rational models (and systems based on the models) will get prominence in the
social lifeworld of the organisation, thereby facilitating the colonisation of the lifeworld
by systems. The SSM view of the organisational social world as beyond the model
views systems as instruments to support, but not rule, the lifeworld. It acknowledges the
organisational lifeworld as a large world with irresolvable uncertainties to be encountered
by responsible human action, thereby supporting the relational view on transactions.

For further research, it should be useful to integrate the analytical insights of LAP,
DEMO and OS into the SSM approach. For the design of ICT systems it should be
interesting to look at systems that are tolerant for (temporary) inconsistencies. When the
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social world decides to proceed in a way that is not compatible with the logic programmed
into the IT system, it should be possible to allow inconsistent states in an IT system. The
issues to be resolved are then: How to program for allowable inconsistencies? How to
report/account for inconsistencies? How to recover from inconsistencies?
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Abstract. For most organizations digital transformation has become a key topic.
Organizations have to deal with new digital tools and its business impact on a daily
basis. Hyper-Automation has become a reality. However, only a small number of
organizations have their business processes sufficiently under control to realize
the full value of digital technologies. Process reference models can be developed
as a way to address that challenge. Those digitalization process reference models
enable and accelerate a process-led approach to digital transformation and prepare
an effective value realization. The models formalize and structure the knowledge
about a digital business process and help to re-use it efficiently. Process reference
models make the business impact of digital technologies transparent and manage-
able. This accelerates the design and evaluation of new digital processes as well
as the roll-out across the organization. This article defines process reference mod-
els and discusses the different types of such models. It describes which special
characteristics process reference models need to be applied successfully in digital
transformations. Then it explains how to use those reference models in the context
of digital transformations. The following case study illustrates the impact of the
digitalization reference models and its importance in practice.

Keywords: BPM - Business process management - Digitalization - Digital
transformation - Process design - Process improvement - Process modelling -
Reference models - Value realization

1 Why Re-examining Process Reference Models, Now

Digital transformation has become a key topic in most organization (Kirchmer et al.
2016). New digital tools are available with increasing regularity — and many of them
have the potential for a major business impact. Hyper-Automation has become a reality
(Stoudt-Hansen et al. 2019). However, only a small number of those organizations have
their business processes sufficiently under control to realize the full value of new digital
technologies and the related transformation (Kirchmer 2019; Cantara 2015). Process
reference models (PRM) help to address that challenge by accelerating the analysis
and design of business processes (Kirchmer 2017). They enable an efficient process-led
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approach to digital transformation which realizes the anticipated value. PRM support
the transfer of digital business models into appropriately automated digital processes
(Scheer 2018).

Process reference models formalize and structure the knowledge about a business
process and help to re-use it efficiently. PRM make the business impact of digital tech-
nologies transparent, tangible and with that manageable. They allow to plan for the
business results of a digital transformation. PRM support the implementation of new
digital processes as well as the roll-out across the organization. After the transformation
PRM help keep processes on track and benefit from new technology developments.

The effective use of process reference in digital transformations requires a new form
of reference models as well as an appropriate approach for its application. This article
examines both aspects.

The article defines and segments process reference models. It explains which charac-
teristics PRM need to be suited as accelerator in digital transformations. This descriptive
part of the article is followed by a prescriptive section discussing how to use PRM in
transformation initiatives. A case study illustrates the findings and shows the relevance
of PRM in practice. The article ends with an outlook to related future research.

2 Definition and Value of Process Reference Models

The definition and value proposition of reference models in general and process reference
models in specific is followed by a discussion of different types of such models and their
characteristics. This lays the basis for further examination of specific characteristics of
reference models necessary for an effective use in digital transformation initiatives.

2.1 Definition and Value of Process Reference Models

Reference models are defined as generic conceptual information models that formalize
recommended practices for a special domain (Kirchmer 2017; Fettke and Loos 2007a,
b; Scheer 1994). Those models have the following main characteristics:

e Representation of common or even best practices: Reference models provide the
necessary knowledge for conducting business activities in a specific domain at a
common or best performance level.

e Universal applicability: Reference models deliver business content that can be used
well beyond an individual specific situation.

e Reusability and Adaptability: Reference models are conceptual frameworks that can
be easily re-used in many related projects. They are structured for easy adaptability
to specific situations.

Therefore, reference models deliver common or best practice information that can be
used many times, for example in multiple organizations, business units or for different
projects. The format allows easy adaptability to specific situations. That’s why they are,
in general, available in digital form, in most cases as files of process modeling and
repository tools (Kirchmer 2017). Although the currently available reference models
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often do not completely fulfill all those characteristics (Fettke and Loos 2007b), they at
least come close to it.

Process reference models (PRM) are reference models that consist of “conceptual
models” that describe business processes in form of process models, using standard
modelling approaches such as BPMN (Fisher 2012). Those can be complemented by
models for other views on processes, like functions, data, organizational structure or
deliverables of the process (Scheer 1998). Processes describe how an organization creates
value. This is why PRM are the most important reference models needed to enable and
accelerate value-driven transformation initiatives. In the following we focus the analysis
on PRM. The definition of PRM is visualized in Fig. 1.

Process Reference Model as
Structured Re-Usable Knowledge
Unstructured j o= [ ]
Knowledge about a ‘

Business Process

Fig. 1. Definition of process reference models

The use of PRM provides business benefits in the design, implementation, execu-
tion, and controlling of new business processes or the adjustment of existing ones. The
major impact lies in the design phase of the process lifecycle management. PRM are
accelerators of process improvement and transformation initiatives. Here some typical
examples of the provided value (Kirchmer 2017):

Cost reduction

Time reduction

Quality improvement

Risk reduction

Transparency over new or common practices

Common language — supporting effective communication
Preparation for benchmarking

Enabling of standardization

Innovation through transfer of practices between domains

It is much more efficient to modify an existing PRM in order to adapt it to a specific
context than to develop the entire process model from scratch. The result is a significant
reduction of design time and with that related cost. Experience has shown that the design
time for processes can be reduced by up to 70% (Kirchmer 2017). The required high-
quality modeling of PRM can be transferred and used in enterprise-specific process-
modeling activities. This is true for syntactic, as well as, for semantic aspects. The
content of PRM is already validated. Hence, its application leads to risk reduction.
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The structure of a PRM includes the thinking of various experts and experience from
different organizations. The syntax and formal structure can be used as a solid starting
point and “best practice” for company specific process initiatives. This is especially
helpful in determining the different levels of detail that an enterprise modelling approach
should cover: the levels can be defined in relation to the levels used in the PRM. A
knowledge domain described by PRM becomes transparent through the clear and easy-
to-read structure of the PRM. Hence, it is easier to scope projects based on such reference
models. A PRM defines the terms used in the model, for example functions or data
objects. Hence those definitions can be the basis for a common language for all people
involved in related process management initiatives. This simplifies the communication
between different people involved, such as members from business and technology or
external project collaborators. If several enterprises or divisions of a large organization
use the same PRM as a basis to design their business processes, this facilitates the
benchmarking of those processes later since it is easier to compare “apples with apples”
due to the use of the same or similar terms and structure of the processes. The result is
also a standardization of business processes though re-use of PRM process components.
PRM can be leveraged to transfer practices from one industry to another, enabling process
innovation. For example, a bio-technology company may use the configuration process
of a machinery company by applying a machinery industry reference model.

PRM accelerate and simplify the design of business processes while ensuring a high
quality of the results. This increases efficiency and effectiveness of process improvements
and accelerates process transformation initiatives.

2.2 Types of Process Reference Models

Process reference models represent knowledge of various business domains. According
to those domains, different types of PRM can be distinguished (Kirchmer 2017). The
distinction of those reference model types supports an examination of characteristics of
reference models to be used in digital transformation initiatives. Here the most common
types of reference models:

e Industry PRM: These represent common or best practices of a specific industry
sector, like banking, insurance, telecommunication, technology, pharmaceutical or
machinery industry.

e Technology PRM: These describe common practice processes on the basis of a specific
technology, in most cases a software application, for example enterprise resource
planning (ERP) systems.

e Procedural PRM: These show best practices of non-industry specific domains or of
domains that are not part of the daily operational business of an organization, for exam-
ple a reference model for project management, process improvement or functional
areas such as Human Resources or Finance to illustrate common practices.

e Company PRM: These models represent common practices within a larger organiza-
tion or a company group, for example, a common practice for organizing maintenance
processes, call center operations or underwriter processes - in the specific context.
These PRM do not fully meet the criteria of universal applicability. But, in large orga-
nizations these models can be of high importance, for example for standardization
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initiatives or the rapid roll out of process improvements. These are “universally used”
within the larger company group.

Procedural

Industry
Specific

Company Company
Specific Neutral

Technology
Specific \ / Industry
Neutral

Operational

Fig. 2. Types of process reference models

PRM often represent a combination of two or more model types. For example, the
PRM could be a technology-based reference model for a specific industry, explaining
how industry specific processes are leveraging specific technologies, such as an ERP
system, to achieve best process performance.

The presented types of reference models are illustrated in Fig. 2. They are leveraged
now to identify specifics for the characteristics and use of reference models in digital
transformations.

3 Characteristics of Digitalization Process Reference Models

Digital transformations leverage internet-based digital technologies to integrate physi-
cal products and people to enable new high-performance business processes (Kirchmer
2017). This specific context shapes the characteristics reference models need to be suc-
cessfully used as accelerators. These characteristics are identified and described below.
PRM with those characteristics are referred to as digitalization process reference models
(DPRM) Fig. 3 illustrates the definition of digital transformation to set the context.
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Software-based process reference models to accelerate automation initiatives have
been developed and used for over 20 years. Initially they have been created to make
the business content of complex application systems, such as ERP systems, transparent
(Curran and Keller 1999; Kirchmer 1999). Also, the use of technology-based reference
models for specific functional areas has been explored for quite some time (Kirchmer
et al. 2002).

Internet-based
Digital
Technologies

Processes

Fig. 3. Digital transformation

However, requirements to describe processes enabled through digital technology
solutions have evolved. While ERP systems and similar applications focus on relatively
stable back office processes, such as finance, human resources or warehouse manage-
ment, today’s business environment requires support of front office, market-facing busi-
ness processes that are built to change. The same way, technologies have become more
flexible and universally usable, such as no-code digital platforms. DPRM must incorpo-
rate those trends and reflect the potential of the right flexible combination of different
digital technologies to support new digital business processes. Only then those reference
models become real accelerators for digital transformation.

The requirements for new characteristics of DPRM are examined using the ARIS
architecture as the guiding framework (Scheer 1998). We identify technology driven and
business driven requirements. On the business level, organizational, functional, data,
control and deliverable related aspects are distinguished.

3.1 Technology-Driven Requirements for Process Reference Models

In the traditional support of back-office areas, most business processes have been sup-
ported through one or a very limited number of applications, such as a finance system,
human resources module or asset management application. Processes reflecting market
facing activities which drive ongoing change, are often supported through a combination
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of digital technologies, for example a digital integration and development platform, com-
bined with several application components, enterprise integration applications (EAI), a
workflow engine and robotic process automation (RPA). DPRM need to reflect this
combination and provide guidance for the appropriate combination of technology com-
ponents. This significant extension to traditional software reference models is visualized
in Fig. 4.

Most of the new digital technologies can be used in a very flexible way, they don’t
have much pre-defined business content themselves. Robotic Process Automation (RPA),
for example, can be used in different business processes to handle different documents,
such as supplier invoices or insurance claims (Kirchmer and Franks 2019). This is a big
difference to traditional software systems, such as ERP systems, where process reference
models just describe the business content of the software. DPRM have to provide the
business context and describe the impact of a technology in this specific situation. The
reference models are basically always a combination of technology-based models and
functional or even a company specific reference model. DPRM do not just make the
business content of a software system visible, they add the business dimension to the
technology components.

Traditional software-based reference models are often integrated with the underlying
application to guide the configuration. This increases the value of those models (Curran
and Keller 1999). Due to the fact that the DPRM reflect the impact of different technolo-
gies, it is more demanding to create such a link between the model and the technology
itself to realize the full potential of the reference model. This link has to be defined
individually for each involved digital technology in the context of a business scenario.
This could, for example, require the inclusion of additional components into the DPRM,
such as configuration tables or rule definitions relating to a specific configuration of a
digital platform.

Robotic Process

Automation i\ £ Digital Platform
(RPA) N

. / )
: Enterprise
Workflow Engine Application

Integration (EAI)

Process Reference Models defining Business Impact

Fig. 4. Reference models reflect the support through multiple digital technologies
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3.2 Business-Driven Requirements for Process Reference Models

In order to use DPRM as accelerators for digital transformations various business-related
requirements need to be fulfilled. This leads to an enrichment of the content of those
models.

Many digital transformation initiatives require the creation of new roles in an orga-
nization and the modification or elimination of existing roles. Organizations tend to
struggle with this dimension of digital transformations (Kirchmer and Franz 2019).
They save, for example, through RPA a few hours of time for people in different roles,
however, this does not enable major improvements since no role can be fully elimi-
nated. A real redefinition of roles and responsibilities is often key for realizing the full
potential of a digital transformation. The reflection of those organizational aspects is
important for DPRM. The role definitions are reflected in the process models, but also
in complementing organizational role models.

DPRM provide the business content reflecting a combination of digital technolo-
gies applied in a specific business context. The description of the relation between
functions and enabling technology components is therefore a key component of those
reference models. Attributes describing the functions may include specific technology
requirements that help identifying new emerging technologies during a transformation
initiative.

Directly related to this aspect is the general need to include data elements into
the DPRM. The combination of different technologies to support end-to-end processes
requires the handling of the data and related documents through different systems while
avoiding manual transactional activities. The handling of data aspects has to be made
transparent through the DPRM to accelerate the integration of the different technologies
during the implementation of the digital process. The data objects in the process models
may have to be complemented with appropriate data models.

The development of a solid business case for digital transformations, agreed upon
by business and IT, is for many organizations challenging and time consuming. DPRM
have to support and accelerate this aspect of the transformation. DPRM need to include
relevant information, such as typical time and cost attributes as well as common prob-
abilities at decision points, to enable transparency over the expected performance of a
process and rapid creation of the business case. Since the DPRM reflects, in general,
a highly automated process, transaction times can be determined relatively easy by the
involved technologies. Average industry-specific cost rates and distribution of proba-
bilities complement this business content. DPRM can then be used to enable simple
simulations to achieve quantifiable benefit estimations for cycle times, cost, scalability
or potential effort for exception handling.

3.3 Use of a Dynamic Process Repository

The integration of business and technology aspects in DPRM makes their availability in
a dynamic digital process repository even more important. This simplifies the ongoing
update of the reference models when new technology capabilities emerge, or better
business practices become available. The frequency of changes to the DPRM used in
digital transformations is higher than the more traditional reference model, such as
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industry models or even traditional software reference models. Housing the DPRM in a
digital repository is basically mandatory to enable accelerated digital transformations.
Figure 5 illustrates the use of an integrated process repository to represent all infor-
mation relevant for the DPRM. The development of the DPRM in the repository follows
the general guidelines for process repository management (Franz and Kirchmer 2012).

Business Process Repository with |
Comprehensive Business Contents,
e.g. through Attributes of functions

Reference
Models

Fig. 5. Reference models combine comprehensive business content in a process repository

4 Using Digitalization Process Reference Models

Digitalization process reference models are purchased or developed in the initial planning
phase of a digital transformation. They are then leveraged as accelerators during the
transformation. Once improved or new digital business processes are in place, reference
models continue to add value for the ongoing process improvement and controlling.
The reference models can support the entire process lifecycle, enabling an ongoing
digitalization journey.

4.1 Acquiring Digitalization Process Reference Models

Reference models are knowledge products that can, in principle, be acquired on the
market, either as independent products or components of larger offerings, for example
as part of a software licensing or a consulting agreement. They can today be acquired at
software or technology companies, consulting firms, industry organizations or academic
institutions (Kirchmer 2017). However, this is mainly valid for traditional reference
models.
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DPRM with the characteristics described above, optimized to accelerate digital trans-
formations, are still in an emerging state, hence, there is no real market for those products.
Therefore, such reference models have in most cases to be developed as part of a dig-
ital transformation. This requires the collaborations of functional experts, information
technology experts of the organization who conducts the transformation and technology
vendors.

DPRM can be developed as part of a pilot initiative, for example in a specific product
area of an organization. The to-be process models reflecting the business impact of the
relevant digital technologies are used as a starting point for the DPRM. Product or
business area specifics are removed from the process models, attributes, such as cost
or time attributes of functions, are generalized, for example through average values, or
replaced through industry standards. The resulting DPRM can then be used across all
remaining business units —or even in other organizations. Every use case is an opportunity
for the continuous improvement of the models. Business and technology developments
should be briefly evaluated before re-using the reference model.

4.2 Applying Digitalization Process Reference Models

The use of DPRM in digital transformations is consistent with the application of reference
models in general to support the rapid and effective design of business processes. Com-
ponents of the DPRM that are not relevant for a specific business context are removed
and the process logic is adjusted wherever necessary. If the DPRM is missing certain
process components, for example a sub-process needed in a specific business unit, those
elements are added to the model. The result is a business-unit-specific process model,
reflecting the design necessary to achieve defined goals, leveraging the identified digital
technologies (Kirchmer 2017). Changes to the reference model can lead to additional
requirements for supporting technologies or to the elimination of technology compo-
nents. Technology information in the DPRM supports the identification of such scope
changes and guides the appropriate modelling of the additional process components. It
is effective when the transformation plan needs to be adjusted accordingly.

The approach to use digitalization reference models is illustrated in Fig. 6.

If the digital transformation does not just establish new processes, but replaces and
adjusts existing ones, the DPRM can already be used to identify relevant processes for
the as-is analysis. Weak points and improvement potentials of those as-is processes can
be determined through comparison of as-is process models with the reference models.
The impact of the introduction of new digital technologies and related business content
can be made transparent by visualizing where the as-is processes will change once it
transitions to the DPRM-based to-be situation.

DPRM simplify the definition of intermediate realization scenarios as they are
required by agile transformation approaches (Kirchmer and Franz 2019). These scenar-
ios represent process minimum viable products (MVP). This is achieved in a combined
top-down and bottom up approach. The expected business value helps to identify the
high-level structure of the first intermediate to-be process scenario to be realized as an
excerpt of the DPRM. The agile configuration and development approach (Sutherland
2014) to the underlying technologies determines the detailed design of the digital busi-
ness processes in each intermediate scenario. The consideration of relevant data aspects
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Fig. 6. General use of process reference models

plays an integral role in the definition of these MVP process scenarios. Since these are
included in the DPRM the model can again be leveraged.

The business case is developed and refined using an appropriate process simulation
approach. To-be process models, built based on the DPRM, can be simulated delivering
specific cost, cycle time, resource needs and show the scalability of the transformed
processes. This is the foundation for a solid business case, including and aligning business
and IT views. Transparency over the quantitative business impact of the digital processes
accelerates decisions and simplifies a value-driven implementation of the transformed
processes.

The flexibility of digital technologies often encourages the creation of process vari-
ants leading to negative ongoing cost effects and reduced agility. Therefore, process
standardization is an important topic in digital transformations. The use of DPRM sup-
ports the standardization of business processes across different business units while
facilitating a systematic efficient roll out of digital technologies. Since many digital
technologies, like RPA, are easy to use, there is a high risk that different business units
acquire those technologies and use them in their own way. Results are process variants
that lead to ongoing management challenges, for example in the roll out of new advanced
processes or the rapid reaction to change. Guidance through the DPRM avoids this sit-
uation. The right degree of standardization is supported by defining which components
of the reference model can be modified without special approval, for example because
they are product specific. Other model components may be considered as company stan-
dard that can only be changed in exceptional cases after a thorough approval procedure.
The integrated business and technology view in the DPRM simplifies the definition of
appropriate guidance for the transformation initiatives.
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The use of DPRM to simplify and accelerate standardization of digital processes is
a key benefit. This is illustrated in Fig. 7.
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Fig. 7. Using a process reference model to standardize digital business processes

4.3 Continuous Use of Digitalization Process Reference Models After
Transformation Initiative

After the digital transformation of a business process, the process reference models
continue to provide value to an organization. It can be used to identify opportunities
for future process improvements that are relevant across various business units. The
availability of new or enhanced digital technologies can be evaluated based on updated
DPRM. This allows business-driven decisions on guidelines for the roll out of new
technology releases and new investments.

DPRM are used to identify further requirements for new and enhanced digital tech-
nologies. The structured description of process enhancements based on the DPRM
explains new requirements to technology vendors. Hence the models can become a
communication tool between an organization and its external suppliers. DPRM also
support the alignment of different technology vendors to enable the desired digital pro-
cess. Technology vendors use the same approach to suggest upgrades and changes to
their clients — in the context of their larger use of digital technologies in processes across
the organization.
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DPRM can be leveraged as global design model to simplify the integration and
alignment of new business units, for example in a merger or acquisition situation. The
reference models accelerate the use of new business practices and technologies. The
application of the models can be even expanded across company boundaries by sharing
company reference models with customers, suppliers or other market partners to support
their integration and transformation activities. It helps aligning business and technology
practices and simplifying the establishment of effective inter-enterprise processes. The
systematic exchange of best and common practices helps to develop a high- performance
company network where members benefit from each other’s digital experiences.

The internally developed DPRM may even be converted into products and become
the source of a new revenue stream. Since the reference model represents capabili-
ties of multiple technology vendors enabling common or even best practices, end-user
companies or consulting firms are best prepared to offer those knowledge products.
The transition of many technologies into the cloud makes process models key assets of
an organization (Kirchmer 2015). Hence, process knowledge becomes more and more
important for organizations, justifying a new market for those knowledge products.

S Practice Experience with Digitalization Process Reference
Models

The impact of process reference models has been verified in four transformations initia-
tives in practice: new customer onboarding in a credit union, integrated supply planning
in a technology company, procure-to-pay in a logistics service provider and the under-
writer process of an insurance company. In all projects the DPRM were developed in the
context of the initiative as company-specific reference models based on a combination
of digital technologies. All cases showed reduction in design time of 40% or more as
well as efficiency effects in other phases of the transformation, for example the devel-
opment of business cases. All initiatives delivered significant business value through the
transformation initiatives enabled through the reference models.

The effects of the DRPM is explained using the case example of a major North
American insurance company. We have selected this case since it uses a typical digital
technology environment and rolls out processes into multiple business units. Scope is
the transformation of the underwriter processes in more than 10 product areas. Goal is
a significant cost reduction, better scalability as well as an improved broker experience.
The transformation is enabled through the emerging digital no-code platform Unqork
(Unqork 2020), which is integrated with various other technologies, including a new
document management system and major existing applications. Unqork delivers appli-
cation functionality, a flexible workflow engine, a portal as well as various analytics
capabilities.

The reference models were developed in the context of a pilot initiative in one specific
product area and then re-used for over 10 product units. It has been a joint development
effort with members of the insurance company and the technology supplier.

The models describe how an underwriter process can be moved to the next level,
leveraging the described technologies. The DPRM consists of 28 individual process
models with 345 tasks. It was develop using the Signavio Process Manager as modelling
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and repository tool as well as for process simulation (Signavio 2020). The reference
model includes all characteristics described above. However, detailed technology-based
data models will only be added in a later step once we have experience with at least two
to three live Unqork-based processes. This avoids too frequent adjustments.

The structure of reference model is illustrated in Fig. 8. It currently consists of two
levels of detail to describe the overall flow as well as the detailed tasks. The modelling
method is BPMN. Level one in the figure is just illustrative (and therefore not readable),
level two gives an idea about the level of detail used to describe the digitalized tasks.
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Fig. 8. Process reference models for underwriter processes in an insurance company

The reference model was first used to identify improvement opportunities of existing
processes. It was determined, which steps could be completely automated or avoided.
Roles that could be eliminated entirely were identified as a result of the analysis. Com-
pared to traditional approaches to analysis, we recognized a reduction of time of about
30%. Figure 9 shows an example of an as-is process with symbols that indicate were
the new digital process described in the reference model has an impact on the desired
performance of the underwriter processes. Hence, for every step of the as-is process it
is defined how it will be affected through the digital transformation.

The to-be processes were developed using the DPRM as a basis, as described before.
This brought significant benefits. Here the main impacts:

e Accelerated processes design: time reduction of over 50% compared to other similar
traditional initiatives

e Transparency over business impacts of new Unqork platform in combination with
other digital components minimized time required for discussions of expected process
changes
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Fig. 9. Using a process reference model to identify improvement potentials in an underwriter
process

e Reduced implementation risk and improved quality by leveraging practices proven in
same company in other product units
e Common language for transformation across business and technology teams

As-is and to-be process models were used as basis for a process simulation to sup-
port the development of a solid business case and align the following value realization
activities. The DPRM already had time attributes included, provided by the technol-
ogy vendor, verified by the insurance company. This allowed to forecast a reduction of
administrative effort of 88% and an overall process cost reduction of 49%. Scalability
is expected to increase by a factor of 9. This information led to a reduction of time to
develop an agreed upon business case by at least 70%. Previous efforts to get a consensus
of expected benefits of this digital transformation were not successful since business and
information technology (IT) people had different opinions regarding potential benefits.
The use of the DPRM to develop comprehensive to-be models in a short time brought
all involved parties to the same page and simplified decision. The use of the simulation
approach leveraging DPRM-based to-be models is visualized in Fig. 10.

The reference models were also used to prepare the people change management. New
and modified roles were identified. The tasks per role were exported from the DPRM for
early preparation and from the DPRM-based to-be processes models to support specific
training, information and communication initiatives (Kirchmer 2017). This information
could be delivered as a side product without any additional preparation time. Hence, an
almost 100%-time reduction.

The analysis and design effort for this underwriter transformation was reduced by
over 60% after the DPRM was available. This confirmed role of the reference model
as accelerator of the transformation initiative. In a next step, it is planned to include
detailed configuration data of the Unqork platform to leverage the reference model as
accelerator of the technical software configuration and implementation.
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Fig. 10. Simulation approach using a digital process reference model to quantify identified
improvements

To support the roll-out of the approach across different profit centers and product
areas, the use and maintenance of the reference model has been described in a “reference
model playbook”. The table of content of the playbook is shown in Fig. 11.

Contents
INTRODUCTION . .t uaiauainsnararararssss s nsssssmssssss s ssss st s e . 3
WHAT IS AN UNQORK-BASED PROCESS REFERENCE MODEL AND ITS VALUE? ...4
HOW TO APPLY THE UNQORK-BASED PROCESS REFERENCE MODEL
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IDENTIFY APPLICABLE PROCESS AREAS (SCOPE): tvveeessssssnnessenenreeeesesssssassssnsnnneesesesssannnnnnns 8
ADOPT PROCESS AREAS WHICH ARE COMMON: «..vvuuvtvsrvrreraesesssasssssnssssessessessssnnsnsssssseesees 10
ADAPT PROFIT CENTER SPECIFIC AREAS: +11tettssusssssrseressesesssanssssssssssnssessesssnnnsssmsssssesees 11
ALIGN WITH PROFIT CENTER SPECIFIC ROLES AND IT SYSTEMS: 1ueuusvrvrvrrrrseseessssnsssnnnnnnnees 11
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UNQORK-BASED PROCESS REFERENCE MODEL ENHANCEMENTS ......c.ccvuiremnanans 17

Fig. 11. Table of content of the playbook for the use of the digitalization process reference model

The use of process reference models as accelerators of digital transformation has
been successful and well accepted by the involved organizations. Biggest challenge was
to convince transformation leaders to consider the development and use of those models.
Once they decided to go this way, transformation teams recognized quickly the benefits
and encouraged the further use of the DPRM-based approach.
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6 Status and Next Steps

While business process reference models in general have been used successfully in
practice for many years, they are now moved to the next level to reflect the new reality
of the digital world. Those digitalization process reference models describe the business
impact of a combination of digital technologies in a specific business area. They are
often company reference models enabling the roll out of digital process standards across
an organization. Those reference models must have specific characteristics supporting
the requirements of digital transformations. Those models can be used in all phases
of a transformation initiative, using an appropriate approach leveraging the specific
characteristics of those models. The development and use of reference models in the
context of digital transformations is still in an early stage. Hence, there are numerous
opportunities for further research. Here some key examples:

e Identify process scenarios and suited combination of supporting digital technologies
as basis to develop more general digitalization process reference models

e Simulations approach and reporting of results to support business case development,
change management and technology configuration

e Establish a close integration of the models with the enabling digital technologies to
expand the use of the modeling during the technology configuration and development

e Develop a business model for the productization of digitalization reference models

The use and management of process reference models has become an important
component of the discipline of business process management in the digital age. These
digitalization models are impactful accelerators for digital transformations. Practice
results have confirmed significant benefits of those knowledge assets.
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Abstract. Enterprise Information Systems (EIS) are designed to deal with nor-
malvariability in their inputs and data. Empowered by CONTEXT-AWARENESS,
some EIS even count on sensors and/or data analytics for capturing changes out-
side of the system. Nevertheless, context-awareness would often fail when EIS are
affected by (large-scale) disruptive events, such as disasters, virus outbreaks, or
military conflicts. Hence, in the current paper, we take a step forward, by consider-
ing context-awareness for disruptive events. We combine context-awareness with
risk management techniques, such as FMECA and FTA, that are useful for defining
and mitigating risk events. To avoid having to define the likelihood for such very-
low-probability disruptive risks, we use CONSEQUENCE-BASED RISK MAN-
AGEMENT rather than traditional risk management. We augment this approach
with the context-awareness paradigm, delivering a contribution that is two-fold:
(1) We propose context-awareness-related measures and consequence-based-risk-
management-related measures, to address disruptive events; (ii) We reflect this in
a method featuring the application of context-awareness and risk management
for designing robust and resilient EIS.

Keywords: Enterprise information system - Resilience - Context-awareness -
Risk management

1 Introduction

Larger organizations are essentially supported by Enterprise Information Systems — EIS
[1, 2], such as Enterprise Resource Planning systems (ERP), Customer Relationship
Management systems (CRM), and Supply Chain Management systems (SCM). Such
systems help organizations’ business processes to run smoothly and to be of full value
[3]. Their correct working assumes an adequate alignment between the EIS and the
enterprise environment [4].
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As the environment of organizations is continuously changing, such an alignment
can only be achieved if the EIS is situation-aware — this means sensitive to environmental
changes [5]. Sensors [6] and data analytics [7] provide information about the state of
the system and its environment, and EIS can adapt to perceived changes using run-time
behavior algorithms [5].

Under regular business uncertainty, this is supposed to work. Nevertheless, when
large-scale disruptive events occur, adaptive algorithms stop working. For example:
(i) A virus outbreak or a large-scale strike in a country may effectively “shut down”
businesses, public services, and logistics [8]; (ii) A disaster may physically destroy
computer assets of partner organizations such as suppliers and customers [9, 10]; (iii)
A cyber-attack may cause huge disruptions in the technology that supports business
processes [15].

As aresult, organizations that run an EIS and cannot adapt sufficiently, would essen-
tially stop functioning. This is because of the dependence on their EIS that cannot deal
with the exceptional changes in the current situation, providing sub-optimal support to
corresponding business processes. It seems that businesses are not prepared to act in such
situations [8] and have to fall back to manual interventions for which the IT-supported
business processes are not designed.

We argue that what is needed during disruptive events is a “resilient mode” for EIS,
building on the following four characteristics:

e The EIS determines when the data is out of bounds by setting boundaries for param-
eters in the environment and scanning the environment for parameters that don’t fall
into the boundaries (context awareness);

e The EIS has ways to fall back to atomic processes that are less integrated than the
processes that are normally carried out, and that can temporarily deal with missing
or incomplete data, or data that is inconsistent with other data in the system (fault
tolerance);

e The EIS has alternative implementations of essential processes that can be run man-
ually. Additionally, data that normally enters the EIS in an automated way, can also
be provided by hand. (fallback options);

e The EIS has ways to get back to normal mode when the large-scale disruption is
over. This means that data that has been handled in manual mode or by atomic
processes rather than by integrated processes can be merged with existing data to
provide a consistent, but not necessarily complete, picture of the disrupted period

(recoverability).

We consider Context-Awareness (CA) and Risk Management (RM) as key underlying
paradigms in this regard. CA relates to the ability to sense that the EIS is operating out of
bounds with respect to the set of acceptable values of the environmental parameters. The
field of RM can provide practices for fault tolerance, fallback options, and recoverability.

As it concerns CA, Alferez and Pelechano [11] claim that it may be useful to translate
the ideas of adaptation in the natural world to software, assuming that such adaptations are
carried out in response to changing conditions in the surrounding physical environment
and/or in the supporting computing infrastructure; this is referred to as CA, especially
as far as EIS are concerned [11]. Even though the system would not be expected to
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reconfigure itself for an unknown situation, it could at least sense that it is in such a
situation. This is in line with the views of Dey et al., who already suggested in 2001 that
context-aware ICT (Information and Communication Technology) applications should
make use of the context that is relevant for the interaction with users; by “context” they
mean information that concerns the state of people, places, and objects [12]. In further
studies, Dey and Newberger argue that context information is typically gathered in an
automated fashion [13, 14].

The RM field has traditionally dealt with making systems more robust against out-
side risks. This is being achieved by assessing potential risks on beforehand, classifying
their likelihood and impact, and (based on the severity of the risk) providing mitigation
measures to deal with the risk [16]. The RM field deals with disruptive events rather
than with normal variability. RM thinking in general can be very useful for EIS robust-
ness improvement. Several RM techniques such as Failure Mode Effect and Criticality
Analysis (FMECA) and Fault Tree Analysis (FTA), are typically used for mechanical sys-
tems. We argue that FMECA and FTA could also be useful for the many interdependent
components of an EIS.

This paper proposes innovative directions for more robust EIS, inspired by insights
from CA and RM, while acknowledging the “emerging” nature of such research, charac-
terized by insufficient existing experience on (and validation of) the feasibility of such
“disaster-proof” EIS.

The remaining of this paper is structured as follows: A problem elaboration follows
in Sect. 2. Related work analysis and corresponding conceptualization (featuring CA
and RM) are presented in Sect. 3 and Sect. 4, respectively. Section 5 shows the possible
application of CA and RM to disruptive events. Section 6 is proposing a corresponding
method. Finally, Sect. 7 concludes the paper.

2 Problem Elaboration

This section elaborates the problem, by highlighting the difference between (i) normal
variability and (ii) disruptive events:

(1) is about the regular variability in business processes and easy-to-predict situations,
for example: “Supplies are delivered late and production processes need to be
rescheduled based on the late supply”, “Information provided by a business partner
is incorrect and needs to be corrected”, “There is shortage of a product and an
alternative supplier needs to be selected to deliver the missing supply”, “The agreed
payment date is not met by a customer and a reminder needs to be sent”, and
so on. This is all well-manageable, by just assuming different possible situation
variants and preparing (at design time) corresponding EIS variant actions. In these
straightforward cases, situation awareness can be a solution: data indicates that the
system is in an unwanted or inconsistent state (but a state that has been foreseen).
The business logic in the EIS can choose the pre-defined rules to deal with the
system state accordingly.

(ii) is about things that are not predictable at design time or where the likelihood of the
occurrence of the event is considered to be so low that implementing variant actions
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in the EIS is seen as too costly for something that may never happen. For example:
one would not know at design time what disruptions in the business processes could
be caused by an earthquake, a virus outbreak, or a military conflict.

In this work, we do not address (i) where there is already much knowledge and
experience [17]. As it concerns (ii) however, we observe insufficient knowledge and
lack of exhaustive experience. Hence, we explore the handling of disruptive events by
EIS in the current paper.

In this regard, we firstly define the four essential (in our view) aspects of any EIS,
namely: data, operation, quality of service, and public values — see Fig. 1.

ENTERPRISE INFORMATION SYSTEM PUBLIC
(ERP, CRM, SCM, ...) i VALUES
DATA < > OPERATION p
- Quality - People
- Availability - Systems
- Connectivity - Processes
- Governance - QUALITY
- Timeliness OF SERVICE

Fig. 1. The essential aspects of an EIS

As the figure suggests, there are several key issues that are fundamentally underlying
the functioning of any EIS, namely: DATA (any EIS is about gathering, processing, and
exchanging data, and for this reason the data availability, quality, timeliness, and so
on are considered essential), OPERATION (one fundamental thing about an EIS is
certainly its operation — what it does, how it does it, how different business processes are
synchronized, and so on), QUALITY OF SERVICE (the quality of the services delivered
by an EIS is the reason for its existence — going below a quality “threshold” would be
considered as a failure), and PUBLIC VALUES (it is of crucial importance that in its
operation, an EIS is not violating public values, such as privacy, accountability, and so
on [31]). With these four aspects, we do not claim exhaustiveness and we only argue that
they are essential for maintaining the overall value of an EIS. We briefly discuss each of
the aspects below:

[DATA]. As suggested above and in line with [2], EIS’ dealing with data is a matter of
the timely availability of data, its quality, and the way it is transferred and governed.
Any EIS can deal with data variability, such as data entry errors, formatting errors, brief
connectivity interrupts, or late availability of data. Dealing with disruptive events is
much harder. Think, for instance about: encrypted information that cannot be decrypted
anymore (quality); a natural event wiping out a key supplier of data where the data is
lost forever (availability); damaged Internet cables to islands leading to a disconnect of
weeks or months (connectivity); a request to immediately provide information stored in
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the EIS to the Police after a terrorist attack (governance); receiving an invoice more than
a year late after the annual budget has closed (timeliness).

[OPERATION]. The correct functioning of an EIS assumes the availability of a certain
number of people to operate it on a day-to-day basis [18], as well as availability of hard-
and software and clear processes. Organizations have catered for normal variance such as
people leaving the organization, for hardware crashes and software maintenance, and for
people not always following procedures. Nevertheless, a disruptive event could cause the
available operating staff to be reduced below a level where the system can still function
(think, for instance about the effects of a virus pandemic, or a long-term strike of key
personnel). Disruptions could also cause massive hardware or software unavailability,
or breaching procedures on a large scale.

[QUALITY OF SERVICE]. Quality-of-service is key as it concerns the adequate func-
tioning of an EIS for its external stakeholders [19]. Variability means that some cir-
cumstances may assume lower quality-of-service (e.g. delays) for a limited period of
time, for example: during public holidays, financial IT services are unavailable. A dis-
ruptive event however could cause service quality deteriorations for a period not limited
in terms of time (think, for instance about what a state of emergency could cause in a
country, e.g. enforcing businesses to stop offering some services/products for an undis-
closed time period). Another example would be events that cause a significant decrease
in the quality-of-service: e.g., a cyber-attack causes an organization to provide SCM
track-and-trace information by phone on a daily basis instead of automated and in real
time.

[PUBLIC VALUES]. Public values, such as privacy and accountability, are always part
of what is demanded from EIS [20, 21]. Variability means that even though most public
values are addressed in a way considered to be widely accepted in Society (for example,
respecting privacy), those same values may be considered differently in some situations,
again stemming from a wide public consensus (for example, disclosing privacy-related
details of a criminal). A disruptive event nevertheless may lead to a definitive violation
of public values (think, for instance about the possibility that a government declares a
state of emergency and enforces an organization to disclose personal data stored in its
EIS).

We obviously cannot design an EIS for every situation that may occur, so the oper-
ation of the EIS is usually limited to situations that stay within certain bounds, which
typically do not include the effects of disruptive events. We suggest to expand the func-
tionality of an EIS (and therewith the organization) with the following three functions,
so it can keep functioning in the case of a disruptive event:

e Firstly, we need to detect that an anomaly has occurred. Many EIS do not specifically
define, measure and guard the acceptable boundaries for variables in the environment
that allow it to function properly. This makes it impossible to automatically detect
that the state of the environment is out-of-bounds. As we will see later, CA is of use
here.

e Secondly, the EIS should continue to function as much as possible in spite of the
state of the environment being anomalous. This asks for a Risk-Based, Robust Design
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of the EIS, where critical parts can independently keep functioning when other parts
of the system fail as a result of the event, and where inconsistent components can
either be switched off, switched to manual operation, or by-passed.

e Thirdly, when the event is over, and the environment (slowly) returns to normal, the
EIS would usually still have gaps in its data, internal inconsistencies, and procedure
violations. Resilience therefore needs to be built-in to the EIS to allow the EIS to
return to its normal state again.

As mentioned in the Introduction, we will identify opportunities and propose solution
directions with regard to those challenges, inspired by studies touching upon CA and
RM - this follows in Sects. 3 and 4, respectively.

3 Context-Awareness: Related Work and Conceptualization

This section covers related work, both from ourselves and from others, leading to a
conceptualization for CA.

3.1 Analysis

We analyze firstly our previous work followed by relevant work of others.

As it concerns our previous work: In [22], we have analyzed different ways (in
particular based on Bayesian Modeling and Semiotic Norms) of achieving application
behavior adjustment, based on context data and assuming states that are foreseen at
design time. Related to this, we have considered in [23] the application specification
itself, making it explicit that following context changes, the application behavior is to
be updated accordingly. In [2], we have taken a systemics [24] perspective for CA,
addressing the environment and its changes, to which the system should adapt. In [4],
we have considered three system adaptation perspectives with regard to context-aware
systems, namely: (a) driven by the goal of optimizing the system-internal processes;
(b) driven by the goal of maximizing the user-perceived effectiveness; (c) driven by the
goal of achieving sensitivity to public values. Further, we have explicitly established
that in each of those cases we have a different perspective of the context — as the context
can relate to what is happening inside the system; to the user, or to public values.
Nevertheless, we have only considered states that are foreseen at design time. Finally, in
[25], we have studied business process modeling from the perspective of CA, addressing
in particular business process variants — different business process variants could be
relevant to corresponding context situations. Hence, our earlier research only relates to
the “normal variability perspective” but not to the “disruptive events perspective”.

As it concerns related work: Anind Dey is among the most recognized researchers
addressing CA [12, 13]. He has improved our understanding of the notion of context
and made serious progress in the development of context-aware applications. We argue
nevertheless that he has not explicitly considered the challenge of tackling disruptive
events, when system states cannot be foreseen at design time. The same holds for many
R&D CA projects, such as AWARENESS [5]. Bosems and Van Sinderen have con-
sidered “context-aware computing” as the combination of sensor, reasoning, and other
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technology that provides systems with real-time awareness [26] but the “reasoning” has
not been explicitly addressed and is mainly related to Event-Condition-Action (ECA)
rules [27]. In our view, ECA-rules are only limited to situations that are known at design
time. The useful survey of Alegre et al. [28] is mainly focused on the development of
context-aware applications as well as on the consideration of public values but not on the
“disruptive events perspective”. The same holds for the works of Alférez and Pelechano
[11] — they consider the dynamic evolution of context-aware systems, the development
itself, and the relation to web services, still not explicitly distinguishing between the
“normal variability perspective” and the “disruptive events perspective”. And the same
holds for the service-orientation perspective as proposed by Abeywickrama [29].

Even though we do not claim exhaustiveness with regard to the related work analysis,
we are convinced that it covers some of the most representative researchers and works
relevant to the problem considered in this paper.

Hence, we argue that it is still an open question how to effectively extend context-
aware systems, such that the “disruptive events perspective” is adequately covered.

For this reason, the conceptualization presented below (that is actually inspired by
the works mentioned above) is only providing a general basis. It will subsequently be
used in the following sections featuring proposed solution directions.

3.2 Conceptualization

Inspired by previous work [2, 4, 22], we essentially refer to concepts as presented in the
meta-model for context-awareness (see Fig. 2 — left), which is built using the notations
of the UML Class Diagram [30]:

e R e W ey N m
T entity - role EOe g

H¢ f

r-Y ﬁhﬁ

Fig. 2. Left: Considered meta-model for context-awareness (Source: [4], p. 197); Right: Consid-
ering the notions of system, environment, and user (Source: [2], p. 140)

Looking at the meta-model, we consider a system and its environment. Both are
composed of numerous entities which in turn can be components (not pro-active) or
agents (pro-active and intelligent). One entity (an agent, for example) can enact many
different roles (and in the current paper, we limit ourselves to four role categories, namely:
user, sensor, actuator, and processor) that are restricted by corresponding rules and are
subject to regulations. A regulation in turn is composed of rules and is affecting not only
the roles but also the system as a whole.
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It is always a question whether we consider the user to belong to the system or to
the environment. From one point of view, the system is driven by the goal of delivering
something to the user and hence, the user is to be considered part of the system; never-
theless, from another point of view, the user is not among the entities that are delivering
the product/service because the user is consuming it and hence the user is not to be
considered part of the system (and is thus part of the environment) [2]. It is therefore not
surprising that a lack of consensus is observed about how the user is to be considered.
Hence, we clearly distinguish between: (i) what belongs to the system; (ii) what belongs
to the environment; (iii) what belongs to the user (see Fig. 2 — right).

Further, in line with what was stated above: there are items that neither belong to the
system, nor to the environment, nor to the user.

Finally, those “items” (visualized in Fig. 2 (right) as small black hexagons) actually
reflect ENTITIES from the meta-model — see Fig. 2 (left) and they in turn fulfill actor-
roles (ROLES, for short), for example: if a manager analyzes sales information, then
(s)he is fulfilling the role “data analyst”.

In summary, there is interaction among entities (fulfilling corresponding roles) in sev-
eral perspectives: between system and environment; between system and user; between
environment and user. Other entities are not involved in interactions, at least as it concerns
the system under consideration.

For achieving CA, sensors that provide context information upfront are considered
to be an instrumental enabler for adapting the system behavior. Bare sensor data is
useless for this purpose. It has to be combined with rules for establishing the context
state and changes in the context state. Data analytics can be used to further analyze
the context state over time. Learning algorithms can provide us with expected behavior
of the environment in the future, based on analyzing the trends from the past, and can,
for example, predict the expected behavior of a stakeholder [7, 46]. Even though we
are using historical data for this, we can use this data through learning and prediction
algorithms for getting insight in what is most likely to happen in the future. Nevertheless,
for the sake of brevity, we are only addressing sensor-driven CA in the current paper
and do not elaborate on the data analytics techniques.

Itis important to note that the current section is featuring the adaptation of the system
behavior as it concerns CA Applications; this is driven by changes in the environment,
in system-internal processes, and/or in processes that connect the system and its envi-
ronment. But all those changes have been envisioned at design time; hence, when an
unforeseen change would occur, not considered at design time, the system would be
driven by algorithms that are nevertheless only considering expected changes. Thus,
we argue that such a “prescribed” behavior would be of limited use in the case of a
disruptive event — in such a situation, the environment would have changed to a “level”
not expected at design time. For this reason, it is not surprising that in most CA-related
literature, the perspective of an unexpected state of the system or the environment is
missing.
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4 Risk Management: Related Work and Conceptualization

For RM, we again cover the analysis first and then the conceptualization.

4.1 Analysis

Although there are many papers about information systems for RM, the number of papers
on RM for (E)IS is comparatively small. Gonzélez-Rojas and Ochoa-Venegas [32] show a
decision model for the purchase or development and implementation of EIS, and indicate
that most approaches do not consider risk attributes. Scott & Vessey [33] discuss risks
in EIS implementation. Their risk factors focus mainly on the internal organizational
risks for successful implementation. Their paper does, however, briefly mention the
ability to withstand environmental change but only focuses on reactive measures from
a management perspective to deal with external change. Broad [34] shows how a risk
mindset can be an integral part of the systems development life cycle, and explicitly
mentions risk assessment as a key ingredient for the development of information systems.
The RM Framework (RMF) on which it is based, was developed by NIST [35]. The focus
of the RMF is just on privacy and security, concerning the public values aspect in Fig. 1.
O’Donnel [36] touches upon an important aspect of RM: the event identification phase,
that links closely to the notion of CA in the previous section. This phase is one of the
eight phases [37] from the Enterprise RM (ERM) field. ERM focuses on external events
that can disrupt the enterprise’s goals, but not particularly the EIS. In that sense, it is
close to the ISO 31000 standard [38] that also focuses on enterprise risk rather than on
external risks for the correct functioning of the EIS within the enterprise.

An EIS is asystem. Therefore, another source of information for designing robustness
into EIS is the systems engineering literature. Technical systems are designed in such
a way that disruptive effects on the system are minimized. Still, not all methods for
systems engineering explicitly address risk as part of the design methodology. The
systems engineering sources that do, such as [39], still focus on risk analysis to study the
potential failure of the system itself, rather than the system failing due to extreme events
from the outside. The techniques that are discussed can, however, still be used to study
external events. Important examples are Failure Mode Effects and Criticality Analysis
(FMECA) as well as Fault Tree Analysis (FTA) [39]. The NASA Systems Engineering
Handbook [40] looks at the design of mission critical systems, where the RM is further
specified [41]. Here, continuous RM and risk-informed decision making are the basis
of the design of complex systems. These sources, and the systems engineering sources
in general, are focusing on how to design a system, and how to manage the design or
construction of the system (project risk). Therefore, they mainly focus on known risks
rather than on the unknown threats that we consider in the current paper.

4.2 Conceptualization

ISO 31000 [38] defines risk in a rather broad way: “the effect of uncertainty on objec-
tives”, where “risk is often expressed in terms of a combination of the consequences
of an event and the associated likelihood of occurrence”. This follows a broad set of
literature that defines the expected value of the risk as likelihood x consequence, where
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“likelihood” is the chance of the risk event occurring and “consequence” is some expres-
sion of an objective that can be hurt (e.g., safety, throughput, cost, customer satisfaction).
Given the fact that the types of risks we are looking at all very-low-probability, very-
high-impact risks (often termed black swan risks [42]), this is a fallacy. When the risk
event fires (with a very low probability), we have to deal with the major consequence.
When it doesn’t, nothing happens. The expected value does not represent this in any
useful way. Because many of these risks exist, it is on the one hand impossible to list all
risks, while on the other hand some of these highly improbable risk events will actually
fire. Since we are looking at rare events where the likelihood of occurrence of the event
is extremely low, there is so little data available that the actual probability is often com-
pletely unknown, making it even harder to use the “likelihood x consequence” formula
to decide on the relative importance of a risk. As the Handbook of Systems Engineering
and Management [43] states (p. 180): “Risk of extreme events is misinterpreted when
it is solely measured by the expected value of risk”.

Therefore, we have to use a completely different approach. Instead of looking at the
likelihood and consequence, we only look at the consequence. The fact that something
could render our EIS useless for several months is what counts, not the calculation how
often this would occur on average. We call this approach Consequence-Based Risk
Management (CBRM). The CBRM approach stems from natural hazard research and
climate change research where the most vulnerable locations are studied first. Taking
this approach to EIS, we can define the following important terms:

e Arisk event is an uncertain discrete occurrence that, if it occurs, would have a positive
or negative effect on achievement of one or more objectives [44]. We focus mostly on
the negative consequences in this paper.

e A consequence is the possible outcome of a risk if it occurs [44]. In our case, this
relates to the intended functions of the EIS that need to be fulfilled. The consequence
can be measured as the reduction in the agreed EIS service level.

e Criticality is defined as the importance of a component in the EIS to be able to fulfill
the EIS functions.

e Vulnerability is defined as the (qualitatively or quantitatively assessed) likelihood
that an EIS component will be exploited by the occurrence of a risk event.

e Recoverability is defined as the time it takes after the risk occurred to bring back the
normal service level of the EIS.

e Robustness relates to decreasing the consequences for a wide set of risk events.
This can, e.g., be done by decreasing the vulnerability of critical EIS components,
by increasing the EIS recoverability or by decreasing the criticality of the involved
components.

e Enterprise RM (ERM) is the integrated application of RM across the entire busi-
ness, addressing all levels of risk, including strategic, business, corporate, reputation,
portfolio, program, project, technical, safety, etc. [44].

Given the discussion about the inapplicability of the concept of expected value, and
the fact we are dealing with rare events, the focus on any method trying to improve the
robustness should start with identifying unwanted consequences for critical compo-
nents in the EIS. In case there is information about the vulnerability of such components,
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the most vulnerable component can be addressed first. Several methods to deal with
vulnerable critical EIS components exist, as we will see in Sect. 5.2.

5 The Disruptive Events Focus

5.1 Context-Awareness

Atthe end of Sect. 3, we have concluded that most current CA solutions consider expected
changes, which makes CA to be of limited use when it comes to disruptive events. In
this section we therefore focus specifically on situations assuming unexpected changes
and go beyond what is predicted/expected at design time. Several examples:

e A factory of a supplier is completely shut down (e.g., during a pandemic) but the EIS
would only start finding this out and alert the organization when the first shipments
would not arrive on time.

e A user is physically unable to connect to an EIS (e.g., during a disaster) but business
processes of this user are fully dependent on the ability to use the EIS.

e Critical infrastructure is down for a long period (e.g., during an outage) and as a result
of this, key EIS components are unable to operate, restricting the overall performance
of the EIS.

As can be seen from the above examples, the types of disruption and their effects are
different from normal variant situations. As a first measure in addressing such cases, we
could aim at sensing what is going on, where the EIS is able to sense the occurrence of
a disruptive event. In this regard, we count on KPI (Key Performance Indicators), which
means that the designer should be able to identify outlier situations in each of the key
modules of the EIS. Here, sensors and data feeds that are normally not considered for
the day-to-day operation of the EIS would play an important role.

As a second measure, we could look into the problem localization. The EIS itself
should always be capable of establishing which of its key modules is down or in an
inconsistent state. This measure certainly relates to the first one as it also involves
sensing, but this time for the internal state.

As a third measure, we could look into ways to bypass the inoperative module.
This is a serious design challenge assuming “emergency EIS behaviors” — the designer
should have established all possible scenarios featuring EIS “running with less engines”.
For example, if an EIS has 4 key modules: M1, M2, M3, and M4, then it should be known
whether it can run without one of M1, M2, M3 or M4 (or even without a combination
of several of the modules), and if yes — how. Then, if in the case of a disruptive event a
problem localization has been established, the affected module is to be excluded from the
system, where other modules are informed to ignore or bypass this inconsistent or faulty
one. This would allow the damage to remain mainly local while many other (essential)
system functions would stay available.

As a fourth measure, we consider recoverability — the EIS’ ability to re-establish
normal functioning, after the inoperative module(s) go back to normal.
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5.2 Risk Management

From a RM perspective, several measures can help to deal with large-scale, unexpected
changes. We provide three possible measures below:

As a first measure, we advise to make the EIS component less vulnerable. Example
strategies for the data and operation aspects of Fig. 1 are to store data in human readable
formats so humans can take over some processing functions if the EIS does not operate
anymore. Al (Artificial Intelligence) techniques and business process automation can be
used in case the operators are unavailable and the system needs to continue operating. In
a sense, components become less vulnerable if fallback options for the operation of the
component exist (note that the criticality of the component did not change: components
are still critical for obtaining the agreed EIS service level).

As a second measure, we advise to make the EIS components less critical. Example
strategies for the data and operation aspects of Fig. 1 are to duplicate data to multiple
locations for the data aspect, and to have sufficient extra staff in multiple locations -
for the operations aspect. Reliability analysis teaches us that criticality of a components
goes down if we duplicate that component [39]. If one has many copies of something,
it does not matter so much if one of the copies gets lost. Blockchain [45], for instance,
explicitly uses duplication of records over so many servers that integrity of the data can
be guaranteed because the system continuously checks if all copies are the same, and
it is almost impossible to change the value in all servers at once to make an undetected
change to the data.

As athird measure, we advise to make the EIS components more resilient. One of the
biggest problems is starting up an information system that has been in an unplanned state.
Internal data is inconsistent due to the risk event happening and starting up is hampered
by the system wanting to maintain consistency all the time. Under normal variability,
the consistency checks are a good thing: they guarantee that every time a small variation
occurs, it does not go undetected and corrective actions can be performed. When there
are thousands or millions of inconsistencies, this is not an option. Rather than trying to
stubbornly maintain consistency, the system should be able to move to a more lenient
state where most inconsistencies are tolerated (but can still be reported). This helps the
system to go back to a working state after the disruption has passed, and thereby it makes
the EIS more resilient, since resilience was defined as the ability for the EIS to return to
its normal state again.

6 Application of Context-Awareness and CBRM for Robust
and Resilient Enterprise Information Systems

There are several steps in designing a robust EIS that roughly follow the steps in any RM
method [34, 35, 41,43, 44]. We adapted the RM method by starting with the consequences
of the risk event rather than the causes or risk events themselves. CA is used in several
of the phases to enable CBRM.

Phase 1. Risk Identification and Analysis
Step 1. Identify the objectives of the EIS. The Quality of Service and the Public Values
aspects at the right of Fig. 1 are the starting points for defining the objectives of the
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EIS. As long as the system stays within the defined levels of service and adheres to
the defined public values such as safety and privacy, the system is operating normally.
These objectives should be identified and related to the components of the system.
Which component or chain of components in the operations or data aspect of Fig. 1
is directly or indirectly responsible for reaching each business objective? Of course,
the objectives might be taken from a design document of the EIS, but there could be a
difference between the intended use of the EIS at design time, and the actual use when
carrying out the CBRM study.

Step 2. Identify the critical components of the EIS. Based on the analysis of step 1, we can
see which components are responsible for fulfilling many of the objectives, and which
components are responsible for fewer objectives or even just one objective. Combined
with a usage analysis (how often is each function of the system used) and a business
analysis (how much money, long-term customer relations, or corporate responsibility is
involved in the (in)ability to use such a component), the components of the EIS can be
ranked in terms of their criticality.

Step 3. Identify the vulnerability of the components of the EIS. For some of the compo-
nents, it may be known that vulnerabilities exist. A worst-case analysis, for instance,
can be based on a long list of consequences consisting of natural disasters (e.g., pan-
demic, flooding, earthquake) and man-made disasters (e.g., regional war, cyber-attack,
ransomware) on the system. Rather than trying to study the likelihood of each event, it
is sufficient to see which components of the system would be impacted by such events.
The result of this step is a list of components that can be ranked from components
showing up often in the analyses (vulnerable) to components showing up less often
(not so vulnerable).

Step 4. Combine criticality and vulnerability. Our priority should be based on those
components that are critical and vulnerable. From this analysis, an overall ranking
can be made to show which components decrease the robustness of the system most.
Personal preferences of the IT managers and overall enterprise management can also
be taken into account into the selection of the most vulnerable components. Qualitative
assessment and experience can be an important addition to the priority ranking shown
above, since it may be hard to take into account non-quantifiable factors in the priority
ranking. From a CBRM perspective, we have now identified those components for which
the consequences of risks would be most devastating on being able to maintain the agreed
service level of the EIS.

Phase 2. Mitigation Planning

For each of the identified critical and vulnerable components, a risk mitigation strategy
should be designed, in line with RM practices. This mitigation strategy can be one of
[44]:

Strategy 1: Accept the risk. It is possible that the organization is not able to adapt
the component that is critical and vulnerable. Still, there is now awareness that this
component is a risk for the enterprise, and monitoring can be put in place to sense that
the conditions in which the component can function are violated (see Phase 3).



Making Enterprise Information Systems Resilient Against Disruptive Events 51

Strategy 2: Reduce the risk. One of the strategies from Sect. 5.2 can be used to make the
component less vulnerable, less critical, or more resilient. Often this involves sensing as
well, e.g., to see when a fallback option needs to be switched on (see Phase 3).

Other Strategies: Risks can also be Transferred (e.g., insured) or Avoided (e.g., by
removing vulnerable components) [44]. These strategies can be applied but since they
do not consider CBRM and CA, they are not covered further in this paper.

Phase 3. Monitoring

Although one might think that it is possible to make the system totally fail-safe by
reducing all risks to zero, in practice this is undoable due to time and budget constraints.
Therefore, many of the solutions will be implemented partially, where an effort can be
made to switch the system manually to another state when needed, or to reduce the risk
only when the consequence actually occurs. A strategy where repairs are not immediately
made but we make a plan for dealing with the consequence when it happens, is called
a contingency strategy. The “Accept” strategy from Phase 2 above is an example of
using contingency. In order to be able to apply such a strategy, constant monitoring of the
context of the system needs to take place to assess that the system gets into a state that
is conflicting with the assumptions of the critical modules of the system. It is important
for CA to distinguish between normal variability and consequences of disruptive events.
Thresholds for different contextual variables need to be set for the CA algorithms, based
on the boundaries within which the critical modules function correctly.

Note that one of the requirements of the above method is that the EIS consists of
components, each with a clear function, that can be distinguished and for which the
interfaces are known. When the EIS is monolithic, the above strategies cannot work, and
neither the provides solutions from CBRM, nor the provided insights from CA will have
added value.

7 Conclusions

Even though most current Enterprise Information Systems (E1S) appear to be adequately
dealing with variability, they would often fail when affected by a (large-scale) disrup-
tive event. As we have studied in the current paper, Context-Awareness (CA) is a useful
paradigm as it concerns the capturing of changes occurring in the EIS environment,
including changes that lead to unplanned states. CA can be accomplished by adding
an extra function for monitoring the environment, aiming at establishing whether or
not the EIS needs to adapt accordingly. As mentioned above, we have been inspired
by the strengths of this paradigm as it concerns variability, and we propose extending
the use of CA towards disruptive events, by considering three measures, namely the
capturing/sensing of an unexpected environmental state, the localization of the problem
(in terms of affected EIS modules), and bypassing (if possible) of inoperative modules.
Further, we have studied the relevant strengths of Risk Management (RM), considering
relevant techniques, such as FMECA and FTA, in the light of a particular approach,
namely Consequence-Based Risk Management (CBRM). On that basis, we have pro-
posed three corresponding measures, namely: to make EIS components less vulnerable,
to make them less critical (e.g., by duplicating them), and to increase their resilience.
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Finally, we have proposed an integrated method featuring the application of CA and
CBRM for robust EIS.

The combination of RM and CA to deal with disruptive events for EIS is a conceptual
solution. For validation of its usefulness and applicability, it has to be tested in either
a simulation or a real application. Disruptive events luckily do not happen every day.
Further research will therefore focus on testing the method on a simulated ERP, SCM or
CRM, and seeing whether the RM methods can be applied and whether the CA functions
can be automated to flag the disruptive events correctly, and trigger the right corrective
action that was defined as a result of applying consequence-based risk management and
reliability engineering in the EIS.

Future work will focus on elaborating the proposed CA and CBRM methods and on
testing the approach on a simulated or real case.
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Abstract. Information sharing between government organizations is
regulated by Service Level Agreements (SLA’s). Design and implemen-
tation of an SLA demands involvement representatives of several organi-
zations. They need to communicate with the same concepts and validate
the requirements for the service and quality indicators. In order to sup-
port the design of an SLA and its monitoring, we propose related concept,
goal and protocol reference models. The first conceptual model view is
built using a literature review. The next model views include the details
found by analysis of existing SLA’s. The novelty of our models is that
they compose an SLA from service level objectives (SLO’s), explain the
meaning of SL.LO’s monitoring, support execution of an SLA and expose
the monitoring logics.

Keywords: Service Level Agreement (SLA) - SLA modelling - SLA
monitoring - Service Level Objective (SLO) + Goal model - Conceptual
model - Executable protocol model

1 Introduction

In order to serve citizens, government organizations provide informational ser-
vices to each other and rely on each other. For example, they share informa-
tion about income of citizens. Government organizations formulate collabora-
tive requirements for information sharing including timeliness and reliability. All
these, mostly non-functional, requirements for the information sharing services
are combined into a Service Level Agreement (SLA).

“A service-level agreement (SLA) sets the expectations between the service
provider and the customer and describes the products or services to be delivered,
the single point of contact for end-user problems, and the metrics by which the
effectiveness of the process is monitored and approved” [3].

Representatives of different organizations should agree on an SLA. For com-
munication, for understanding each other, the professionals need a shared con-
ceptual model of the service and shared understating of its monitoring. As the
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requirements in an SLA are mostly non-functional, their monitoring and valida-
tion is only possible with specially designed indicators assessing data collected
from a running service process. Because an SLA-contract development process
has so many points of attention from the partners of the contract and an SLA
contains requirements for potential implementation automatic measurements,
this process needs systematic modelling and a supportive system of a SLA life
cycle. Supportive systems for SLA-contract development may share a reference
model.

In this paper, we propose a reference model for a system that supports an
SLA life cycle. It consists of three consistent views: a conceptual, a goal, and
an executable protocol models. It supports an SLA preparation, agreement and
monitoring. Our reference model contains points of changes and can be used for
collecting the variable parts of SLA-contracts.

In order to guarantee methodological triangulation, we use more than one
method [13] for gathering concepts and their relations and understanding of an
SLA.

— Section 2 presents the results of a literature review used to built a first con-
ceptual reference model of an SLA.

— Section 3 discusses the analysis of existing SLA documents and identification
of different types of some concepts of the conceptual reference model.

— Section4 validates the relations of the conceptual reference model by the
strategic goal model of an SLA.

— Section 5 validates the relations of the conceptual reference model by the
executable protocol model showing SLA development, acceptance and moni-
toring.

— Section 6 discusses the variation points of the reference models.

— Section 7 concludes the paper and proposes future work.

2 Literature Review for Building the First Conceptual
Model of an SLA

The presented literature review has been aimed to identify the concepts used for
description of an SLA and relations of these concepts. We discuss the concepts
and relations named in literature. We cover the works on SLA reported in jour-
nals “Decision support systems”, “Future Generation Computer Systems” and
“Performance evaluation” by Elsevier, “Journal of Network and Systems Man-
agement” and “Distributed and Parallel Databases” by Springer, IEEE Software
journal and the Proceedings of the 16th ACM SIGSOFT International Sympo-
sium on Foundations of Software Engineering. In the following text, the concepts
and their relations found in literature are presented in italic and shown in Fig. 1.

The definitions of an SLA found in literature can be classified as external
and internal.

External definitions specify the essential condition for an SLA to exist. Exter-
nal definitions see an SLA as a technical contract that legally binds two parties
being providers and consumers [1,5].
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Internal definitions define the content of an SLA in form of producer require-
ments and consumer requirements [11], explicitly distinguishing between a
Service, its functional and non-functional requirements, where the latter are
expressed as Service Level Objectives (SLO’s).

The functional part of a Service (Fig.1) consists of a Consumer process
(request) and a Producer process (reply) [9,16]. The consumer sends one or more
key values identifying the data of interest. The producer then sends a reply
containing the requested data or an indication that the data is not available.
The non-functional requirements of the Consumer and Provider are grouped
in Service Level Objectives SLO’s [5]. Each SLO is refined to a set of Quality
Of Service (QoS) with an associated QoS Level constraining the QoS [4]. For
example, a consumer can demand a maximum response time, where a producer
might want to limit the maximum number of service requests per time interval
to a maximum (i.e. maximum throughput). Both of these SLO’s define perfor-
mance constraints that are included into an SLA. For monitoring of quality, the
performance of the real service should be compared with these constraints.
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Isa Isa
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Fig. 1. Concepts defining an SLA in literature

The inability to meet specified SLO’s are the reasons for Penalties, which can
be induced on Consumer and Provider if a Violation is caused [10]. Penalties
are seen as an essential part of an SLA, since they add a stimuli avoiding extra
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costs if an SLO is not met [11]. A wiolation can also have a resolution, used to
neutralize the violation. A violation can be sent to “the single point of contact
for end-user problems”[3]. The resolution is not included into our conceptual
model as it often demands investigation and such help desk issues are out of the
scope of an SLA life cycle.

For monitoring of an SLA on a producer process and a consumer process, QoS
indicators are specified. The literature does not differentiate the indicators. It is
mentioned that some process specific measurements are needed to calculate the
indicators, which can originate from producer and consumer process character-
istics [10]. Violation detection is conceptually based on rules, which are decision
functions, parameterized with QoS Indicators and QoS levels for the consumer
and producer related QoS. It signals the current existence of Violations.

Each QoS indicator corresponds to the QoS specified for an SLO and uses
specified QoS level acceptable for the consumer and the producer.

From our conceptual model (Fig. 1), an SLA can be defined as a legal bind-
ing between a producer and a consumer specifying agreed service functionality
(functional requirements) and non-functional requirements split into service level
objectives (SLO’s). Each SLO indicates an aspect of quality of service (QoS),
has specified quality level (Qos level) and corresponding QoS indicators. Each
pair of QoS indicator and (Qos level) is used to calculate a penalty.

2.1 Choice of the Document Analysis as the Next Research Method

The conceptual model (Fig. 1) has been constructed on the basis of the literature
analysis. All the papers on an SLA modelling remain abstract about SLO’s
[2,4,5,10] and this is reflected by our conceptual model. A close look at the found
definition shows that the concept Service Level Objectives (SLO’s) is not ready to
be included into a supportive system for SLA specification and implementation.
The types of SLO need to be discovered and the relations between the SLO types
and QoS Indicators need to be identified. Also the functional requirements can
be made more specific for the type of provided service. To find the types of SLO
used in practice, we initiated a document analysis study.

3 Document Analysis of Existing SLA’s

The document analysis has been fulfilled in the SLA’s used by government orga-
nizations'. We have found the SLO’s of three types:

1. SLO Volume per year with the Volume norm that should not be exceeded;
2. SLO Response Time in hours with

(a) Percentage of the on-time responses per year;

(b) Percentage of the late responses per year;

(c) Percentage of the too-late responses per year;

1 'We are not allowed to name the organizations, however we have the documents for
revision.
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3. SLO Data quality with the norm of data with faults;

Each of these norms-constraints has similar structure: a name, a norm and a
period of measurement. An SLO presents an aspect of monitoring, i.e. the QoS-
norm. For example, the “Response Time” is specified as one working day (8 h).
It is accepted if the 92% of responses per year are on-time, 7% of late responses
are within five days and 1% of too-late responses are within 10 days.

The SLA’s define also the data formats in requests and replies that can be
controlled both on the provider and on the consumer sides.

The document analysis of existing SLA’s shows that an SLA is related with
three aspects of service support: (1) security, (2) data controls, and (3) monitor-
ing of Quality of Service (QoS).

The security deals with concept Request. Data controls are related to one pair
of concepts Request-Reply. The security and data format controls are internal
for the service producer. The consumer recognizes them as delays and delays are
included into QoS of an SLA.

The monitoring of SLOs with QoS concerns both the producer and the con-
sumer, it should be understood by both parties.

3.1 Choice of Goal and Protocol Modeling as the Next Research
Method

The logic of QoS measurement cannot be exposed in a reference model. The logic
of QoS measurement combines the strategic agreements, operations of measure-
ment and monitoring and decision about penalties.

In order to combine the strategic agreements, operations of measurement and
monitoring and decision about penalties, we define a pair of corresponding goal
and executable protocol models. Both models use the concepts of the conceptual
reference model of an SLA (Fig.1). The choice of the modelling techniques is
motivated by the observed resemblance between the monitoring KPI's and SLO’s
with QoS. The KPI’s have been already successfully modelled with pairs of
semantically related goal and executable protocol models [12,14]. We use this
experience for modelling of monitors for SLO’s with QoS.

4 Goal Model of an SLA Life Cycle

Any service based business needs a supportive system for an SLA preparation
and monitoring. This is the main goal of the goal model. G1.Support system for
a Service Level Agreement (SLA) preparation and monitoring.

Now we present a description of the goal model depicted in Fig. 2.

G1 is refined by the following sub-goals:

— G1.1. Support of an SLA preparation;
— G1.2. Support of a service with an SLA instance generation
— G1.8. Support of an SLA instance monitoring a calculation of penalties
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Fig. 2. Goal model of an SLA life cycle

G1.1 is refined with sub-goals

G1.1.1. Provider creates different types of Service Level Objectives (SLOs) of
types Volume, Response time, Data quality with Norm and Penalty attributes;
G1.1.2. Provider composes an SLA from SLOs.

G1.2. is refined with

G1.2.1. Customer accepts an SLA;

G1.2.2. An instance of an SLA monitor is generated;

G1.2.8. An instance of a request-response Volume monitor is generated;
G1.2.4. An instance of a Response Time Faults monitor is generated;
G1.2.5. An instance of a Data Quality Faults monitor is generated.

G1.3. is refined with requirements for the monitoring

R1.3.1. If the number (volume) of request-response pairs during the SLA spec-
ified time exceeds the Norm, the penalty volume is counted;

R1.53.2. If the number of response time faults during the SLA specified time
exceeds the Norm, the response penalty is counted;

R1.3.3. If the number of response time faults during the SLA specified time
exceeds the Norm, the response penalty is counted.

All concepts in requirements are countable and comparable, the norms can be
built into the SLA monitors in correspondence with the SLA.
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5 Protocol Model of an SLA

5.1 The Behaviour of the Information Sharing Service

The behaviour of the information sharing service is a request and the correspond-
ing reply, where both the request and reply are specified with a data structure.

— Each request structure contains request identifier, request time stamp, key
field name for information search and name of requested data item. For exam-
ple, (request identifier, day-month-year, identification number of a citizen,
citizen related data (year-1)).

— Each reply structure contains reply identifier, initiated request identifier,
request time stamp, reply time stamp, key field for information search from
the request name of data item in the request and value of the requested data
item.

— The attributes of these data structures are used to measure the data quality,
data volume and response time. Each field of a request and a reply has type
quality borders and the quality checks are implemented in the service.

e The number of faults of quality checks of replies indicates Data Quality
of the service.

e The number of requests in a given time period is called Volume of the
service.

e For each reply, the difference between the “reply time stamp” and the
“request time stamp” is called Response Time.

5.2 What Is a Protocol Model?

The executable form of a protocol model is textual [15]. It specifies concepts as
protocol machines presenting OBJECTS (concepts) and BEHAVIOURS (con-
straints) with their attributes, states, recognised events, transitions and call-
backs for updates of attributes and derived states. Because a protocol model is
an executable model of an information exchange service behaviour with data, it
is a suitable model to illustrate and demonstrate the monitoring logic of quality
indicators.

The graphical form of a protocol model is used for communication and model
explanation. It illustrates the protocol machines (concepts and constraints),
recognised events, states and transitions. It does not show the data structures
of protocol machines and events.

A protocol machines are composed using the CSP composition for machines
with data defined in [6,8]. The CSP composition means that all protocol
machines are synchronised, i.e. an event is accepted by a protocol model only
if all protocol machines recognizing this event are in the state to accept it. The
state of each protocol machine is a data structure. Any event in a protocol model
is another data structure. The data from the event-instance is used to update
the state of protocol machines accepting this event.
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Fig. 3. Protocol model of SLA life cycle

5.3 Protocol Model of an SLA

In Fig. 3, the reader can see the graphical presentation of protocol machines
Provider, Consumer and Service corresponding the concepts of the conceptual
model (Fig. 1) and presenting behaviour of objects of those concepts. All these
concepts should be in state Created to enable event Create SLA contract.
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The protocol machine SLA Contract in state Composition allows one to Add
SLO Volume, Add SLO Max Response Time and Add SLO Data Quality. Each
SLO is a protocol machine that can be in the state “does not exist” (depicted
as a small black circle), in state Created or in state Monitored.

When a Provider and a Consumer accept event Agree to SLA, the SLA
contract goes to state Agreed. State Agreed reflects the agreement and fixes the
SLA Contract preventing further SLO’s to be added. In the state Agreed, event
Procure SLA Based Service is enabled. This event transits the SLA Contract to
state Monitored.

An SLA Contract Monitor is automatically created by the event Procure
SLA Based Service. The SLA Contract Monitor delegates SLO specific mon-
itoring to several SLO specific monitors. This event also triggers submitting
event instances Start Monitoring Data Quality, Start Monitoring Volume and
Start Monitoring Max Response Time. These events create the specialised SLO
monitors. To simulate service utilisation, the object instances of RequestReply
Measurement are created with events Add RequestReply Measurement.

Providers and Customers should implement monitors of SLO’s. We model
the executable monitors of SLO’s to show them to Producers and Customers
before actual implementation. This helps to prevent unexpected penalties and
misunderstandings. Each SLO is monitored by successively calculating an Indi-
cator Value, the occurrence of a Violation and a Payable Penalty.

The executable textual form of the protocol model is available to be down-
loaded from [15], be executed in the Modelscope tool available online and the
monitors are generated from the model. We show the three types of monitors
and the callbacks code used by monitors to update data.

5.4 Monitoring SLO Max Response Time

The values to monitor the SLO Max Response Time are shown in Fig.4. It is
monitoring the last measured response time, the maximum response time is 1
day and the penalty of 3,000, 00, if violated.

The monitoring logic for the SLO Max Response Time is shown in the code
fragment below. Function SLA Contract Monitor.getIndicatorValue() returns
the Response Time attribute specified by the youngest RequestReply Measure-
ment instance. Function getViolation()evaluates the relation Response Time >
Norm Value. Function getPayablePenalty() calculates the Payable Penalty.

public class SLOMaxResponseTime extends Behaviour {
public int getPayablePenalty(){
// If no violation return no Penalty, i.e. zero
if (! this.getBoolean("Violation")) return 0;
// Return penalty specified by SLO
return this.getInstance("SL0").getCurrency("Penalty Value");
}
public boolean getViolation(){
// Get the last response time
String duration = this.getString("Indicator Value");
// No last measurement, no violation
if (duration == null) return false;
// Create classifier: > response norm and classify the current response time
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Fig. 4. Adding the SLO Max Response. Generated from the protocol model [15] in
Modelscope tool [7].

return new ClassifierDurationFromSLO( this.getInstance("SLO"), ">").classifies(duration);
}
public String getIndicatorValue(){
// Get the last request/reply measurement

Instance measurement =

this.getLastMeasurement (this.getInstance("SLA Contract Monitor"));

// Return the response time, formatted as: days (HH:mm:ss.sss)?

if (measurement == null) return null;

return measurement.getString("Response Time");

3}

5.5 Monitoring SLO Volume

Figure5 shows a monitor for the SLO Volume. It evaluates the number of
requests over the last 365 days. During this period a maximum of 12,500 data
items may be requested. As long as

(Indicator Value <= Norm Value)istrue,

no violation exists. If violated, an extra 100.00 is paid as a Penalty for every
excess data item requested.

Function getIndicator Value() calculates the cumulative number of data items
requested during a period defined by the Period Value attribute of the SLO. This
is calculated as the sum of the RequestReply Measurement, found in its Volume
attribute. Only request volumes are cumulated that fall within the specified
period. Function getPayablePenalty() identifies every excess data over the Norm
and calculates Payable Penalty, proportional to the excess volume measured for
the period.
public class SLOVolume Time extends Behaviour {

public int getPayablePenalty() {
// If no violation, then no Penalty
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Fig. 5. Adding the SLO Volume. Generated from the protocol model [15] in Modelscope

tool [7].

if (! this.getBoolean("Violation")) return O;

// Get the associated SLO specification and

// Calculate excess volume and proportional penalty
Instance slo = this.getInstance("SLO");
return (this.getInteger("Indicator Value") - slo.getInteger("Norm Value"))
* slo.getCurrency("Penalty Value");

}
public int getIndicatorValue() {

// Get only measurement for a specific SLA within the period and sum the measured volumes.

return sum( this.getInstance("SLA Contract Monitor"),
this.getInstance("SL0").getString("Period Value"),"Volume");
}
protected int sum(Instance slaMonitor, String period, String
measurementObjectName, String measurementAttributeName) {
// The every individual attribute value to the totalValue.
int totalValue = 0O;
for (Instance measurement: this.getMeasurementsInPeriod(slaMonitor,
period, measurementObjectName))
totalValue += measurement.getInteger (measurementAttributeName) ;
// Return the sum calculated in totalValue
return totalValue;
}
//
protected List<Instance> getMeasurementsInPeriod(Instance slaMonitor,
String period, String measurementObjectName) {
// For every measurement that matches the SLA Contract Monitor
long periodStart = System.currentTimeMillis() - new Duration(period).getTime();
List <Instance>measurements = new ArrayList<Instance>();
for (Instance measurement:
slaMonitor.selectByRef (measurementObjectName,"SLA Contract Monitor")){
// If the measurement is within the period add it to the list
if (periodStart <= AbstractMeasurement.getTimeMillis(
measurement.getString("Time Stamp"))) measurements.add(measurement) ;
}
// Return the list of measurements for the SLA Contract monitor within the period
return measurements;

3}
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5.6 Monitoring SLO Data Quality

Figure 6 shows the example SLO Data Quality specification. A monitor instance
for an SLO Data Quality is calculated over a period of 365 days. A maximum of
1% data quality issues are allowed for the data items delivered by the provider.
The SLO is violated if the percentage of data quality issues exceeds 1% during
the period. If violated, a Penalty of 1,000.00 has to be paid once.

Events

Add SLO Data Q
Add SLO Max Re
Add SLO Responw

SLO Name |Data Quality For C ] String
Period Value 365 String
Norm Criteria <= String
Norm Value 1 Integer
Norm Unit % data quality issues String
Penalty Value W Currency

SLO Data Quality [(new SLO Data Quality) ] SLO Data Quality
| Add SLO Data Quality |

[ reset form |

Fig. 6. Adding the SLO Data Quality. Generated from the protocol model [15] in
Modelscope tool [7].

Function getIndicatorValue() in this monitor calculates the percentage of
data quality issues during the monitoring period. The data quality issues and
the entire data population are cumulated a to calculate this percentage.

public class SLODataQuality extends Behaviour {
public int getIndicatorValue() {
// Get the related SLO specification, Get the SLA that is being monitored and
et the period that is monitore
/] g he period that i i d

Instance slo = this.getInstance("SLO");
Instance sla = monitor.getInstance("SLA Contract Monitor");
String period = slo.getString("Period Value");

// Get the measurements for the SLA within the period and
// sum the value of attribute Data Quality Issues

int value = sum(sla, slo.getString("Period Value"), "Data Quality Issues");
// Sum the total volume of data items requested

if (value == 0) return 0;

int total = sum(sla, period, "Volume");

// Calculate percentage of data quality issues
return Math.round( 100f * (float)value / (float)total );
1
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6 SLO-Concept as a Model Variation Point

In Sect. 3 we mentioned our study of existing SLA’s and their SLO’s. Almost
all SLO’s fit in three types SLO Response Time, SLO Data Quality and SLO
Volume. Some of them can be seen as composition of several SLO’s of a given
type. For example, we have found SLO Classified Response Time, which is com-
posed from four SLOs Response time. Response times in this SLO are classified
into four categories: on time, late, too late, and far too late. Response times of
requests are collected over a period of time and a category are expressed as a
percentage of responses. We have used this compositional SLO to validate our
reference model. The reference model with this SLO remains the same, but the
monitoring logic is specified for each category of response times.

We also have found one SLA that includes an SLO Mean Time To Repair
used to monitor resolving service disturbances reported by the consumer to the
single point of contact of the service. The concept disturbance is outside of our
reference model. This SLO can be included into an SLA only if the service
provider is able to repair disturbances.

7 Conclusion

The information exchange services are often used by non-technical businesses
and they need a reference model for preparation, monitoring and reviewing. In
this paper, we have presented a version of a reference model that shows the con-
cepts, the goals and the executable protocol of an SLA monitoring. The reference
concepts, goals and an executable model contribute to the understanding of the
designed SLA.

The concepts and their relations have been found via a literature review.
The concepts of Service Level Objectives (SLO’s) have been refined using the
document analysis of the existing SLA’s in domain of information exchange ser-
vices. In the domain of Information Sharing Services, three main types of SLO’s
(Volume, Response Time and Data Quality) have been identified. These types
of SLO’s are used to structure the process of SLA preparation and monitoring.
The logic of SLO’s indicators, violation and penalty calculation can be reused
and composed for different SLO’s.

Keeping an SLA alive is considered as one of the issues in organizations.
The goal and protocol models can be used for demonstration of an SLA for
the customers and providers both before their agreement, and during the service
utilizing. The models show the logic of the SLO measures, indicators and penalty
calculation. An executable protocol model transforms an SLA documentation
into a part of management process and, therefore, contributes to active use of
the SLA for reviews, assessment of targets and planning.

In the future work, our reference model, built for the information exchange
services, can be validated in different service domains. The reference model can
be also useful in context of help desk processes in organizations, as SLA’s are
often guaranteed by several departments and the customer expects the declared
quality of service provided by several departments.
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Abstract. A process usually includes several different criteria to deter-
mine the quality of its operation. Criteria represent characteristics such
as robustness, accuracy, cost and time of the complete process and of its
different elements. Since there is rarely a single dominant criterion, opti-
mization needs to evaluate multiple criteria against each other to find
the most appropriate process configuration.

This paper introduces a graph-based approach for the multi-criteria
optimization of business processes. Based on the introduction of multi-
criteria process-to-graph transitions and use-case-driven evaluation met-
rics, criteria graphs are created in a discrete or joint manner. Two graph
evaluation types allow addressing the demands of various use cases by
following an automated, priority-based iterative analysis or by analyzing
in a non-strict, more comprehensive way. Originally being designed to
decide on one of multiple robust process paths, the approach proves to
be highly flexible for many different application areas.

Keywords: Business processes - Multi-criteria-analysis -+ Unreliable
communication environments + PML - BPMN - rBPMN - KPI - DAG.

1 Introduction

A business process can be defined as a composition of several different operations.
A composition may include various ways to traverse from start to end, also called
process paths. A path is determined by process variables, getting evaluated at
decision points part of the composition and defining the process configuration.
Process Modeling Languages (PMLs) may be used for its technical representa-
tion. Examples include traditional flow charts, Petri Nets [13], UML Activity
diagrams [20] and Event-driven Process Chains (EPCs) from ARIS [10]. How-
ever, one of the most widely applied PMLs is the Business Process Model and
Notation 2.0 (BPMN, [19]). BPMN is used as an exemplary PML in this paper.
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Usually, the evaluation of a process includes many criteria. Criteria are pro-
cess characteristics such as accuracy, error ratio, volume of data, self-sufficiency
level, performance requirements, robustness, calculation time, failure probability
and cost. Especially in the field of business administration, sets of crucial pro-
cess criteria are also known as Key Performance Indicators (KPIs). Most process
evaluations use a diverse set of criteria, often defined in a prioritized order. For
instance, if several paths in a process meet the required robustness, other criteria
may be used to distinguish relevant paths.

This paper introduces a graph-based multi-criteria optimization approach
for business processes. The approach may be used to configure process opera-
tion at design time and to optimize execution at runtime. The main research
contributions of the paper include:

1. A real-world example for the multi-criteria process-to-graph transition,

2. methods for the discrete and joint definition of criteria graphs including met-
rics for graph analysis,

3. (automated) graph analysis procedures based on priorities, the comparison
of all options/alternatives, and a combination of both.

The approach has been developed as part of resilient BPMN (rBPMN), a
BPMN extension for unreliable communication environments [17]. While being
applied to distinguish several robust process paths, the approach proved to be
applicable for use cases of different application areas.

The remainder of the paper is organized as follows: Related work (Sect.2)
and a brief introduction into TBPMN (Sect. 3) are presented first, followed by
the creation of criteria graphs (Sect.4) and the multi-criteria analysis (Sect. 5).
Finally, the approach is discussed (Sect. 6) before a summary concludes the paper
(Sect. 7).

2 Related Work

Literature lists several publications addressing criteria optimization for business
processes and for BPMN-based processes in particular. Significant publications
related to the approach presented in this paper are outlined subsequently.

A comprehensive survey of business process performance analysis is pro-
vided by [1]. Different approaches and PMLs are discussed. Three dimensions
of performance attributes (time, cost, quality) are identified, integration of non-
performance related criteria is not addressed.

The addition of reliability and performance criteria to BPMN processes is
illustrated in [3]. [4] uses metadata to simulate process reliability. Reliability
analysis of BPMN processes is the focus of [15] and [21], while [8] studies effects
of human and non-human resources on reliability. Literature introduces concepts
for the integration of Quality of Information (Qol) criteria, such as the reliability
of devices and resources [5,9,14] in the Internet of Things (IoT).
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In [6], an algorithm for the multi-criteria-based selection of web services is
introduced. The authors of [16] present an approach for the optimization of
Quality of Service (QoS) aspects in cloud-driven process execution environments.

Being motivated by optimization techniques for data-intensive queries and
flows in data management, [12] illustrates a concept for automated perfor-
mance optimization of BPMN processes. A minimization of performance cost is
intended by reordering and paralyzing process tasks. While the concept also uses
Directed Acyclic Graphs (DAGs, [11]) as the approach described in this paper
does, the process-to-graph transition and the optimization analysis show signif-
icant differences due to the different strategies and objectives of the procedures.
Not addressing process optimization, graphs have been used in [7] describing a
method to rate the similarity of different processes concerning tasks and their
control-flow relations.

Enhancement of business processes is an important aspect of process mining.
The topic combines process modeling and analysis with computational intelli-
gence and data mining techniques [23,24]. However, process mining requires to
have past process data (event logs) on-hand for analysis. While this may help
to identify appropriate criteria edge weights, it is not required by the approach
presented in this paper.

Many of the listed publications focus on adding and/or optimizing a single
selected criterion (e.g. reliability) or a related criteria set (e.g. quality, cost and
time). Some of the approaches are bound to specific use cases, missing customiz-
ability for other application areas. To the best of the authors’ knowledge, none of
the available publications presents a flexible approach for the graph-based multi-
criteria optimization of BPMN business processes. No literature contribution
outlines a use-case-driven multi-criteria graph creation and analysis procedure
that may be applied at process design time and at runtime.

3 Resilient BPMN (rBPMN)

BPMN is used increasingly in domains besides the classical business process
modeling. Examples are areas such as Cyber-Physical Systems (CPS) and IoT
as well as scenarios taking place in rural environments (e.g. agriculture, road-
side-construction, wildlife observation), undeveloped or disaster-affected regions.
While all of these use cases may benefit from BPMN and its collaborative fea-
tures, they are exposed to intermittent and failing connectivity. However, pro-
cesses should not interrupt or break because of failing communication.

Resilient BPMN (rBPMN) is a BPMN extension to support robust process
modeling and execution for unreliable communication environments [17]. Its fea-
tures allow to model and verify robust communication at process design time
and to dynamically optimize operation at runtime. rBPMN enables robust pro-
cesses by i) adding alternatives for possibly failing message flows, by i) move-
able process elements between participants (e.g. moveable service functionality)
and by i) the dynamic identification and usage of service offering participants.
rBPMNs extensions include new graphical elements and annotating metadata,
designed to be used by experts of the applied domain.
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Figure 1 presents a subset of message flow types relevant for this paper. In
contrast to BPMN message flows, Opportunistic Message Flows (abbreviated:
OppMessageFlows) of rBPMN include a scenario-based description of commu-
nication requirements and expected connectivity to verify robustness at design
time. While this information is also part of Opportunistic Decision Flows (Opp-
DecisionFlows), these message flows define sets of alternatives in case of con-
nectivity failures. Such a set of OppDecisionFlows is grouped by non-graphical
Opportunistic Message Groups (OppMessageGroups), and each OppDecision-
Flow is labeled with an alphabetic character to express its belonging to a certain
OppMessageGroup (e.g. OppMessageGroups a/b in Fig. 1). The style of the circle
within an OppDecisionFlow determines whether at least one (solid line) or none
(dashed line) of the OppMessageGroup alternatives needs working connectivity
for process robustness.

o- Messageflow BPMN) ;- & _OppDecisionFlow __,,

Fig. 1. Selected message flow elements of BPMN and rBPMN.

An approach using DAGs to identify robust process paths has been intro-
duced in [18]. Robustness is a crucial, but not the only criterion for most pro-
cesses. Other criteria may be taken into consideration for a requirements fulfilling
process configuration. For this reason, this paper is motivated to demonstrate a
graph-based multi-criteria optimization approach for BPMN business processes.

4 Criteria Graphs

This section illustrates the procedure to create criteria graphs based on
BPMN/rBPMN business processes. For reasons of comprehensibility, graph cre-
ation is explained using a real-world example of an agricultural slurry applica-
tion. Guidelines and methods may be applied to other use cases.

After describing the slurry scenario, relevant process criteria are identified
and a graph is created. The section concludes by presenting two different ways to
apply multiple criteria to the created graph, used as a foundation for the graph
analysis in Sect. 5.

4.1 Example Slurry Process Scenario

The example slurry process S is depicted by the rBPMN diagram of Fig.2. §
features advanced Precision Farming techniques to apply slurry onto fields in an
environmental-friendly way. The process uses services of different participants
for its realization. OppDecisionFlows grouped by the OppMessageGroups a, b, ¢
indicate that not all of the involved message flows need to be executed for robust
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Fig. 2. Process example S showing an agricultural slurry application interacting with
services offered by different participants.

process operation. Instead, at least one message flow (for a, b) or none (for ¢)
need to be executed. However, message flow decisions affect process criteria such
as robustness, accuracy, cost and time.

S is split into the three segments S,,S, and S.. In S,, the user decides
if Precision Farming shall be used and if a subsection-based slurry application
map (AppMap) shall be created automatically (a«PF) or manually (mPF) with
increased accuracy. Following in .Sy, an analysis method for the slurry’s ingredi-
ents (such as nitrogen and phosphor) is chosen. Options with diverse precision
are a laboratory analysis (LAB), usage of a near-infrared spectroscopy sensor
(NIRS) and data of an ingredients reference table (REF'). Lastly, three options
for the slurry spreader’s positioning precision during application are provided
in S., an important aspect to comply with official regulations: GPS only with
basic precision and GPS with a correcting offset signal based on a cellular service
(CELL) or based on a local correction station (LOC) in the field’s proximity.

The scenario of Fig. 2 serves as a foundation for subsequent explanations.

4.2 Identification of Optimization Criteria

Process optimization starts with the definition of process criteria that need to
be optimized. The criteria set chosen for example process S includes typical
parameters also relevant for other application domains. The set includes the
process criteria:

Robustness (Robust.): Stability of process communication.
Accuracy (Accur.): Precision of the result calculated by an activity.
— Cost: Monetary value required to run/execute an activity.

— Time: Time frame required by an activity to finish its operation.
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4.3 Creation of Criteria Graph

This subsection demonstrates the process-to-graph transition for example pro-
cess S of Fig. 2. The resulting criteria graph of process S is presented in Fig. 3,
from process starting vertex S to the process end vertex S’ (S — S7).

a) Precision Farming

b) Slurry analysis c) Positioning

Fig. 3. Criteria graph of S.

Part S, of the slurry application consists of three choices: At first, a decision
is made whether or not Precision Farming features should be used. If so, the
second decision determines if the subsection-based AppMap should be created
automatically (¢PF'), or manually (mPF') by a Precision Farming expert result-
ing in advanced accuracy. The criteria graph reflects this by three separate path
options for noPF, aPF and mPF in Fig. 3a. While the two process paths using
AppMaps join at vertex G1, this is not the case for noPF. Since the path of
noPF includes no more choices, it is directly connected to end vertex S’. G1 is
a glue vertex combining different process paths, used due to the absence of a
merging BPMN element.

Process part S;, defines the type of analysis applied to identify slurry ingre-
dients. Again, three choices are available: Ingredients may be identified by a
precise laboratory analysis (LAB), approximated by an infrared sensor (NIRS),
or roughly estimated by looking up typical slurry ingredient values for the cur-
rent slurry type (e.g. cattle, pig) in a reference table (REF). The criteria graph
integrates a separate path for every choice, joining all together at glue vertex
G2 in Fig. 3b.

In the final process part S., the geographical precision of the slurry applica-
tion is determined. The process is operable using plain GPS with basic preci-
sion, which might not be precise enough to comply with official regulations in
all areas and countries. Precision may be optimized by adding a GPS correction
offset using CELL or LOC.

S, is reflected by three separate paths in the criteria graph. GPS is part of
every path since it is mandatory for process operation. One path is extended
by CELL, another by LOC respectively (cf. Fig.4). There is no need to explic-
itly include the CELL/LOC extensions by own vertices. Instead, vertices for
GPS and CELL/LOC may be combined, leading to a more compact graph as
illustrated in Fig. 3c. In this aspect, combining vertices also requires to combine
belonging edge weights.

In general, the creation of criteria graphs is about separating graph paths
for independent process parts and extending graph paths for combined/coherent



Graph-based Multi-Criteria Optimization for Business Processes 75

<>
= =
@@@e
Cors e (o0

Fig. 4. Criteria graph of S. with explicit vertices for the combination of GPS with
CELL and LOC respectively.

process parts. A detailed list of process-to-graph transition rules for BPMN and
rBPMN process elements may be found in [17]. Since the rules have been created
for the criteria of robustness, additional rules may be necessary depending on
the chosen set of criteria.

4.4 Application of Criteria-Based Graph Weights

The next step after creating the criteria graph is to add criteria-based graph
weights. A weight is used to express how well a criterion is met by the related
process element. Normalization of real-world criteria values is useful to enhance
comparability in many scenarios.

Depending on the concrete criterion and process element, a weight may
belong to an incoming edge, an outgoing edge or to the actual vertex itself.
Taking the cellular-based position correction service CELL in process S as an
example, criteria for accuracy, cost and time are all related to the actual vertex
of CELL. This is due to the criteria describing characteristics of the correction
service. However, the robustness criterion describes stability of communication
with the service. Robustness weights belong to the incoming and outgoing edges
of CELL, reflecting message flows for a request to and a reply from the service.

Before the application of weight annotations, a verification is required to
check if the intended graph analysis algorithms support all applied weight types.
Since many algorithms like Dijkstra’s shortest-path [11] are based on edge
weights, it is suggested to translate weights of vertices to edges. This may be
done by i) splitting a vertex and adding an intermediate edge or by ii) apply-
ing the weight to incoming/outgoing edges. The latter case results in a more
compact graph and is used subsequently.

Following, two different approaches for the application of graph weights are
introduced.

Discrete Criteria Graphs. The graph shown in Fig. 3 is duplicated for each
criterion of the chosen criteria set. Afterwards, each criterion graph applies
weights of the corresponding criterion to the related graph edges. This results in
several graphs, where each criterion is allowed to use its own understanding of
graph weights (e.g. value interpretation, value range, etc.).

Figure 5 presents the criterion graph for communication robustness of process
S. Edge weights represent probabilities PF € [0, 1] for successful communication
on the appropriate process segments. The probabilities of Fig. 5 illustrate that
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Fig. 8. Time graph of S.

communication issues are only expected for the segments including CELL or
LOC.

Likewise, the criteria graphs for accuracy (Fig.6), cost (Fig.7) and time
(Fig. 8) apply edge weights C* € [0, 1]. The weights do not reflect probabilities,
but give an indication how good or bad a criterion is fulfilled. While accuracy
values close to 1 are desired, cost and time aim at low values close to 0. However,
different values C7, € R may be applied by other use cases.

The accuracy graph in Fig.6 points out the relevance of Precision Farming
techniques for highly accurate slurry applications. Certainly, this has an impact
on cost in Fig. 7 and time in Fig. 8. Here, the absence of Precision Farming allows
low cost and fast operation.

Joint Criteria Graphs. In alternative to separate graphs, a common graph
including different criteria may be created by using a weighted decision matrix.
This is an appropriate concept for criteria that share a common understanding
of edge weights, e.g. aiming at a low weight value. Normalization of criteria
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values to a consistent scale prior to combination is required. The weights of the
decision matrix may be used to prioritize criteria against each other. A subset
or the whole set of criteria may be combined using a joint graph.

Table 1 presents a decision matrix comprising the criteria cost and time of
operations provided by participants of process S. B