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Preface

The 21st International Conference on Artificial Intelligence in Education (AIED 2020)
was held virtually during July 6–10, 2020. AIED 2020 was the latest in a longstanding
series of a yearly international conference for high-quality research on ways to enhance
student learning through applications of artificial intelligence, human computer inter-
action, and the learning sciences.

The theme for the AIED 2020 conference was “Augmented Intelligence to
Empower Education.” As AI in education systems becomes more mature and imple-
mented at scale in real-world contexts, the value of supplementing human intelligence
and decision making (e.g., teacher, tutor, peer-tutor) is more apparent than ever. While
the paradigm of augmented intelligence is not new to the field, solid theoretical and/or
empirical work in the area is limited. Thus, further work is needed to understand the
balance of human and AI partnerships in systems that support student learning.
The AIED community was convened in 2020 to present solutions for the key questions
related to this theme, including the identification of the augmentation opportunities that
would empower the stakeholders of education.

AIED 2020 was originally scheduled to visit the African continent for the first time
and be co-located with Educational Data Mining (EDM 2020). However, the
unprecedented COVID-19 pandemic made international traveling and in-person
meetings impossible and AIED joined other conferences in becoming a virtual
event. While this certainly brought new challenges, we were humbled by the response
of our community during this difficult time. We are extremely grateful to the authors,
the keynote speakers, the reviewers, and the other track chairs for making AIED
possible. The virtual event included keynotes from Prof. Neil Heffernan on ways that
tutoring systems can improve online learning, Prof. Yvonne Rogers on designing
interactive technologies that augment humans, and Andreas Schleicher, director for the
directorate of education and skills at OECD, with Lord Jim Knight, former school
minister from the UK on how AI impacts upon the policymaking landscape in edu-
cation. We want to extend a special thank you to the AIED Program Committee
(PC) members and reviewers – your hard work and commitment was truly appreciated.

There were 184 submissions as full papers to AIED 2020, of which 49 were
accepted as full papers (ten pages) with virtual oral presentation at the conference (for
an acceptance rate of 26.6%), and 52 were accepted as short papers (four pages). Of the
30 papers directly submitted as short papers, 14 were accepted. Each submission was
reviewed by three PC members. In addition, submissions underwent a discussion
period (led by a leading reviewer) to ensure that all reviewers’ opinions would be
considered and leveraged to generate a group recommendation to the program chairs.
The program chairs checked the reviews and meta-reviews for quality and, where
necessary, requested for reviewers to elaborate their review. Final decisions were made
by carefully considering both meta-reviews (weighed more heavily) scores and the
discussions. Our goal was to conduct a fair process and encourage substantive and



constructive reviews without interfering with the reviewers’ judgment. We also took
the constraints of the program into account, seeking to keep the acceptance rate within
the typical range for this conference.

Beyond paper presentations and keynotes, the conference also included:

– An Industry and Innovation Track, intended to support connections between
industry (both for-profit and non-profit) and the research community

– A series of four workshops across a range of topics, such as: empowering education
with AI technology, intelligent textbooks, challenges related to education in
AI (K-12), and optimizing human learning

– A Doctoral Consortium Track, designed to provide doctoral students with the
opportunity to obtain feedback on their doctoral research from the research
community

Special thanks goes to Springer for sponsoring the AIED 2020 Best Paper Award.
As already mentioned above, we also want to acknowledge the wonderful work of the
AIED 2020 Organizing Committee, the PC members, and the reviewers who made this
conference possible.

May 2020 Ig Ibert Bittencourt
Mutlu Cukurova
Kasia Muldner
Rose Luckin
Eva Millán
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Modelling Learners in Crowdsourcing
Educational Systems

Solmaz Abdi(B), Hassan Khosravi, and Shazia Sadiq

The University of Queensland, Brisbane, Australia
solmaz.abdi@uq.edu.au

Abstract. Traditionally, learner models estimate a student’s knowledge
state solely based on their performance on attempting assessment items.
This can be attributed to the fact that in many traditional educational
systems, students are primarily involved in just answering assessment
items. In recent years, the use of crowdsourcing to support learning at
scale has received significant attention. In crowdsourcing educational sys-
tems, in addition to attempting assessment items, students are engaged
with other various tasks such as creating resources, creating solutions,
rating the quality of resources, and giving feedback. Past studies have
demonstrated that engaging students in meaningful crowdsourcing tasks,
also referred to as learningsourcing, has pedagogical benefits that can
enhance student learning. In this paper, we present a learner model that
leverages data from students’ learnersourcing contributions alongside
attempting assessment items towards modelling of students’ knowledge
state. Results from an empirical study suggest that indeed crowdsourced
contributions from students can effectively be used in modelling learners.

Keywords: Learner modelling · Crowdsourcing · Educational
systems · Learnersourcing

1 Introduction

Learner models capture an abstract representation of a student’s knowledge
state. By and large, learner models approximate a student’s knowledge state
solely based on their performance on assessment items. As a point of reference,
many popular learner models such as Bayesian Knowledge Tracing (BKT) [9],
Item Response Theory (IRT) [24], Adaptive Factor Models (AFM) [7], Perfor-
mance Factor Analysis (PFA) [25], deep knowledge tracing (DKT) [27], collab-
orative filtering based models [1,28], Elo-based modes [3,26], and knowledge
tracing machines (KTM) [29] only use responses of students to assessment items
and information about them in their modelling. This can probably be attributed
to the fact that in many educational learning systems, students are prominently
involved in just answering assessment items (e.g., [22]).

In recent years, the use of crowdsourcing in education, often referred to as
learnersourcing [21], to support learning at scale has received significant atten-
tion. Examples of tasks that have been learnersourced include creating resources
c© Springer Nature Switzerland AG 2020
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[12,20], creating solutions and explanations [14,32], rating quality [12,20], giv-
ing feedback [23] and annotating videos [10,31]. The adoption of learnersourcing
approaches is often motivated by learning theories that promote higher-order
learning [4] and have been demonstrated to enhance student learning [12,18].

Building on the growing evidence that learnersourcing practices enhance
learning, this paper explores whether information about the learnersourcing con-
tributions of students can be leveraged towards modelling of learners. For this
exploration, we make use of the knowledge tracing machines (KTMs) frame-
work [29] for modelling student learning. Commonly, KTMs have been used as
a framework for modelling learners based on a single task (attempting assess-
ment items). We present an encoding extension on KTMs so that the framework
can capture students’ interactions across multiple types of tasks (multi-tasks).
To evaluate our approach, we use two data sets collected from a crowdsourcing
adaptive educational system called RiPPLE in which students are engaged with
multiple types of tasks within the system. Results suggest that leveraging data
associated with learnersourcing contributions of the students on some types of
tasks such as content creation and content moderation can be used to improve
the predictive performance of the learner model compared to traditional learner
models. In addition, in recent years, OLMs have been extensively integrated into
various educational tools to help students in monitoring, reflecting, planning, and
regulating their learning [2,5,6,8,15,16]. In the context of open learner models
[6], updating models of the learners based on their crowdsourced contributions
can further highlight the link between learnersourcing and learning as well as
acknowledging their contribution. This may act as a method of incentivising
student engagement with learnersourcing.

2 Approach

To infer learner models that incorporate data from learnersourced contributions
alongside student assessment data, we present an encoding extension over the
knowledge tracing machine (KTM) framework [29] so that interactions across
multiple types of tasks (multi-tasks) can be captured. We denote students by
un ∈ {u1 . . . uN}, learning resources (items) by qm ∈ {q1 . . . qM}, and knowledge
components (concepts) by δc ∈ {δ1 . . . δC}. Each item can be tagged with one
or more concepts. We denote the relationship between items and concepts by
ωmc ∈ ΩM×C , where ωmc is 1 if item qm is tagged with δc, and 0 otherwise. We
further denote onc to keep track of the number of opportunities a student un

has had on a concept δc at a given time.
Commonly, KTMs have been used as a generic framework for traditional

computer-based educational systems where students are only involved in attempt-
ing assessment items available in the repository of the system. Therefore, the set
of tasks, T , represented in these systems is only limited to one task. We present
a simple extension that enables KTMs to capture and encode data on students
interacting with more than one task. We denote different types of tasks that stu-
dents are allowed to perform in relation to items by tk ∈ {t1 . . . tk}. Furthermore,
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Fig. 1. (a) An example of a log file with 7 interactions from a crowdsourcing educational
system with three types of tasks (b) On-hot encoded of the log for training KTM

we extend onc to oknc to represent the number of opportunities a user un has had
on a task tk on a concept δc at a given time. Our proposed approach encodes and
uses data from student, items, concepts, and opportunities on each of the tasks to
infer a learner model ΛN×M that estimate each student un’s knowledge state for
correctly attempting learning item qm.

Figure 1 presents an example of the input file (part (a)) and its one-hot
encoding (part (b)) for an educational system with multi-tasks using a chrono-
logically ordered log file with seven observed interactions from an educational
system based on two students, three tasks, three items and two concepts into a
sparse vector for training KTM (for details, please see [29]).

3 Evaluation

Data Sets. We used two data sets obtained from an adaptive educational sys-
tem called RiPPLE that recommends learning activities to students based on
their knowledge state from a pool of learnersourced learning items [18]. RiPPLE
enables students to create, attempt, moderate, rate, and leave comments on a
range of items, including worked examples and multiple-choice questions. For
this study, we consider three main types of tasks that students are allowed to
perform in RiPPLE: (1) attempting items (Attempt), (2) creating new items
(Create), and (3) moderating items (Moderate). The data sets are obtained
from two courses, namely, ‘Preparation for US Medical Licensing Examination
(USMLE) (Medi) and ‘Biological Fate of Drugs’ (Pharm). For each of these two
courses, the RiPPLE platform was used for 13 weeks of the semester. Each item
in the repository is associated with one or more concepts (KC) covered in the
course. Overall information about these data sets are provided in Table 1.

Table 1. overall statistics for data sets (# stands for number of).

Data Set Students Concepts Resources Records #Attempt #Create #Moderate

Medi 179 4 619 16,052 13,249 615 2,188

Pharm 131 13 678 29,982 28,019 678 1,285
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Table 2. Performance of different feature encoding for modeling learners

ID Model Medi Pharm

ACC AUC NLL ACC AUC NLL

m1 IRT: Student, Item 0.698 0.711 0.567 0.785 0.771 0.451

m2 AFM: Student, Concept, oA 0.678 0.599 0.614 0.772 0.672 0.504

m3 PFA: Student, Concepts, wA, fA 0.676 0.551 0.625 0.770 0.625 0.521

m4 Baseline: Student, Item, Concepts, oA 0.700 0.713 0.565 0.784 0.773 0.453

m5 Student, Item, Concepts, oA, oC , oM 0.707 0.723 0.563 0.788 0.778 0.499

Models for Comparison. We implemented the proposed model based on the
encoding of students, items, concepts, opportunities on attempting (oA), oppor-
tunities on creating (oC), and opportunities on moderating items (oM ) as tasks
in KTM. We compare the predictive performance of this model with traditional
learner models, including IRT, AFM, and PFA. To provide a fair comparison
between all models, we also made two considerations: (1) We implemented a base-
line model within KTM based on the encoding of student, items, concepts, and
opportunities on attempting items (oA); (2) The pairwise interaction between
features in KTM is set to zero (d = 0). For all models, we used 80% of data as
the train set and predicted the outcomes on the remaining 20% as the test set.
For both of the data sets, 400 epochs are used for training KTM.

Results. Table 2 compares the accuracy (ACC), area under the curve (AUC),
and negative log-likelihood (NLL) of the model fit statistics related to each
model. Our experimental results suggest that the learner model that leverages
data related to content creation and content moderation activities (m5) can more
accurately estimate students’ knowledge state compared to its baseline and the
traditional learner models that only rely on students performance on attempting
learning items. This outcome is aligned with past studies on learnersourcing
[11–13,18,19,30] that suggest engaging students in higher-order learning impacts
learning.

4 Discussion and Conclusion

In this paper, we presented a learner model that leveraged data from students’
learnersourced contributions alongside traditional item-assessment data towards
modeling the knowledge state of students in crowdsourcing educational systems.
The results of our empirical studies suggest that incorporating data from stu-
dents’ contributions on some types of tasks associated with higher-order learning
such as content creation and content moderation can be used to improve the pre-
dictive performance of the learner model. This, in turn, can improve the provided
personalised feedback by the system and its adaptivity functionalities. Our find-
ings can also have implications for learnersourcing systems that incorporate an
open learner model (OLMs). Incorporating OLMs in crowdsourcing educational
systems can have two benefits:
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1. Highlighting the link between learnersourcing and learning. Updating a stu-
dent’s competency in a concept by creating or moderating resources on that
concept can help the student better associate learnersourcing with learning.

2. Acknowledging students’ learningsourcing contributions. Developing models
that recognise students’ learningsourcing contributions and associate it with
their learning may incentivise students’ engagement with learnersourcing
tasks, which has been identified as a challenge in learnersourcing [17,31].

A major limitation of the presented evaluation is that the study was conducted
on small data sets. Future directions include replicating this study across differ-
ent disciplines with a larger number of students to evaluate the generalisability
of our current findings.
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Abstract. Students struggle to learn sequence diagrams (SDs), as the designs
must meet the requirements without violating the constraints imposed by other
UML diagrams. Providing manual timely feedback, though effective, cannot
scale for large classes. Our pedagogical agent combining data dependencies and
quality metrics with rule-based techniques capturing consistency constraints
allowed generation of immediate and holistic feedback. The scaffolding
approach helped to lower the cognitive overload. The pre- and post-tests and
survey results revealed substantially improved learning outcomes and student
satisfaction.

Keywords: Pedagogical agent � Constructivism � Interaction diagrams

1 Introduction

A multi-institutional study with 314 participants found that over 80% of graduating
students were unable to create a software design or even a partial design [3]. The design
and modelling skills are cognitively demanding skills needing formative feedback [10].
Formative feedback should be non-evaluative, supportive, timely and context specific
[12]. Effective tutors use a scaffolding approach after diagnosing student difficulties [7].
Such an approach though highly effective cannot be used in large cohorts with fixed
budgets. We posit, pedagogical agents can help fill this gap by augmenting domain
knowledge with scaffolding skills of effective tutors.

Design patterns used for modeling complex interaction behaviors in the industry,
rely on a good understanding of sequence diagrams (SDs) [5]. However, SDs posed the
most difficulties among novices learning modeling [13]. Similarly when we analyze our
own modeling tasks in the final exam, we found many students had no idea how SDs
were constrained by other models. Many exhibited difficulties in identifying valid
interacting-objects and constructing messages with appropriate arguments. Though
students understood the role of objects, messages and arguments individually, they
were daunted when considering all constraints imposed by other models, concurrently.

The cognitive load theory postulates that the cognitive load resulting from a task
may potentially hamper learning [15]. Any strategy that involves more cognitive load
than available working memory can deteriorate performance by overwhelming the
learner [14]. Modelling SD overwhelms many learners as it involves a high number of
interacting items that must be handled concurrently [14]. The direct correlation that

© Springer Nature Switzerland AG 2020
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exists between cognitive load and self-efficacy [17], helps to explain why students
exhibit poor self-efficacy in modelling SDs. We report the results of our ongoing
studies where we have gradually raised types of constraints and goals the agent can
handle with commensurate levels of support. The main contribution in this paper is to
demonstrate how pedagogical agents augmenting domain knowledge with scaffolding
techniques can assist novices learning modelling tasks by reducing the cognitive load.
Our main research question is:

• Can pedagogical agents augmenting domain knowledge with scaffolding improve
the learning outcomes of stragglers modeling sequence diagrams?

2 Related Work

Pedagogical agents are defined to be autonomous agents that support human learning,
by interacting with students in the context of an interactive learning environment as a
guide, critic, coach or wizard [4]. Pedagogical agents using scaffolding have been
shown to enable significant improvement in students’ learning outcomes [6]. Scaf-
folding is timely support given to students to foster problem-solving and design skills
[2]. The key features of scaffolding are ongoing diagnosis, adaptivity and fading, but
these features are neglected by some developing pedagogical agents for complex
environments, often equating scaffolding to additional support [9]. Good tutors are
usually able to adjust to the learning style of the student and use a scaffolded approach
by giving just enough support to help students solve their problem. However, with
increasing class sizes and diversity, tutors cannot provide the levels of support needed
[8]. Intelligent agents can be made to give the right amount of hints by tracking the
current and goal states and capturing the proficiency level of the learner [7].

3 Overview and Elements of the Pedagogy Agent

Our pedagogy agent permits a scaffolding approach providing gradual feedback on
consistency, message validity, completeness and quality. Inputs to the pedagogy agent
includes the description of class diagram, methods that must be called specifying
particular order if needed, and the quality related metrics. The class diagram supplied
together with AI rule-based techniques capturing domain constraints help enforce
consistency. For example, the agent forbids a message to be dispatched to a target
object if the class it belongs to does not have a corresponding method. The data and
methods explicitly capturing data dependencies allow knowledge state in entities to be
maintained, preventing data to be dispatched prematurely. In the second stage when
student submits the sequence diagram, student will be asked to re-attempt if the
specified methods based on use cases are not called or if they are called in incorrect
order. In the final stage when a student has submitted a valid sequence diagram, design
will be graded based on the qualitative metrics supplied. For example, if distributed
design is specified as a quality-criteria, a poor grade will be awarded if most of the
messages are originated by the same entity. Figure 1 shows a sample sequence diagram
for a class diagram with 4 classes Doctor, Hospital, Patient and Appointment.
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4 Results

All 243 students taking the first software engineering course were invited to the trial the
agent, and out of the 94 students who volunteered only 68 proceeded to complete both
tests and the survey. The average marks for pre- and post-tests were 46.25 and 61.25
respectively showing a 32% improvement. To study how the agent affects students with
different grades, we analyzed the distribution of pre- and post- test marks in cycle 1,
which had a substantial number of students as shown in Fig. 2. The distribution of test
marks before and after using the agent suggests weaker students (especially those
scoring only 0–49 in the pretests) had the greatest gains. Note the number of students
scoring in the range 0–49 declined by nearly 60% from 32 students to 13 students,
suggesting a pedagogical agent can significantly improve the performance of stragglers
in design activities.

Fig. 1. A sample of a completed Sequence Diagram using our agent which must discharge its
responsibilities by calling the Appointment constructor and the add method of p:Patient.
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We designed a survey to study the effectiveness of the pedagogical agent from
students’ perspectives. The survey included Likert-scale and open-ended questions.
Students were asked to complete the survey at the end of the modelling activity and
tests. The survey was completed by 68 students. Questions were primarily about the
agent, student’s difficulties and whether the agent can help them get over miscon-
ceptions. The results showed around 61.4% of students found learning UML diagrams
difficult while over 79% of the students found the modelling agent with instant feed-
back beneficial for learning UML design. Most of the students found the agent allowed
them to grasp the interdependencies between class diagrams and SDs. The over-
whelmingly positive response (over 80% agree and over 45% strongly agree) to the
three questions related to student confidence, understanding and awareness suggests
pedagogical agents can play a key role in improving the self-efficacy of students.

5 Discussion

Success in modeling is generally recognized as requiring a certain level of cognitive
development [3]. The cognitive load theory postulates the cognitive load resulting from
a task may potentially hamper learning [15]. Decomposing an inherently difficult
subject matter can help reduce the cognitive load by allowing subtasks to be first learnt
individually [11]. Scaffolding has proven to be effective with diverse student cohorts as
it helps to decompose complex problems into incremental constructivist steps [1, 16].
Our solution using a pedagogy agent approach allows cognitive load for modeling SDs
to be gradually increased using scaffolding. In the initial stage consistency rules and
data dependencies were enforced, before introducing valid completion criteria and
grade for quality. Figure 2 depicts most of the weaker students had better learning
improvement and displayed greater satisfaction in the second stage where greater
scaffolding and multiple tasks were provided accompanied with context specific
feedback.

6 Conclusion

Modelling sequence diagrams poses heavy cognitive load on students as constraints
and rules imposed by other models must be analyzed concurrently, making it the most
poorly performing UML artifact. Effective tutors use scaffolding techniques to teach
cognitively demanding tasks. Augmenting a goal and constraint driven agent with such
scaffolding techniques appears to substantially improve the learning outcomes in
modelling sequence diagrams. The scaffolding techniques allow creation of student
specific pathways with varying levels of cognitive challenges and support. The varying
levels of support are provided through prompting, feedback, guidance and problem
decomposition. Problem decomposition allows cognitive load to be reduced when
necessary by enabling students to focus solely on one aspect at a time. This longitu-
dinal study allowed data collected from experienced tutors, lecturers and participants to
evolve a more personalized approach to teaching to our increasingly diverse student
cohorts.
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Abstract. Reported here are the findings of a comparative study on
the effects of using a Socratic Intelligent Tutoring System for source
code comprehension and learning computer programming. The result
shows there are significant differences between the two groups where
students who used Socratic Tutor ITS improved their knowledge by 45%
in term of learning gain, developed a better understanding of concepts
such as nested if-else and for loop, and improved their confidence level by
13%. Furthermore, the result of the Pearson product-moment correlation
coefficient shows a positive correlation (r = 0.68) between feedback from
the ITS and learning gain.

Keywords: Socratic method · Computer science education ·
Computer programming · Intelligent Tutoring System

1 Introduction

Introductory programming courses are difficult [10], frustrating [8], and often
considered a major stumbling block for many students [15]. There is much evi-
dence that drop-out and failure rates in introductory Computer Science courses
such as CS1 and CS2 are high (30–40%) [3,12,16].

Intelligent Tutoring Systems have been proven to be beneficial solutions
that can provide individualized, one-on-one instruction for all students [1], and
improve the quality and effectiveness of computer programming instruction [14].
As a result, many ITS systems were developed as early as 1974 [7] to aid students
on different programming phases [6,9,10,17,18].

In our case, we developed a dialogue-based intelligent tutoring system called
Socratic Tutor to help novice programmers acquire deep and robust program-
ming knowledge by engaging in source code understanding learning activities.
The Socratic Tutor is inspired by the Socratic instructional strategy [4] in the
form of a set of guiding questions meant to provide students a form of scaffolding
by targeting key aspects of the instructional task. Furthermore, the developed
system relies on self-explanation theories of learning [5] by implementing instruc-
tional strategies such as eliciting self-explanations through Socratic questioning.

Socratic Tutor ITS uses a natural language understanding (NLU) engine [2]
to evaluate students’ responses with respect by computing a semantic similar-
ity score to model/benchmark correct answers and well-known misconceptions
c© Springer Nature Switzerland AG 2020
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created prior by experts. Therefore, the NLU engine enables the Socratic Tutor
to immediately detect misconceptions and provide tailored feedback which was
proven to have a positive benefit on learning [13]. The developed system pro-
vides help to students using a three-level feedback strategy where at level one the
tutor explains briefly the target concept and gives the student a second chance
to retry answering the original question. At levels two and three, the tutor asks
questions in the form of multiple-choice and fill-in-the-blank questions.

This paper analyzes a comparative study of using the Socratic Tutor ITS for
learning JAVA programming in Introductory to Computer Science courses (CS1
and CS2) focusing on arithmetic operations, nested if − else, while loops, for
loops, arrays, and class.

2 Research Questions

To understand Socratic Tutor’s impact on students programming knowledge and
other characteristics such as confidence, we have conducted a study focusing on
the following research questions: (1) how much do students learn when using
Socratic Tutor?, (2) how much do students learn on each targeted programming
concept?, (3) how much does the Socratic Tutor have an impact on students’
self-confidence?, and (4) what is the relationship between feedback and learning
gains?

3 Method

Subjects who participated in the study were undergraduates (n = 70) enrolled in
the Introductory to Computer Science course at a major 4-year Asian university.
Half of the students were randomly assigned to a control group who used a
scaled-down version of the Socratic Tutor system that only presents JAVA code
examples and asks the participant to predict the output without providing any
feedback or Socratic tutoring. The other half of the participants were assigned
to a condition in which they used the Socratic Tutor. The Socratic Tutor asks
to explain the code while trying to understand it and then predicts the output.
After that, the tutor asks questions about the programming concepts used in the
code. If a participant’s answer is not correct or incomplete, the tutor initiates
the three-level feedback mechanism.

3.1 Materials

Materials for this experiment included a self-confidence survey and a pre- and
post-test. The self-confidence survey contained six questions with a 1–7 Likert
scale where each question related to one programming concept. The pre- and
post-test have similar levels of difficulty and contained 6 JAVA programs where
each question assessed the student’s understanding of a particular programming
concept. For each question in the pre- and post-test, the participants were asked
to predict the output of the code example.
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3.2 Procedure

The experiment was conducted in a computer lab under supervision. First, par-
ticipants were debriefed about the purpose of the experiment and were given
a consent form. Those who consented took a self-confidence survey and the
pre-test. Once they had finished the pre-test, an approximately 60-min tutoring
session started. Finally, participants took the post-test and a post self-confidence
survey.

3.3 Assessment

The pre and post-test questions were scored 1 when the student answer was
correct and 0 otherwise. The learning gain score (LG) was calculated for each
participant as follows [11].

LG =

⎧
⎪⎪⎨

⎪⎪⎩

post-test−pre-test
6−pre-test post-test > pre-test

post-test−pre-test
pre-test post-test < pre-test
drop pre-test = post-test = 6 or 0

0 post-test = pretest

(1)

4 Results

4.1 Quantitative Analysis

Out of 70 participants, we dropped three participants from the treatment group
and two from the control group because they had a perfect score in both tests
and four students from the control group were dropped for not completing the
experiment.

Table 1. Mean and Stander Deviation of Pre-test, post-test and Learning gain for
control and treatment group

Section n Pre-test Post-test Learning gain (1)

Mean SD Mean SD Mean SD

Control group 29 3.46 2.1 3.68 2 12% 9.1

Treatment group 32 3.47 1.8 4.8 1.3 57% 41

To understand how much do students learn when using Socratic Tutor, we
analyzed the results from both groups in terms of average for pre-test, post-test,
and learning gains as shown in Table 1. The results indicate that the learning
gain of the treatment group was 45% higher and the results from a two-tailed
t-test showed that there is a statistically significant difference between the two
groups in learning gain scores (t = 3.6, df = 51, p< 0.05).
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We analyzed the pre-post test improvement for each programming concept
to understand how much do students learn on each programming concept when
using Socratic Tutor. The results show between 10% and 33% higher improve-
ment in treatment group, and there are a statistically significant differences
in nested if-else (t =−2.04, df = 56, p< 0.5) and for loops (t =−1.97, df = 54,
p< 0.5) concepts.

To understand how much does the Socratic Tutor affect students’ self-
confidence, we evaluated the pre-confidence and post-confidence scores. The
results show that the treatment group participants improved their confidence
level on average by 13% compared with −1.6% negative improvement in the
control group. The result from an independent-sample t-test shows that the dif-
ference is statistically significant (t =−3.1, df= 58, p < 0.05).

To understand the relationship between the feedback and learning gains, we
analyzed the relationship between the number of feedback each student received
and his/her learning gains. The result shows that students received on aver-
age 15.4 feedback per tutoring session with a standard deviation of SD = 7.1.
The relationship was investigated using the Pearson product-moment correla-
tion coefficient. We found a strong, positive correlation between the number of
feedback and learning gains (r = 0.68, n = 32, p < 0.05).

5 Conclusion

To understand the effectiveness of the Socratic Tutor ITS, we conducted a com-
parative study on seventy students who enrolled in Introductory to Computer
Science course.

The seventy students were divided into two groups (1) control group where
students have to read code and predict the output without any feedback from
the system, and (2) treatment group where students interact with the Socratic
Tutor.

The result shows that students who used Socratic-ITS improved their knowl-
edge by 45% in term of learning gain, developed better understanding on con-
cepts such as nested if-else and for loop, and improved their confidence level by
13%. Furthermore, the result of the Pearson product-moment correlation coeffi-
cient shows a positive correlation (r = 0.68) between feedback and learning gain.
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Abstract. The intelligent research assistant, VERA, supports inquiry-
based modeling by supplying contextualized large-scale domain knowl-
edge in the Encyclopedia of Life. Learners can use VERA to construct
conceptual models of ecological phenomena, run them as simulations, and
review their predictions. A study on the use of VERA by college-level
students indicates that providing access to large scale but contextual-
ized knowledge helped students build more complex models and generate
more hypotheses in problem-solving.
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Ecology · College-level education · Science education

1 Introduction

Research on learning about scientific modeling has revealed the need for cognitive
assistance of several kinds [2,4,9,10]. In particular, scientific modeling requires
domain knowledge, e.g., relationships between variables describing the system
being modeled, as well as mathematical skills [9]. Thus, the question our research
addresses is how can we scaffold the acquisition of domain knowledge involved
in scientific modeling?

Of course, large amounts of knowledge about many domains are now read-
ily accessible on the internet. However, much of this general-purpose knowledge
is not particular to any specific task and thus difficult to comprehend by many
learners. Our research hypothesis is that contextualized acquisition of this knowl-
edge may help students achieve deeper understanding about the domain and gen-
erate richer models. The Virtual Ecological Research Assistant (VERA) supports
scientific modeling in the domain of ecology using large scale domain knowledge
through Smithsonian’s Encyclopedia of Life (EOL; [7]). Preliminary results from
the experiment indicate that contextualized access to ecological knowledge from
EOL helped the students build more richer models in problem-solving.
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2 VERA: A Research Assistant for Ecological Modeling

VERA is a web-based system intended for large-scale use and supports sci-
entific modeling in three ways [1]. First, it provides a visual language with a
well-defined semantics to represent conceptual models clearly. Second, it auto-
matically translates a conceptual model into an agent-based simulation suitable
for the ecological domain without requiring any programming skills or mathe-
matical expertise. Third, it provides access to large scale biological knowledge
through EOL to help the students construct the conceptual models and set the
simulation parameters.

While other recent modeling systems (Co-Lab and PROMETHEUS) use
equation-based modeling that consists of a set of equations and executions to
evaluate them [3,5], VERA uses a visual language to specify conceptual models
that automatically generate agent-based simulations and leverages contextual-
ized domain knowledge to assist the process of construction of the models of
ecological phenomena.

VERA is built on our previous work [6] that integrated Component-
Mechanism-Phenomenon (CMP) models and their agent-based simulations.
VERA contains three types of components: biotic abiotic, and habitat. VERA’s
taxonomy of interactions among biotic components is based on the ontology of
the interactions used by EOL, in particular, Global Biotic Interactions (GloBI)
[8]. The specific interactions it uses are produces, consumes, becomes on death, and
affects. It uses an off-the-shelf agent-based simulation system called NetLogo [11]
because agent-based simulations are especially well suited for ecological modeling.
Running the simulation enables the user to observe how system variables change
over time and to refine their models through a generate-evaluate-revise loop.

3 Contextualization of Domain Knowledge

EOL is the world’s largest aggregated and curated database of species data with
almost two million species and eleven million attribute records in the biologi-
cal domain. VERA enables a learner to access EOL to find species of interest
and automatically populate simulation parameters. VERA currently uses the
following parameters specific to ecology from EOL: lifespan, body mass, carbon
biomass, respiratory rate, photosynthesis rate, assimilation efficiency, reproduc-
tive maturity, reproductive interval, and offspring count.

3.1 Illustrative Example of Inquiry-Based Modeling Using VERA

In the following scenario, a learner wants to create a model of an observed food
web to explore the predator-prey relationship between sheep and wolves. The
learner begins by placing a biotic component into the conceptual model canvas,
naming it “sheep,” and clicking on “Lookup species on EOL.” The system queries
EOL for all matches to the scientific or common name “sheep” and checks for
the existence of attribute records for each found species. The learner selects
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“domestic sheep,” and VERA extracts the species attributes from EOL that
are relevant to the agent-based simulation (see Fig. 1). This provides the learner
with valuable data that a student would be hard-pressed to locate and make
sense of, reducing the cognitive load in model creation.

Fig. 1. Automatic filling of simulation parameters retrieved from EOL.

The learner carries on with the model construction to add a predator (wolf)
and food source (grass) along with adding consumption interactions between
the populations, leveraging EOL lookups with each component and interaction.
In this way, our intrepid novice scientist has constructed a partial food web
model revolving around the species of interest. VERA automatically spawns the
simulation and displays the results as a set of graphs, for example, a graph
indicating the changes in populations of various species over time (see Fig. 2).

Fig. 2. A conceptual model of the relationships between species (left) and the simula-
tion results generated from the conceptual model creating predator-prey cycle (right).
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The learner may now experiment with different simulation parameters, revise
the conceptual model, or generate an alternative hypothesis.

4 Lab Experiment

The goal of the study was to see if providing access to domain knowledge helps
learners build richer models in problem solving. Fifteen self-selected students
(N = 15) were recruited from a college-level general biology introductory course
taught in Fall 2018. During the study, the students were asked to use VERA to
explore multiple hypotheses to explain the decline in the sheep population. The
students were also encouraged to actively use EOL when they needed information
about a given species and later asked how often they used EOL while modeling.

4.1 Results

The students in our study developed models in VERA to evaluate their hypothe-
ses and used EOL to get information about the species being modeled. The com-
plexity of a model was calculated by adding the number of components in the
conceptual model and the total number of relationships among the components.
We found that access to ecological data from EOL helped students build more
complex models and generate more hypotheses. The students who answered that
they used the EOL frequently were found to come up with multiple hypothe-
ses and build more complex models (Pearson product-moment correlation coeffi-
cients; r = 0.38; r = 0.26). We conjecture that information about the relationships
between predator, prey, and competitors in the EOL knowledge-base may have
led to the construction of more complex models. Interestingly, building complex
models was associated with generating more hypotheses (r = 0.66). This means
that the students who build more complex models are likely to have generated
more hypotheses.

5 Conclusion

The research question in this work is how might we scaffold the acquisition of
domain knowledge for students engaged in scientific modeling? The research
hypothesis is that the contextualized acquisition of domain knowledge will help
students build richer models. VERA contextualizes EOL’s large scale domain
knowledge to support modeling of ecological systems. The study with college-
level students using VERA confirmed that contextualized acquisition of domain
knowledge helped them construct more complex models and more explanatory
hypotheses.
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Abstract. Programming as a cognitive activity requires the utilization of var-
ious kinds of mental models that involve different cognitive loads while students
learn to program. The article discusses the results of an experiment aimed at
answering the following question: are eye tracking based measures related to the
intrinsic cognitive load (ICL) connected with program comprehension? Thirty
one students of computer science took part in the experiment. They analyzed
two program codes written in the C++ language to search for (1) logical errors
(LER) and (2) syntax errors (SER). ICL was measured by subjective rating of
the difficulty of each task. There were significant differences found for the
subjective measures of intrinsic load, the effectiveness and the time of tasks
performance, and the values of eye tracking parameters: fixation duration
average (FDA) and saccade amplitude average (SAA) in two experiment con-
ditions. Longer fixation and shorter saccades were associated with higher ICL.
The results obtained suggest that FDA and SAA are eye tracking measures
sensitive of intrinsic cognitive load.

Keywords: Cognitive load � Program comprehension � Eye tracking

1 Introduction

Studies conducted for many years consistently show that acquiring the skill of pro-
gramming at its early stage poses difficulty to students [incl. 9]. Programming is a
complex skill that, on the one hand, encompasses mechanisms of problem-solving and
algorithm construction, and, on the other, demands knowledge of the syntax and
semantics of the programming language [14]. It is, therefore, assumed that the expe-
rienced difficulties result to a significant extent from the excessive cognitive load
(CL) occurring in the process of learning [15].

This paper approaches cognitive load as a triarchic concept, such as the one defined
within the framework of the Cognitive Load Theory (CLT) which distinguish three
types of cognitive load: intrinsic load (ICL) (related to the difficulty of a task, its
structure or complexity, referring to an individual’s effort load needed to learn a
concept), extraneous load (ECL) (related to information presentation and instructional
format), and germane load (GCL) (referring to the mental resources involved in
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acquiring and automating schemata in the long-term memory [16]. Designing
education-related materials following the principles of CLT and measuring cognitive
load values has seen a growing interest in the field of research in recent years. A few of
these studies have attempted to examine the application of the cognitive load theory in
computer science education – especially in teaching programming [1, 11, 12, 17]. But
despite many conducted studies, the problem of how to measure the cognitive load
occurring during learning is still widely discussed [13]. Researchers are looking for
measures designed to distinguish between the different types of load (ICL, ECL, GCL)
[incl. 7, 10].

There are four dominant types of methods to address the measurement of cognitive
load: subjective rating, performance-based measures, physiological measures, and
behavioral measures [3]. Among the physiological measurements of CL, eye-based
measures appear to be the most popular. The most common eye tracking measures of
CL there are: changes in pupil size, blink rate and duration, saccade speed, and fixation
duration [incl. 4, 8]. But it should be also mentioned that there are no threshold values
of these indices that would allow for making inferences regarding the actual level of
CL. Eye tracking methods have been shown to distinguish between tasks involving low
cognitive loads and tasks involving high cognitive loads [5]. It has also been examined
how cognitive load factors can be independently measured with eye tracking methods
as well as how they are related to the subjective rating scale [6, 18]. But there seems to
be an underrepresentation of eye tracking research that would apply to programming
tasks, and – in particular – research investigating which eye movement parameters are
sensitive to different types of cognitive load in the process of learning to program.

2 Current Study

The studies conducted so far have not yet analyzed the cognitive load involved in
programming activities such as code debugging, in conditions where (1) the study
subjects analyze a code without using an Integrated Development Environment
(IDE) (where they can trace and run the program, which leads to the occurrence of
additional factors disturbing the comprehension of the program) and (2) they analyze
the exact same code but perform two different cognitive tasks – such as (a) searching
for logical errors (LER) and (b) searching for syntax errors (SER). Given the above and
with respect to the CLT principles, an assumption can be made that extraneous load
(ECL)—which is related to the instructional format—should not differ between the two
task versions. Therefore, this experiment design will be mainly related to ICL which is
affected by the level of difficulty of the concept related to its complexity. It is con-
sidered that the subject’s prior knowledge determine the ICL [10]. These assumptions
are similar to those adopted by [2].

In the light of the above, our research question is: what eye movement parameters
are sensitive to intrinsic cognitive load that program comprehension imposes on a
student? To address the research question, we examined several fixation and saccade
parameters, excluding those that were correlated with each other. Finally, we focused
on fixation duration and saccade length that were assumed to be the measures of the
total cognitive load [8], i.e.: fixation duration average (ms) (FDA: the sum of the
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duration of all fixations divided by the number of fixations) and saccade amplitude
average (°) (SAA: the sum of all saccade amplitudes divided by the number of saccades
in the trial). Our analysis also included: time (ms), which refers to the number of
milliseconds spent answering each task, and accuracy (%), meaning the percentage of
errors reported by the subjects. These variables are also included in the research as
performance-based measures of ICL [incl. 2].

3 Method

Experimental apparatus. Our study was conducted using the iViewX Hi-Speed eye
tracker manufactured by SensoMotoric Instrument (SMI). The following SMI software
was used to prepare the experiment and compile its results: Experiment Center and
BeGazeTM 2.4.

Participants. Thirty four students of computer science participated in the study. The
results of 3 subjects were removed from our analyses due to eye tracking measurement
errors. The final sample resulted in 31 participants and consisted of 23 men and
8 women, aged between 21 and 29 (M = 23.90, SD = 1.66). All students completed a
C++ programming course and had previously learned the concepts that were employed
in the tasks they were asked to perform.

Procedure and material. After the subjects were familiarized with the experimental
procedure, the eye tracking system was calibrated and validated. Next, each participant
received two codes of short but complete programs written in C++. Each program
offered a solution to the same problem, which was the implementation of an algorithm
of sorting a ten-element table based on the selection sort method in a non-decreasing
order. There were two separate programs that were presented in the same sequence to
each participant. The first program contained four only logical errors (LER), the second
code contained five only syntax errors (SER). Students were asked to find errors in both
coding tasks and provide an answer orally. The codes were neither compiled nor run.
The subjects had unlimited time to find the errors. In a short post-survey, study par-
ticipants rated the difficulty level related to each task and their programming skills level
(on a Likert scale from 1 (very easy/low) to 5 (very difficult/high)).

4 Results

Most of the students considered their programming skills to be on a medium level
(M = 2.80, SD = 0.7, Me = 3, Q1 = 2, Q3 = 3); the sample seems to be quite
homogeneous with respect to this feature. In the case of subjective measurement, the
LER task imposed a higher intrinsic load as compared to the SER task (see: Table 1).
Students rated searching for logical errors as more difficult than searching for syntax
errors.

Examining Students’ Intrinsic Cognitive Load 27



We studied the distribution of the gaze data: FDA, SAA, the performance data:
Time, Accuracy, and Difficulty rating using the Shapiro-Wilk test, and found that only
the FDA parameter followed the theoretical normal distribution (LER: W = 0.943,
p = 0.102; SER: W = 0.942, p = 0.097). Thus, we decided to use a paired t-test for
FDA and the Wilcoxon signed-rank test as a non-parametric test for the remaining
variables.

If we refer to Table 1, we can see that there are significant differences both in the
time and the task performance during searching for syntax versus logical errors. In the
case of LER (high ICL), the subjects spent more time and found fewer errors compared
to SER (low ICL). Furthermore, we found that students had a significantly higher FDA
and a significantly lower SAA in the LER task (high ICL) compared to the SER task
(low ICL), which suggests that these eye-based parameters are sensitive to ICL.

5 Conclusions

The outcomes of our study show that (1) FDA and SAA differed significantly in two
task conditions, and that (2) longer fixation and shorter saccades were associated with a
higher intrinsic cognitive load. The obtained findings suggest that these eye tracking
measures are sensitive to ICL and therefore are a promising indicator of ICL related to
the specific mental process of program analysis aimed at identifying logical and syntax
errors. However, it was a preliminary study and therefore has some limitation that
should be taken into consideration and addressed in future works. The aspects that need
to be taken into account include: (1) increasing the number of subjects and comparing
novice and expert results; (2) extending the scale of the subjective load assessment;
(3) entering code difficulty levels; (4) introducing redundancy to measure ECL;
(5) examining how ICL and ECL change in time intervals.

Table 1. Wilcoxon test and paired t-test for the dependent variables

Variable M
LER (high ICL) SER (low ICL) Z p

Difficulty rating 3.6 2.8 3.587 0.000
Accuracy (%) 23.4 37.4 3.250 0.001
Time (ms) 238091.6 146887.5 3.155 0.002
SAA (°) 4.5 4.7 2.027 0.043

t p

FDA (ms) 251.5 233.6 4.602 0.000
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Abstract. A key writing skill is the capability to clearly convey desired
meaning using available linguistic knowledge. Consequently, writers must select
from a large array of idioms, vocabulary terms that are semantically equivalent,
and discourse features that simultaneously reflect content and allow readers to
grasp meaning. In many cases, a simplified version of a text is needed to ensure
comprehension on the part of a targeted audience (e.g., second language
learners). To address this need, we propose an automated method to simplify
texts based on paraphrasing. Specifically, we explore the potential for a deep
learning model, previously used for machine translation, to learn a simplified
version of the English language within the context of short phrases. The best
model, based on an Universal Transformer architecture, achieved a BLEU score
of 66.01. We also evaluated this model’s capability to perform similar trans-
formation to texts that were simplified by human experts at different levels.

Keywords: Natural language processing � Text simplification � Paraphrasing �
Sequence-to-sequence model

1 Introduction

The process of simplifying texts affords better comprehension on the part of struggling
readers. Text simplification generally involves manipulation at the syntactic, lexical,
and discourse level. All simplified texts share the same goal: reducing a reader’s
cognitive load and increasing text comprehensibility on the part of the L2 reader [1, 2].
The basis for text simplification is the notion that if written content is accessible, then
beginning level readers, such as second language (L2) readers, can use the input to
better test and confirm language hypotheses [3]. In general, much of the language to
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which beginning level readers are exposed has been simplified to make it easier to
comprehend. For instance, most readings provided to L2 students contain less
sophisticated words, fewer rare words, greater syntactic complexity, and more explicit
cohesive devices such as connectives or lexical overlap between text segments [1, 2].
However, in almost all cases, a human has to manually simplify the text at the
grammatical, syntactic, morphological, or lexical levels [4].

The aim of this paper is to propose a novel method of automatically simplifying
texts using sequence-to-sequence Machine Learning models in order to paraphrase
certain expressions into easier to understand, equivalent forms. Such an approach has
strong potential to aid practitioners, teachers, and textbook writers to better meet the
needs of students with lower reading skills.

2 Method

2.1 Corpora

Three datasets were used in the simplification algorithm. First, phrases and paraphrases
were collected from the ParaPhrase DataBase (PPDB) [5], which consists of English
pairs of phrases and paraphrases, with their associated alignment and entailment
properties, with three types of paraphrases: lexical, phrasal and syntactic. For the
purpose of this project, the PPDB XXXL English pack was filtered such that only those
pairs of source-target phrases that correspond to equivalence entailments remained,
with the target text being chosen as the one to maximize the Dale-Chall readability
formula [6].

The second source of simplified data came from WordNet synonym sets. The
WordNet lexical database [7] contains synsets (i.e., sets of synonyms) which can be
used to generate synonym pairs by intersecting the synsets of various dictionary terms.
Using these, we supplemented our paraphrasing data with additional pairs of synonyms
to expand the number and range of potential rephrases. Age of acquisition
(AoA) scores were used for establishing a simplification criterion (i.e., we selected
which words in the synonym set were easier to understand based on AoA scores).

Another dataset integrated into the corpus consists of sentence aligned pairs
between the Simple English Wikipedia entries and their corresponding English
Wikipedia entries [8]. This corpus has been previously used for textual simplification
and presents a good diversity of simplified sentence pairs.

The three simplified paraphrase sources in our corpus have significant differences
when it comes to the scope and nature of the simplifications they provide, allowing for
more robust model development. Synonyms from Wordnet tend to be only one word
long, while PPDB typically has phrases of 6 to 8 words in length and the Simple
Wikipedia aligned dataset uses entire phrases.

2.2 Model Architectures

The Transformer we used [9] followed an encoder-decoder architecture. The inputs
consisted of sequences of word embeddings, which were then modified by adding a
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positional encoding that uniquely identifies each position in the text. The resulting
embeddings were processed by a multi-head attention layer that consists of a self-
attention distributed across a number of heads. Attention computes the compatibility
function of a query Q given a set of corresponding key-value pairs (K-V). These
relationships modeled by self-attention do not necessarily correspond to those typically
understood in natural language (e.g., syntactic structure, coreferences etc.), but are
rather some latent dependencies that arise from the text.

A variation of the Transformer is the Universal Transformer [10], an extension of
the original architecture that is Turing complete. The Universal Transformer uses for
recurrence either a separable convolutional or a neural network with a rectified linear
unit activation and two affine transformations [10].

3 Results

BLEU scores [11], one of the frequently employed metrics for machine translation,
were used to evaluate the models. BLEU scores range from 0 to 100, where 100
indicates that the translation is identical to the reference translation. The BLEU score is
usually formed as a geometric mean of the individual n-gram precision scores com-
bined with a brevity penalty, assigned so as to discourage shorter translations. In
addition to the deep learning models described previously, the BLEU scores for a
“Repeater” provide an estimate of the similarity between the normal and simplified
phrases. Both the evaluation and the model training were conducted using the ten-
sor2tensor library [12] (Table 1).

Transformer-based models attain BLEU scores that indicate good generalization,
with the Universal Transformer model presenting less overfitting. Simplification is only
performed on phrases instead of paragraphs or the whole text because the data present
in the corpus is, at most, limited to sentences. Table 2 presents examples of paraphrase
suggestions generated by the Transformer model.

Table 1. BLEU scores for the tested models.

Model name Train set Development set Test set

Repeater 59.72 (baseline) 60.24 (baseline) 60.24 (baseline)
Transformer 78.76 (+19.04) 64.92 (+4.68) 64.71 (+4.47)
Universal Transformer 69.99 (+10.27) 66.00 (+5.76) 66.01 (+5.77)
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As a post-hoc analysis, we used a corpus of 100 texts [4] which were each sim-
plified to three levels (advanced, intermediate, and elementary) to better assess the
performance of the model on real world texts. We measure the uncased BLEU score for
the Transformer model paraphrases generated on the advanced texts and compare them
to their intermediate and elementary forms. We also try various probability thresholds
which indicate the minimum joint probability of a candidate simplification. All eval-
uations are performed using the Transformer model. The results from Table 3 indicate
that the more alterations the model is allowed to make (lower thresholds), the worse it
performs. One reason for this may be the manner in which the human experts perform
alterations in these texts, such as the use of sentence fusion, phrase splitting, phrase
reordering. and the elimination of certain sequences of text wholesale. These alterations
are beyond the capabilities of what our model has been trained to perform, although
they provide insight into future directions for analysis.

4 Conclusions

In this paper, we analyzed the capabilities of modern Neural Machine Translation
models in the context of text simplification, via paraphrasing. By expanding on pre-
vious work done by Kauchak [8], we generate a text simplification dataset that includes
samples of varying scopes: synonyms, few word idioms, and entire phrases. We set up
our learning problem such that the models are trained to transform an English sequence
into another, equivalent, sequence with higher readability. We then train Machine

Table 2. Sample paraphrases generated for an input essay in ascending order of BLEU scores.

Phrase Reference
simplification

Paraphrase choices BLEU
score

In problems To the issues In trouble, Because of problems 30.32
Represents the only Was the sole Is the only, Are the only 38.00
Errors that The mistakes that Mistake that, Mistakes that 42.88
And a violation of A breach of the And a breach of, And the breach of 59.46
Still underway Still in progress In progress, Still running 60.65
Provision of access Give access For access, Terms of access 70.71
Relevant provisions
of the charter of

The provisions of
the charter of

Provisions of the charter of, of
provisions of the charter of

81.7

Table 3. BLEU scores for the Transformer model’s translations on the real-life testing corpus.

Threshold Intermediate Elementary

0.0 59.17 39.01
0.05 65.96 42.09
0.15 67.80 42.64
0.70 69.76 43.88
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Translation architectures consisting of encoder-decoder Neural Networks in order to
evaluate how well they can transduce text written in English into a simpler form.

Our results suggest that human modifications to the text diverge from those found
in the textual simplification corpora we used. The reference simplifications tended to
include stylistic and structural alterations, such as fusing or breaking up phrases,
eliminating portions of the text, and changing the structure of the document.

Our constructed dataset expands on those commonly used in text simplification and
we show that the neural models examined in this study are indeed capable of gener-
alizing on these data. A future avenue of research for this topic is the construction of a
dataset that is better aligned with the kind of alterations humans make during essay
simplification. This might require the addition of syntactic parsers, part of speech
taggers, and tools that can measure elements of text cohesion including vectors of
connectives and semantic representations across texts. This work and future endeavors
of this kind have strong potential to make crucial contributions to students’ capacity to
understand and learn from text - a concern of a broad range of practitioners and
researchers.

Acknowledgments. This work was supported by a grant of the Romanian National Authority
for Scientific Research and Innovation, CNCS – UEFISCDI, project number PN-III 54PCCDI ⁄
2018, INTELLIT – “Prezervarea și valorificarea patrimoniului literar românesc folosind soluții
digitale inteligente pentru extragerea și sistematizarea de cunoștințe”. This research was also
supported in part by the Institute of Education Sciences (R305A190063) and the Office of Naval
Research (N00014-17-1-2300 and N00014-19-1-2424). The opinions expressed are those of the
authors and do not represent views of the IES or ONR.

References

1. Crossley, S.A., McNamara, D.S.: Assessing L2 reading texts at the intermediate level: an
approximate replication of Crossley, Louwerse, McCarthy & McNamara (2007). Lang.
Teach. 41(3), 409–429 (2008)

2. Crossley, S.A., Louwerse, M.M., McCarthy, P.M., McNamara, D.S.: A linguistic analysis of
simplified and authentic texts. Modern Lang. J. 91(1), 15–30 (2007)

3. Hatch, E.M.: Second Language Acquisition: A Book of Readings. Newbury House Pub,
Rowley (1978)

4. Allen, D.: A study of the role of relative clauses in the simplification of news texts for
learners of English. System 37(4), 585–599 (2009)

5. Ganitkevitch, J., Van Durme, B., Callison-Burch, C.: PPDB: the paraphrase database. In:
Proceedings of the 2013 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies, pp. 758–764 (2013)

6. Chall, J.S., Dale, E.: Readability Revisited: The New Dale-Chall Readability Formula.
Brookline Books, Northampton (1995)

7. Miller, G.A.: WordNet: A lexical database for English. Commun. ACM 38(11), 39–41
(1995)

8. Kauchak, D.: Improving text simplification language modeling using unsimplified text data.
In: 51st Annual Meeting of the Association for Computational Linguistics, Vol. 1: Long
papers, pp. 1537–1546. ACl, Sofia, Bulgaria (2013)

Sequence-to-Sequence Models for Automated Text Simplification 35



9. Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., Jones, L., Gomez, A.N., Kaiser, Ł.,
Polosukhin, I.: Attention is all you need. 31st Conference on Neural Information Processing
Systems (NIPS 2017), Long Beach, CA, USA, pp. 5998–6008 (2017)

10. Dehghani, M., Gouws, S., Vinyals, O., Uszkoreit, J., Kaiser, Ł.: Universal Transformers.
arXiv preprint, arXiv:1807.03819 (2018)

11. Papineni, K., Roukos, S., Ward, T., Zhu, W.-J.: BLEU: a method for automatic evaluation of
machine translation. In: 40th Annual Meeting on Association for Computational Linguistics,
pp. 311–318. ACL, Philadelphia, PA, USA (2002)

12. Vaswani, A., Bengio, S., Brevdo, E., Chollet, F., Gomez, A.N., Gouws, S., Jones, L., Kaiser,
Ł., Kalchbrenner, N., Parmar, N.: Tensor2tensor for neural machine translation. arXiv
preprint, arXiv:1803.07416 (2018)

36 R.-M. Botarleanu et al.

http://arxiv.org/abs/1807.03819
http://arxiv.org/abs/1803.07416


The Potential for the Use of Deep Neural
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Abstract. This study attempts to use a deep neural network to assess the
acquisition of knowledge and skills by students. This module is intended to
shape a personalized learning path through the e-learning system. Assessing
student progress at each stage of learning in an individualized process is
extremely tedious and arduous. The only solution is to automate assessment
using Deep Learning methods. The obstacle is the relatively small amount of
data, in the form of available assessments, which is needed to train the neural
network. The specifity of each subject/course taught requires the preparation of a
separate neural network. The paper proposes a new method of data augmenta-
tion, Asynchronous Data Augmentation through Pre-Categorization (ADAPC),
which solves this problem. It has been shown that it is possible to train a very
effective deep neural network with the proposed method even for a small
amount of data.

Keywords: Deep Learning � e-learning � Deep neural networks � New data
augmentation method

1 Introduction

Deep Learning (DL) methods in teaching began to spread after 2010 [1–3]. In recent
years, a significant increase in the use of neural networks in teaching has been seen [4–
6], and also in the field of student evaluation automation [7–9]. Two areas that
automation applies to can be distinguished. The first relates to automated essay scoring
and the second to automatic short answer grading, automatically classifying student
responses as correct or not, based on a set of previous correct answers [10, 11].
Particularly interesting are attempts to use DL capabilities in the field of text analysis
[12, 13]. Methods based on the use of recurrent neural networks [14–16], including
bidirectional LTSM networks [5], dominate here.

The priority of modern education is to adapt the methods and pace of knowledge
and skills transfer to the individual predispositions of each individual student. Such a
strategy requires both the division of the entire learning process into small multi-variant
stages, and also the assessment of the level of mastery of knowledge and skills at the
end of each stage. It is possible to shape the course of the entire teaching process for
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each student separately by using assessment that is carried out in stages. Such multi-
variability of choice of further educational path is important – the choice of the type of
next stage from among several options available, based on the result of the previous
stage’s evaluation. The assessment of a particular stage should be derived from many
assessments that occur during various activities. These grades should be grouped under
specific validation areas, e.g. test grades, practical tasks, own work, project grades, etc.
The source of grades can be teachers or other students as part of group work, or it can
be a self-assessment. Assessments can also come from automatic validation systems –
automatic test evaluation, automatic text, image, speech, etc. The validation process in
this system concept is very tedious and extremely burdensome for the tutor leading a
given group of students – many rated persons, a very large number of stages, often very
limited contact with the assessed student, many grades from various sources. In such a
situation it is difficult to decide what final grade to make. It seems that in such a
situation it is optimal to use an automatic system based on a properly trained neural
network.

2 Comprehension and Data Preparation

This work presents the research stage of a broader program related to the development
of a platform for personalized education of students at the University. Its purpose is to
explore the possibility of creating a system for automatic validation of the teaching
stages of a selected subject using DL methods. It is assumed that a deep neural network
will be trained based on a small set of training data - student assessments.

The designed neural network should take into account the context defined by the
environment in which the evaluation will take place. The specificity of assessment
depends primarily on the structure and content transmitted in the educational process
and the type of competences acquired by the student. In other words it depends on the
subject being taught. Moreover, this condition will be determined by the specific cur-
riculum, the assumed teaching objectives and even by different ways of organizing
classes and the profile of the teaching staff. This means that in each specific case,
training the neural network should be adapted to the conditions presented above. This
leads to a significant reduction in the amount of training data available. In this case, it is
difficult to use existing methods of data augmentation [17–19]. One of the possibilities is
to use the properties of the student grade set, which was referred as data asynchronism.

Def. Asynchronous data - a set of data whose ranking (order) does not affect the
information contained in this set. In particular, asynchronous data does not form a time
series or sequence ordered in a different way in time or space.

From this definition, it follows that the set of feature values (grades) that determine
the state of the student’s knowledge and skills is a set of asynchronous data. The grades
determine level of students mastery, to a large extent, regardless of the order in which
they occur. Of course, this is some simplification resulting from the assumed model.
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Lemma. Let B be a discrete set of N features describing the state of a given object: B=
{c1, c2…….cN} and which can take a finite number of vij values (i - feature number, j -
number value). If all vi sets are asynchronous data sets, then each combination of
individual elements selected from each vi set reflects a certain state of the object.

It follows from the above that for asynchronous data relating to object feature
values, each combination of individual feature values can be an input vector of the
neural network classifying the object’s state. It should be clarified that individual
combinations correspond to the detailed states, while the sequences of values of the
attributes vi represent the generalized state. Thus, by presenting many detailed vectors
of the neural network, we are building a representation of the generalized state. The
number of input vectors for each dataset is the product of the number of elements in
each feature vi.

A group of 80 students was selected for the experiment, whose grades generated
training data for the neural network and a separate group of 40 students for the test set.
Assessments were collected as part of the subject of physics in computer science at the
University of Social Sciences in Lodz. Scores on a scale of 1 to 10 (0 means no rating)
were issued in 12 categories: 1. Ability to create written studies; 2. Ability to prepare
projects; 3. Level of solving theoretical sentences; 4. Ability to solve practical prob-
lems; 5. Ability to solve tests; 6. Substantive formulation of the oral answer; 7. Par-
ticipation in the discussion and substantive activity; 8. Participation in consultations; 9.
Own work; 10. Creativity; 11. Cooperation as part of group tasks; 12. Timeliness of
tasks. The output of the trained network (labels) were the final grades issued by the
tutor at the end of the semester (Table 1).

Preparation of training data (80 students) included the following stages:

1. Assembling of all combinations of grades from Cat_1 to Cat_12 (one grade from
each field) with the assignment of each combination of the same label, separately
for each student (Id)

2. Random shuffle of all combinations
3. Separation of the set into train_data and train_labels and standard preparation of

input data with normalization train_data.

560 688 training data were obtained using the procedure presented. At the stage of
selecting the network model and tuning, a set of 160,000 validation data was tem-
porarily separated from the training data. Test data were prepared on the basis of
assessments of a separate group of 40 students. Test vectors were built from an average
of individual categories rounded to the total value.

Table 1. Example of student assessments used to train the network.

Id Labels Cat_1 Cat_2 Cat_3 Cat_4 Cat_5 Cat_6 Cat_7 Cat_8 Cat_9 Cat_10 Cat_11 Cat_12

1 9 9, 8, 8 10, 8, 9 9, 9, 9 8, 8, 10 9, 8 9 7 5, 7 6, 8 9 9, 8 9, 9, 8

2 8 8, 9, 9 9, 6, 10, 7 8, 5, 10 7, 8, 8 9, 10 9 3 5, 8, 9 8, 7 0 6, 7 9, 10, 9

3 3 1, 2, 2, 4 3, 4, 2 2, 3 5, 4, 6 1, 9 2 1 1, 2 2, 1 2 1 5, 4, 3

4 4 7, 5, 5 5, 3 5, 4, 3, 6 7, 6 4, 6 4 4, 2 2, 4 3, 4 4 5 7, 8
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3 Experimental Results

Various models of neural networks and hyperparameter sets were considered in the
validation process. The optimal turned out to be the use of a fully connected neural
network with five dense layers. In layers 1 to 5, the ReLU activation function was used,
and Softmax used in the output layer. The output layer neurons correspond to trained
categories, which are final grades, expressed on a point scale from 0 to 10. The total
number of parameters (weights and biases) was 84,043, all trained. The errors were
computed based on categorical cross-entropy loss function and the Adam optimizer.
Optimal mini-batch size = 100 selected. During NN training, it was determined that
there was no need for regularization techniques. It is true that after 14 epochs, the effect
of overfitting appeared, but up to this point the model obtained a surprisingly high
training accuracy of 0.9982 (Fig. 1).

During testing, the results of prediction of the trained NN model were compared
with the assessments proposed by the tutors. Because the Softmax output layer creates a
probability distribution for individual categories (grades), the winning category is the
one with the highest probability value. Out of 40 evaluated in 33 cases, the predictors
were fully compatible with tutors’ assessments. In four cases, the value of the pre-
diction differed by one point from the tutor’s assessment, in two by 2 points and in one
by 4 points.

4 Conclusion

It has been shown that it is possible to use a deep neural network for extremely small
amounts of data if they meet the asynchronous condition, i.e. independence of the way
they are ordered. In this case, you can use a new method of data augmentation, which is
technically called Asynchronous Data Augmentation through Pre-Categorization
(ADAPC). Based on this method, you can train a medium-sized neural network that
effectively classifies student achievement in the relatively narrow area of one subject

Fig. 1. Accuracy and loss function values calculated on the training (Accuracy, Loss) and
validation (Val_Accurancy, Val_Loss) sets.
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(course) or module. This creates the possibility of quick and easy generation of artificial
structures for automatic validation of educational processes. It should be emphasized
that the ADAPC method can be used in many other areas in both classification and
regression issues, provided that the processed data has the asynchronous feature. The
model has been developed to meet the needs of a larger e-learning system as a link in
profiling the individual education path of university students.
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Abstract. Recent advancements in the field of deep learning for natural
language processing made it possible to use novel deep learning architec-
tures, such as the Transformer, for increasingly complex natural language
processing tasks. Combined with novel unsupervised pre-training tasks
such as masked language modeling, sentence ordering or next sentence
prediction, those natural language processing models became even more
accurate. In this work, we experiment with fine-tuning different pre-
trained Transformer based architectures. We train the newest and most
powerful, according to the glue benchmark, transformers on the SemEval-
2013 dataset. We also explore the impact of transfer learning a model
fine-tuned on the MNLI dataset to the SemEval-2013 dataset on gener-
alization and performance. We report up to 13% absolute improvement
in macro-average-F1 over state-of-the-art results. We show that models
trained with knowledge distillation are feasible for use in short answer
grading. Furthermore, we compare multilingual models on a machine-
translated version of the SemEval-2013 dataset.

Keywords: Self-attention · Transfer learning · Short answer grading

1 Introduction

Online tutoring platforms enable students to learn individually and indepen-
dently. To provide the users with individual feedback on their answers, the
answers have to be graded. In large tutoring platforms, there are an abundant
number of domains and questions. This makes building a general system for
short answer grading challenging, since domain-related knowledge is frequently
needed to evaluate an answer. Additionally, the increasing accuracy of short
answer grading systems makes it feasible to employ them in examinations. In
this scenario it is desirable to achieve the maximum possible accuracy, with a rel-
atively high computational budget, while in case of tutoring a less computational
intensive model is desirable to keep costs down and increase responsiveness. In
this work, we experiment with fine-tuning the most common transformer models
and explore the following questions:

c© Springer Nature Switzerland AG 2020
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Does the size of the Transformer matter for short answer grading? How well
do multilingual Transformers perform? How well do multilingual Transformers
generalize to another language? Are there better pre-training tasks for short
answer grading? Does knowledge distillation work for short answer grading?

The field of short answer grading can mainly be categorized into two classes of
approaches. The first ones represent the traditional approaches, based on hand-
crafted features [14,15] and the second ones are deep learning based approaches
[1,8,13,16,18,21]. One of the core constraints of short answer grading remained
the limited availability of labeled domain-relevant training data. This issue was
mitigated by transfer learning from models pre-trained using unsupervised pre-
training tasks, as shown by Sung et al. [21] outperforming previous approaches
by about twelve percent. In this study, we aim to extend upon the insights
provided by Sung et al. [21].

2 Experiments

We evaluate our proposed approach on the SemEval-2013 [5] dataset. The dataset
consists of questions, reference answers, student answers and three-way labels,
represenenting the correct, incorrect and contradictory class. We trans-
late it with the winning method from Wmt19 [2]. For further information see
Sung et al. [21]. We also perform transfer learning from a model previously
fine-tuned on the MNLI [22] dataset.1

For training and later comparison we utilize a variety of models, including
BERT [4], RoBERTa [11], AlBERT [10], XLM [9] and XLMRoBERTa [3]. We also
include distilled models of BERT and RoBERTa in the study [19]. Furthermore
we include a RoBERTa based model previously fine-tuned on the MNLI dataset.

For fine tuning we add a classification layer on top of every model. We use
the AdamW [12] optimizer, with a learning rate of 2e−5 and a linear learning
rate schedule with warm up. For large transformers we extend the number of
epochs to 24, but we also observe notable results with 12 epochs or less. We train
using a single NVIDIA 2080ti GPU (11GB) with a batch size of 16, utilizing
gradient accumulation. Larger batches did not seem to improve the results. To
fit large transformers into the GPU memory we use a combination of gradient
accumulation and mixed precision with 16 bit floating point numbers, provided
by NVIDIAs apex library2. We implement our experiments using huggingfaces
transformer library [23]. We will release our training code on GitHub3. To ensure
comparability, all of the presented models where trained with the same code,
setup and hyper parameters (Table 1).

3 Results and Analysis

Does the size of the Transformer matter for short answer grading?
Large models demonstrate a significant improvement compared to Base models.
1 https://www.nyu.edu/projects/bowman/multinli/.
2 https://github.com/NVIDIA/apex.
3 https://github.com/28Smiles/SAS-AIED2020.
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The improvement arises most likely due to the increased capacity of the model, as
more parameters allow the model to retain more information of the pre-training
data.

How well do multilingual Transformers perform? The XLM [9] based
models do not perform well in this study. The RoBERTa based models (XLM-
RoBERTa) seem to generalize better than their predecessors. XLMRoBERTa
performs similarly to the base RoBERTa model, falling behind in the unseen
questions and unseen domains category. Subsequent investigations could include
fine-tuning the large variant on MNLI and SciEntsBank. Due to GPU memory
constraints, we were not capable to train the large variant of this model.

How well do multilingual Transformers generalize to another lan-
guage? The models with multilingual pre-training show stronger generalization
across languages than their English counterparts. We are able to observe that the
score of the multilingual model increases across languages it was never fine-tuned
on, while the monolingual model does not generalize.

Are there better pre-training tasks for short answer grading? Transfer
learning a model from MNLI yields a significant improvement over the same
version of the model not fine-tuned on MNLI. It improves the models ability to
generalise to a separate domain. The models capabilities on the german version
of the dataset are also increased, despite the usage of a monolingual model. The
reason for this behavior should be further investigated.

Does knowledge distillation work for short answer grading? The usage
of models pre-trained with knowledge distillation yields a slightly lower score.
However, since the model is 40% smaller, a maximum decrease in performance
of about 2% to the previous state of the art may be acceptable for scenarios
where computational resources are limited.

4 Conclusion and Future Work

In this paper we demonstrate that large Transformer-based pre-trained models
achieve state of the art results in short answer grading. We were able to show that
models trained on the MNLI dataset are capable of transferring knowledge to the
task of short answer grading. Moreover, we were able to increase a models overall
score, by training it on multiple languages. We show that the skills developed
by a model trained on MNLI improve generalization across languages. It is also
shown, that cross lingual training improves scores on SemEval2013. We show that
knowledge distillation allows for good performance, while keeping computational
costs low. This is crucial in evaluating answers from many users, like in online
tutoring platforms.

Future research should investigate the impact of context on the classification.
Including the question or its source may help the model grade answers, which
were not considered during the reference answer creation.
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Abstract. Personalized recommendation as a practical approach to
overcoming information overloading has been widely used in e-learning.
Based on learners individual knowledge level, we propose a new model
that can predict learners needs for recommendation using dynamic
graph-based knowledge tracing. By applying the Gated Recurrent Unit
(GRU) and the Attention model, this approach designs a dynamic graph
over different time steps. Through learning feature information and
topology representation of nodes/learners, this model can predict with
high accuracy of 80,63% learners with low knowledge acquisition and
prepare them for further recommendation.

Keywords: Node classification · Dynamic graph · Knowledge
tracing · Recommendation · Gated Recurrent Unit (GRU)

1 Introduction

The personalized recommendation has been widely used in e-learning systems;
It has been a practical approach to overcome information overloading by helping
learners for better course selection [3,8]. However, the development of recommen-
dation system must not only consider the capability of delivering the suitable
learning material to the learner anytime, but also how to actively distinguish
learners who need a recommendation at that time based on their past perfor-
mance.

Knowledge tracing, on the other hand, is the process of modelling student
knowledge over time to predict how learners will perform on future interactions
accurately [5]. Knowledge tracing can identify suitable learners for a potential
recommendation based on their knowledge level, thus providing more effective
learning. It can be helpful for both learners and tutors, as predicting recommen-
dation need in the right time can highly decrease drop out rate and increase
learners engagement.
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Recently, deep learning [2] and graph theory [11] are becoming two actives
areas in e-learning. Previous work tries to predict student proficiency by mod-
elling knowledge concepts into nodes using a deep graph neural network [9].
Although the efficiency of this approach, it focuses on knowledge concepts more
than the learner. Also, this approach is not entirely taking into consideration the
dynamic structure of the graph, which reflects the knowledge acquisition change
over time steps.

In our paper, Based on [12], we propose a time-series node classification in
a dynamic graph-based knowledge tracing approach. By modelling learners into
nodes, we group learners in graphs based on a particular knowledge concept
introduced by the tutor. Both nodes and graph topology are transforming over
time, matching the knowledge tracing of learners. Through Gated Recurrent Unit
(GRU) network [4] and the Attention Neural Network (ANN) [7], we propose to
learn feature representation by aggregating the learner (presented by node) and
its neighbours, then extract the network topology information at each different
time step. The generated dependent temporal information will provide adequate
information about the actual need for a future recommendation in the chosen
knowledge concept for every individual learner presented in the graph.

2 Proposed Approach

Problem Definition: The problem we consider in this paper is supervised
node classification. We suppose that the coursework is structured as G =
(ζ1, ζ2, ..., ζT ) where T is the number of time steps. ζt = (V,At,Xt, C) is the
graph at time step t, where ζt denote a graph with nodes set V . Let N = |V |
denote the number of learners/nodes in our graph. Those nodes share a knowl-
edge concept C as a dependency relationship, where C = {C1, C2, ..., Cm}
presents a knowledge concept where m is the number of existing knowledge
concepts. Let At ∈ RN×N be the adjacency matrix describing nodes connections
where Aij = 1 shows a shared knowledge concept C at time t between nodes
i and j. A missing connection is signified by Aij = 0. Xt ∈ RN×f is the node
attribute matrix where f is the dimension of the attribute features (the num-
ber of features/information presenting each learner). Both At and Xt change at
different time steps, while V and C are fixed for all time steps.

Dynamic Graph Based Knowledge Tracing: As shown in the Fig. 1, first,
the tutor chose an available knowledge concept. The knowledge tracing dataset
is transformed into a dynamic graph that changes over time steps, where each
node represents a learner with attribute features extracted and aggregated from
his previous knowledge. All learners in the generated graphs share the same
knowledge concept already chosen by the tutor. The idea behind node classifi-
cation in a dynamic graph is to integrate both network structure information
and node attribute information, using two connected GRU [12], an attribute
GRU (A-GRU) and a topology GRU (T-GRU). First, attention neural network
capture relevant node information and then aggregate important neighbours of
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Fig. 1. The global architecture and workflow of the approach

a node. We use this neighbour representation along with node features vector
of the previous state at each time step resulting in the new GRU state vector
hA
t ∈ Rdh that represents the A-GRU, where dh is the state vector size. As for

the T-GRU, it considers the topology context vectors of a node/learner at dif-
ferent time steps, resulting in the GRU state vector hT

t ∈ Rdh . Both T-GRU and
A-GRU share the same calculation process of a standard GRU [1]. The attribute-
topology attention determines the importance of attribute and topology at each
time step; It receives the state vectors hT

t and hA
t and resolves respectively the

attention values βA
t and βT

t . Therefore, the final state vector at time step t

is: ht = [(βT
t × hT

t )
� ⊕ (βA

t × hA
t )

�]� ∈ R2dh . Moreover, temporal attention is
added to detect the temporal influence in graph structure over multiple time
step. The main objective of the temporal self-attentional layer is to capture the
temporal variations in graph structure over multiple time steps. The attention
model receives the state ht and outputs the attention value αt for each state.
Using multiple-head self-attention [10], The final vector representation for the
node is α×H ∈ R2dh , where H = [h1...ht] represents the concatenation of all ht

and α ∈ RT is the attention value of all different time steps. Finally, we used the
cross-entropy loss and the Softmax function to estimate the node labels. Only
the nodes that represent learners with low knowledge acquisition over time steps
on the chosen knowledge concepts will be input to the recommendation system,
alongside with learning objects matching that knowledge concept.

3 Experiment

3.1 Dataset

In order to evaluate our proposed approach, we adopt the dataset drawn from the
ASSISTments learning platform1 [6]. We reorganized the dataset by extracting

1 https://sites.google.com/site/assistmentsdata/home/2012-13-school-data-with-
affect.

https://sites.google.com/site/assistmentsdata/home/2012-13-school-data-with-affect
https://sites.google.com/site/assistmentsdata/home/2012-13-school-data-with-affect
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and aggregating relevant features and then labelling it. We chose eight differ-
ent features to represent the learner (time spent, number of correct answers, the
hints count, the attempts count, frustration score, boredom score, confusion score
and concentration score). Each learner is labelled with a binary value indicating
whether the learner has low knowledge acquisition and needs a recommenda-
tion. The data was coded by two experts with a good inter-rater agreement.
With the new labelled data, we took the example of «Addition and Subtraction
Integers» as knowledge concept (the labelled data shows a 42% of learners that
have problems and need a recommendation); Then we created a dynamic graph
based on the chosen knowledge concept as explained in Table 1. This graph links
all learners that pass an assignment with the knowledge concept «Addition and
Subtraction Integers» over different time steps. The dataset alongside the gen-
erated graph is publicly available2. It is important to note that this experiment
was conducted in Google Colab3 with P100-PCIE-16GB GPU and 25GB RAM
support settings.

Table 1. Reports on the graph data for the considered concept.

Knowledge concept Assignments Nodes Features Time steps Labels

Addition and subtraction
integers

151061 10732 8 10 2

3.2 Results and Discussion

The results are presented in Table 2. After several experiences, we notice that our
model achieves the best performance under those parameters: batch size = 2048,
learning rate = 0.001, number of epochs = 30, the state vector size dh = 12. Our
model combines the importance of chosen features that represent each learner
of the graph, alongside with graph topology that represents the link between
learners with the same knowledge concept. Using a dynamic representation of the
graph over time steps, this approach will model better the learning acquisition of
learners comparing to any static method that relies only on a static snapshot of
the graph. The high accuracy also proves the effectiveness of the user attention
model. In other words, this model can predict with high accuracy the need for
a recommendation for each learner, which will highly decrease the dropout rate.

Table 2. Experiment results.

Knowledge concept Accuracy F1 score AUC

Addition and subtraction integers 0,8063 0,8063 0,8342

2 https://github.com/Abdessamad139/Predict-recommendation-need/.
3 https://colab.research.google.com.

https://github.com/Abdessamad139/Predict-recommendation-need/
https://colab.research.google.com
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Additionally, this approach will also facilitate building an adaptive system for
learners with a low acquisition.

4 Conclusion and Future Work

In this work, we exploit the use of node classification in a dynamic graph-based
knowledge tracing approach to predict the needs for a recommendation for learn-
ers, using mainly the GRU and the Attention models. The experimental results
have demonstrated the efficiency of the proposed approach. Future works will
focus on building a framework matching the chosen learners for recommendation
with suitable learning objects.
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Abstract. The use of Massive Open Online Courses (MOOCs) is rapidly
increasing due to the convenience and ease that provide to learners. How-
ever, MOOCs suffer from high drop out rate owing mostly to the confu-
sion and frustration going with the learning process. Based on MOOCs
discussion forums, this paper aims to explore different levels of confusion
in specific concept using prerequisite based ontology for extracting rele-
vant posts, and Bidirectional Encoder Representations from Transform-
ers (BERT) classification algorithm to describe the degree of confusion
for each post. The analysis of discussion posts from Stanford University
dataset affirms the effectiveness of our model. BERT achieve good classi-
fication accuracy; this will help in early drop out detection and also facil-
itate future support for learners in confusion state.

Keywords: Massive Open Online Courses (MOOCs) · Confusion ·
Text classification · Prerequisite based ontology · BERT classification
algorithm

1 Introduction

Over the few past years, Massive Open Online Courses (MOOCs) have witnessed
a significant evolution in the academic and industrial community. MOOCs give
more flexibility and convenience in taking the course through many helpful learn-
ing experiences to students, such as video lectures, assignments, exams. It also
provides the opportunity to connect and collaborate with others through discus-
sion forums. Despite this great success, MOOCs still suffer from a high drop out
rate [7]. Although many causes exist for this problem, students’ confusion and
frustration are one of the main reason behind it. Confusion can be defined as
a blockage or dilemmas where the learner is uncertain how to proceed with the
learning process. In MOOCs, there are several ways for learners to express confu-
sion through retaking assessment or rewatching/slowing down videos. However,
in most cases, learners tend more to reveal their confusion via online discussion
forums through questions and posts, where each learner can express clearly his
struggles in more details [2,11].
c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 54–58, 2020.
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Due to the absence of physical access to tutors, it is harder to early detect
learners confusion about a particular concept or learning materials. On the other
hand, Deep learning [5] and natural language processing (NLP) [9] are two artifi-
cial intelligence subfields used widely in e-learning. They aim to analyse learners
posted messages and predict their different behaviours. Bidirectional Encoder
Representations from Transformers (BERT) algorithm, is a new technique that
reveals a very high performance over previous NLP techniques [1]. Published by
Jacob Devlin in 2018 [6], BERT is based on attention mechanism that learns
contextual relations between words in the text [10].

Our work aims to explore different levels of confusion in MOOCs discus-
sion forums based on predetermined knowledge concept. We used ontologies to
extract related terms to the chosen concept, then classify the selected messages
using BERT classification algorithm. This method will help to identify the overall
confusion level at each step of the learning process. It can also help distinguish
learners with learning difficulties, then prepare them for a future process to
increase their learning engagement and prevent drop out.

2 Proposed Approach

The overview of our proposed model is displayed in Fig. 1. Our approach is
mainly composed of two principal subsystems: a prerequisite based ontology
and a text classification using the BERT algorithm. First, at every end of the
coursework, an intelligent tutor introduces the knowledge concept that should be
acquired at this level of the learning process. The concepts generally do not exist
alone; some concepts are the prerequisites of other concepts; Thus, for a student
to master a chosen concept, he should usually master its prerequisites. Therefore,
Based on OWL prerequisites ontology [3], we extract all the prerequisites of
the introduced concept. The use of ontologies provides a useful tool for the
representation of concepts, performance and relationships more adequately. After
extracting all related prerequisites concepts, we filter by those concepts/terms
all the messages posted in the discussion forums of MOOCs in this period. In
this way, we only get posts related to the concept in question, alongside posts
with the prerequisite concepts. This method will help to classify the confusion
level based on only the chosen concept.

Before performing text classification, text pre-processing is a crucial step.
Pre-processing transforms text into a more straightforward form for better per-
formance for classification algorithms. We first perform noise removal and text
cleaning (removing special characters, digits, lowercasing, . . .) then we proceed
with normalization which includes transforming the text into a consistent form
through two main techniques stemming and lemmatization [4].

The final step consists of BERT classification algorithm; BERT is a deep
learning algorithm given state-of-the-art results on multiple natural language
processing tasks. BERT is based on multi-layer bidirectional Transformer
encoder, and multi-head attention network. It is published by Google, and it
is trained based on the corpus of 3.3 billion texts. The model is able to learn the
context of a word based on all its neighbourhood.
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Fig. 1. Proposed approach workflow

BERT’s attention model between encoder and decoder is crucial, and it is
a function that maps the input (a query q and a key-value pairs k and v) to
output as presented in Eq. 1:

Atten(q,K, V ) =
∑

i

eq.ki

∑
j eq.kj

vi (1)

Based on contextual features within sentences and sequential features within
the surrounding ones, we use the BERT classification algorithm to classify the
selected messages into three different levels: confused, unconfused and neutral.

3 Experiment Settings

In our experiment, we used the Stanford MOOCPosts dataset that contains 29
604 learner forum posts from eleven Stanford university public online classes
[2]. Those courses were chosen equally from three different domains: medicine,
humanities/sciences and education. Each post was coded by three different inde-
pendent coders. Each post in the MOOC Posts dataset was scored across six dif-
ferent dimensions, including the confusion. In the confusion dimension, coders
ranked the confusion of the post on a scale of 1 to 7.A score of 1 means the post
writer is not confused, while 7 means he is perplexed. We re-score the posts to
limit confusion in three degrees, in the manner that posts with label inferior to
3.5 have the new label of 0 (unconfused). Posts with a label of 4 get the new
label 1 (neutral), and the messages with score superior to 4.5 will be assigned
the label 2 (confused).

As for the prerequisite based Ontology, we opt for the OWL (Ontology Web
Language) which is a layer used below RDF (Resource Description Framework)
to express logical constraints governing RDF triplets. We use this language to
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build our ontology, which is mainly used to build our vocabulary. By vocabulary,
we mean the set of prerequisites concepts, their relationships that are formally
expressed. As for the querying of data, it is done through a specific query lan-
guage called SPARQL. We Use Python programming language for filtering posts
by the resulting prerequisite concepts and Natural Language Toolkit (NLTK)
library for messages pre-processing. Therefore, the final resulting corpus is input
to Bert algorithm.

We use the BERT-Base pre-trained model, which has 12 layers, 768 hidden
states, 12 heads and 110M parameters. The batch size is set to 30. We use Adam-
optimizer [8] as a learning rate optimization algorithm with hyper-parameters
set to β1 = β2 = 0, 9.

4 Results and Evaluation

In our experiment, we took the example of «Statistic in medicine» as a
chosen concept. The OWL ontology generates 14 different prerequisites con-
cepts/terms: «probability», «median», «frequency», «mean», «function», «stan-
dard deviation». . .. From the 29 604 posts, only 7203 contain the chosen concept
and its prerequisites. After pre-processing, then BERT classification algorithm,
we achieve 68,16% accuracy score, which is very high for this small corpus. The
obtained result show significant performance, the combination of OWL prerequi-
site based ontology with text classification help the system to build a model that
can predict the overall confusion score around a given concept on each course
session. Also, this model helps us distinguish individual learners with high con-
fusion rates. This will aid taking precaution to early preventing losing learners
motivation and engagement; Since learners with much higher confusion are more
likely to drop out the learning process.

5 Conclusion

In this paper, we explore the combination of OWL ontology with BERT clas-
sification algorithm on Mooc forum posts to analyse learners’ confusion level
through posted messages. This method shows high efficiency. It will provide
practical guidance for improving student engagement and early preventing their
drop out.

In future work, we will build a vector presenting different confused behaviour
of learners during his learning process. This vector will be based mainly on the
number of confused, unconfused and neutral messages produced by each learner.
Also, in order to better evaluate our approach, We aim to process answers from
directed questions such as interviews and questionnaires. Those methods of data
collection might also be applicable to classify confusion.
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Abstract. In the domain of moral education, students’ need deficiency
refers to the unsatisfied need that would result in problem behaviors.
Timely and accurate identification of students’ need deficiency is crucial
to moral education and the students themselves. Previous psychology
research focusing on distinct factors only provides scattered guidelines
to identify such need deficiencies and meanwhile few teachers and parents
have the related expertise, which makes the identification task difficult to
accomplish. To address these issues, we develop a task-oriented dialogue
system to help teachers and parents identify students’ need deficiency
through multi-turn dialogues. Specifically, relevant factors of need defi-
ciency are summarized based on psychology theories, which provides a
theoretical foundation for the newly proposed system. In addition, rein-
forcement learning methodology is adopted to learn dialogue policy to
serve the designed dialogue system. Experimental results demonstrate
that the developed dialogue system achieves its design objectives.

Keywords: Need deficiency · Problem behavior · Dialogue system

1 Introduction

In the moral education domain, students’ need deficiency referring to the unsatis-
fied need is what drives students’ problem behavior like playing truant and fight-
ing in school [3,8]. In this work, based on Maslow’s Hierarchy of Need [8], need
deficiency is divided into five specific types: physiological needs, safety needs,
belongingness and love needs, esteem needs, and cognition needs. Timely and
accurate identification of students’ need deficiency is crucial for reducing and
modifying students’ problem behavior. Past literature has demonstrated that
effective moral education can promote behavioral advancement [5]. Targeting on
this problem, extensive research has been conducted to analyze different factors
of problem behavior and need deficiency. For instance, researchers found that
uninvolved parenting style would lead to a higher probability of externalizing
problems [11], and boys are more likely to perform aggressive behaviors [6]. These
findings are informative for need deficiency identification, but too scattered to be
employed systematically by teachers and parents without the expertise. There-
fore, the education domain needs a system that not only encompasses relevant
c© Springer Nature Switzerland AG 2020
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psychology theories, but is also easy to use without the requirement of mastery
on those theories.

With advancement in artificial intelligence, task-oriented dialogue system,
aiming to complete a specific task through natural language interaction, has been
applied to different fields, such as ticket booking [7], restaurant searching [13],
disease diagnosis [12], moral education [10]. Adoption of dialogue system can
significantly improve the service efficiency and accessibility in these domains.
Hence, we are inspired to develop a task-oriented dialogue system for need defi-
ciency identification, which presents three main advantages. Firstly, the dialogue
system is designed according to psychology research findings, which guarantees
the identification consistent with relevant theories. Secondly, unlike supervised
classification model that requires information of each student’s all aspects to
make inference, the dialogue system depends on necessary information only and
acquires them adaptively, which significantly reduces service cost but improves
service applicability. Thirdly, the natural language based interaction makes dia-
logue system easy to use without mastering psychology theories necessarily. Note
that the dialogue system is mainly designed as an assistant tool for giving profes-
sional suggestions on students’ need deficiency behind problem behavior rather
than directly providing the complete solution. We next explain the proposed
dialogue system in detail.

2 Task-Oriented Dialogue System

As shown in Fig. 1, the proposed dialogue system consists of four main modules:
Natural Language Understanding (NLU), Dialogue State Tracking (DST), Policy
Learning (PL) and Natural Language Generation (NLG) [2]. The NLU module
interprets user’s input to identify the intention and the semantic slots. For exam-
ple, user input “The student is boy.” is interpreted as “inform(gender=boy)”.
With the output of NLU, the DST module updates the dialogue state which rep-
resents students’ information. Based on dialogue state, the PL module decides
next system action. Action can be like “inform(deficiency=belongingness and
love needs)” to inform the need deficiency or “request(parenting style)” to
inquiry more information. Subsequently, NLG composes a response based on
system action using natural language. For instance, “request(parenting style)”
generates output as “Do you know which kind of parenting style his family per-
form?”. Through multi-turn dialogue, this system can acquire necessary infor-
mation of a student and automatically infer need deficiency behind his problem
behavior.

There are two main challenges in developing this dialogue system. One is how
to properly define the semantic slots of need deficiency identification because
they are the basis for dialogue state and system action design. The other is how
to properly design the dialogue policy because it controls how to collect neces-
sary information and infer the need deficiency. To solve these problems, we first
summarize the main factors related to need deficiency identification based on
previous psychology research findings. Specifically, based on Teacher’s Report
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Fig. 1. Architecture of proposed dialogue system.

Form [1] and Problem Behavior Theory [4], we classify the relevant factors into
three categories: problem behavior, internal individual characteristic and exter-
nal environmental characteristic, which provides a foundation to define semantic
slots and build the dialogue system. Secondly, we adopt reinforcement learning
methodology, specifically deep Q-learning network (DQN) model [9], to learn
dialogue policy so that the dialogue system can automatically request essen-
tial information from user to identify students’ need deficiency. Meanwhile, to
learn the dialogue policy, a user simulator is developed to emulate user based
on real-life cases collected from an online platform. We next explain the DQN
in detail.

By defining the state st as specific factors of problem behavior, internal
individual characteristic and external environmental characteristic, the action
at as request and inform, the reward rt as system’s immediate reward obtained
at state st after taking the action at, the DQN model aims to find optimal
Q-value Q∗(st, at; θ):

Q∗(st, at; θ) = Est+1 [rt + γ max
at+1

[Q∗(st+1, at+1; θ)]|st, at], (1)

where t and t+1 denote current step and next step respectively, γ ∈ [0, 1] denotes
the discount factor and θ denotes model parameters. The optimal policy π∗(st)
is defined as the actions generating the optimal Q-values at different states.

To learn model parameter θ, the ε-greedy learning strategy is employed to bal-
ance the trade-off between exploration and exploitation in reinforcement learn-
ing. In addition, the two techniques of experience replay and periodic parameter
updating are also employed to train the model [9] through optimizing the loss
function:

L(θ) = Est,at
[(y − Q(st, at; θ))2], (2)

where y = rt + γ maxat+1 Q(st+1, at+1; θ−) denotes the target optimal Q-value,
and is computed by summing the current reward rt and the optimal Q-value of
subsequent step based on the target network θ−.
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Fig. 2. System performance of different sized training data.

3 Evaluation

Dataset. We obtain the data used to identify need deficiency from the real-
life cases posted on an online moral education platform. In total, 689 cases are
collected and converted into structured format in accordance with the defined
moral education framework. Specifically, each case is manually annotated by two
experts, and the Kappa value between these two annotations is 0.83. To ensure
the data quality, cases with less information are excluded, thus create a dataset
consisting of 628 cases to build the dialogue system.

Evaluation Result. In order to check the system performance of different sized
training data, the experiments are conducted with 50%, 60%, 70%, 80%, 90%
of data for training and the rest for testing. The results are presented at Fig. 2,
where success denotes the success rate, reward denotes the average reward, and
turns denotes the average turns. We have several significant findings from observ-
ing the result: Firstly, the dialogue system can achieve success rate between 0.4
and 0.44 for different-sized training data, showing the effectiveness of our sys-
tem on identifying need deficiency. Secondly, the dialogue system returns result
within just 11 turns on average, which means it has successfully recognized the
essential factors to request and infer the need deficiency.

4 Conclusion

In this work, we designed and implemented a task-oriented dialogue system for
identification of need deficiency in moral education. Based on factors summarized
based on psychology theories, the DQN model of reinforcement learning was
adopted to learn optimal dialogue policy. Experimental results demonstrated
that the dialogue system can achieve success rate around 0.44 with only 11
dialogue turns on average.
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Abstract. While the affordance of a project-based and instructor-facilitated
curriculum is a strength of makerspaces, they can be challenging learning
environments for many students. This paper recognizes the need for instructors
to personalize their approach in supporting students’ needs. While there are
opportunities to create automated systems to help instructors personalize their
interventions, much care must be taken to prevent the introduction of unintended
outcomes. In this study, we designed a weekly personalized intervention cycle
based on students’ self-reports. The effect of such personalized intervention was
then evaluated using a repeated measure ANOVA. Findings suggest that stu-
dents receiving personalized interventions were more time efficient in mak-
erspaces and on assignments. Additionally, they reported a lower level of
frustration. Students with personalized intervention, however, expressed a lower
sense of community. This suggests that while additional data provided to
instructors can support personalized assistance, a more nuanced approach may
be needed to avoid unintended consequences.

Keywords: Personalized intervention � Makerspaces � Instructional support

1 Introduction

The dynamic nature of makerspaces can present challenges for instructors. In partic-
ular, students enter makerspaces from diverse backgrounds. This includes different
levels of prior expertise, learning attitudes and working styles. Catering to students’
learning needs is an almost impossible task without a good understanding of their
individual backgrounds. The use of technology can support instructors in this area by
aggregating relevant student information for the instructors to act on. However, cau-
tionary tales from recent debates on algorithmic bias suggest that much consideration
ought to be undertaken before committing to the design of a fully automated system for
personalization. Therefore, the goal of this work is to conduct preliminary investiga-
tions into the design of a personalized intervention cycle to derive a more nuanced
understanding of the effects of automated personalization.
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2 Literature Review

A close examination of the benefits of makerspaces by Clapp et al. [1] indicates that the
benefits of makerspaces lie in the development of students’ “maker’s mindset”, which
includes the development of a sense of agency and community spirit. The authors argue
that, beyond the immediate transfer of technical skills, makerspaces imbue students
with social-emotional skills and the ability to work in cross-disciplinary teams.

However, there are barriers to student learning in makerspaces [2]. For instance,
students with little technical background might find entering the space to be daunting or
encounter much difficulty when troubleshooting their projects. To complicate matters
even further, diverse populations enter makerspaces with different levels of prior
experience and expertise, abilities to seek help, and attitudes towards learning [3, 4].
This leads to an impossibility of a one-size-fits-all approach in teaching instruction.
When facilitators provide personalized support, students not only overcome their dif-
ficulties more easily, but they also feel a greater sense of empowerment, which is
critical for students who find makerspaces intimidating [5].

Despite the purported benefits of personalized instruction and maker-centered
learning on a diverse population of students, we lack research-based guidelines for
implementing this kind of instruction [2]. Thus, this research aims to derive a more
nuanced understanding of personalization before the implementation of an automated
personalization system.

3 Overview

3.1 Course Overview

Students in the digital fabrication course learn about digital fabrication tools like the
use of basic electronics, microcontrollers, and laser cutters. In total, 24 graduate level
students participated in this research study. The course is conducted at a makerspace
located on the campus of a university in the northeastern United States.

3.2 Research Questions

Through conducting this study, we sought to understand the effect of personalized
interventions on a student’s learning experience as well as their maker’s mindset.
A student’s learning experience encompasses a self-reflection of the student’s mood,
technical ability, and connection to others in the space. The maker’s mindset includes a
sense of agency and community [1]. Thus, our research questions are as follows:

1. What is the effect of personalized interventions on student learning experience?
2. What is the effect of personalized interventions on students’ maker mindset?

The Double-Edged Sword of Automating Personalized Interventions 65



4 Methods

We conducted a study in which a teaching team consisting of two co-instructors, two
teaching assistants, and a lab manager were provided with information about 24 dif-
ferent students’ individualized learning profiles. The effect of personalized interven-
tions was studied by differentiating the information provided in these learning profiles.
For students not receiving personalized interventions, their learning profiles included
minimal information and simply stated the learning challenges encountered by each
student. On the other hand, for students receiving personalized interventions, their
profiles included specific interventions related to their learning challenges, as well as an
overview of the students’ individual learning progress. The suggested interventions
were manually selected from an “intervention database” that contains suggestions from
32 makerspace facilitators and the overview of students’ learning progress was auto-
matically created using data collected from weekly and monthly student surveys. This
formed the basis of our semi-automated approach. To determine the effect of person-
alization on students, we conducted a one-way ANOVA with repeated measures on the
standardized survey scores.

5 Results

5.1 RQ 1 - Personalization Leads to Student Time Efficiency and Less
Frustration in Learning

Table 1 shows the results for the dimensions of the student learning experience cap-
tured from weekly surveys that has statistically significant results between groups of
students with and without personalized intervention. Based on the statistical analysis,
we find that with personalized intervention, students spent significantly less time within
the makerspace and on assignments. Students who received personalized intervention
were also, on average, less frustrated than their peers.

5.2 RQ 2 - Personalization Leads to Unexpected Lowering
of Community Spirit

The last research question looks at the effect of personalized interventions on students’
maker mindset. The results of the statistical analysis indicate that personalized inter-
ventions had no statistically significant impact on students’ sense of agency, but they

Table 1. Effect of personalized intervention on student learning experience

Dimension of
learning
experience

One-way ANOVA with
repeated measures (n = 24)

Personalized
intervention
(n = 12)

General
feedback
(n = 12)

Assignment time F(2, 41) = 8.01, p < 0.01 −0.16 s.d. 0.06 s.d.
Makerspace time F(2, 41) = 5.44, p < 0.05 −0.16 s.d. 0.05 s.d.
Frustration F(2, 41) = 6.34, p < 0.05 −0.10 s.d. 0.15 s.d.
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affected students’ sense of community spirit. The negative score for students receiving
personalized intervention shows that, on average, students with personalized inter-
ventions had a lower sense of community spirit (Table 2).

6 Discussion

We found that students spent less time in the makerspace and on their assignments after
receiving personalized intervention. One possible explanation is that their learning
challenges were addressed adequately by the instructors. As a result, they became more
time efficient in completing their coursework. Becoming more time efficient may also
explain why students with personalized intervention felt less frustrated as compared to
their peers. This result suggests that the benefits of personalization goes beyond the
cognitive aspects of helping students and might provide emotional relief as well.

The result that students with personalized intervention felt a lower sense of com-
munity spirit was unexpected. One interpretation is that when students become more
time efficient as a result of personalization, they spend less time in the makerspace
socializing with peers to troubleshoot their problems. While this result is unexpected, it
gives warning that a more nuanced approach in personalization may be needed to avoid
unintended consequences. This is an important concern, since communities building
and sharing with peers is integral to developing a student’s maker’s mindset.

7 Conclusion

Our research showed that personalization is a feasible endeavor in makerspaces. The
use of surveys, an intervention database, and a student profile allowed us to create a
semi-automated system of personalization to augment instructor decision making.
While we considered aspects of learning beyond just students’ technical skills, our
efforts to personalize concluded in students that were more time efficient and less
frustrated, but less connected to their communities. This prompts additional questions
on how personalization and automation can be further nuanced to achieve different
learning objectives, and our research serves as the beginning foundation for heading in
this direction.

Table 2. Effect of personalized intervention on maker’s mindset

Maker’s mindset One-way ANOVA with
repeated measures (n = 24)

Personalized
intervention (n = 12)

General
feedback (n = 12)

Agency F(2, 41) = 0.60, p = 0.4438 – –

Community spirit F(2, 41) = 6.87, p < 0.05 −0.07 s.d. 0.09 s.d.
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Abstract. Advances in Artificial Intelligence in Education (AIEd) and
the ever-growing scale of Interactive Educational Systems (IESs) have led
to the rise of data-driven approaches for knowledge tracing and learn-
ing path recommendation. Unfortunately, collecting student interaction
data is challenging and costly. As a result, there is no public large-
scale benchmark dataset reflecting the wide variety of student behaviors
observed in modern IESs. Although several datasets, such as ASSIST-
ments, Junyi Academy, Synthetic and STATICS are publicly available
and widely used, they are not large enough to leverage the full poten-
tial of state-of-the-art data-driven models. Furthermore, the recorded
behavior is limited to question-solving activities. To this end, we intro-
duce EdNet, a large-scale hierarchical dataset of diverse student activities
collected by Santa, a multi-platform self-study solution equipped with an
artificial intelligence tutoring system. EdNet contains 131,417,236 inter-
actions from 784,309 students collected over more than 2 years, making it
the largest public IES dataset released to date. Unlike existing datasets,
EdNet records a wide variety of student actions ranging from question-
solving to lecture consumption to item purchasing. Also, EdNet has a
hierarchical structure which divides the student actions into 4 differ-
ent levels of abstractions. The features of EdNet are domain-agnostic,
allowing EdNet to be easily extended to different domains. The dataset
is publicly released for research purposes. We plan to host challenges in
multiple AIEd tasks with EdNet to provide a common ground for the fair
comparison between different state-of-the-art models and to encourage
the development of practical and effective methods.

Keywords: Dataset · Education · Artificial intelligence · AIEd ·
Knowledge tracing
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Fig. 1. A possible scenario of a student using Santa and example student data in
EdNet. After the student purchases a 50-day pass (p25), they solve an LC question
(q878). The timestamps at which they played and paused audio were recorded. They
also eliminated ‘a’ and chose ‘c’ as an answer.

1 Introduction

In this paper, we introduce EdNet1, a large-scale hierarchical dataset consist-
ing of student interaction logs collected over more than 2 years from Santa2, a
multi-platform, self-study solution equipped with artificial intelligence tutoring
system that aids students in preparing for the TOEIC R© (Test of English for
International Communication R©) test. To the best of our knowledge, EdNet is
the largest dataset open to the public, containing 131,441,538 interactions from
784,309 students. Aside from question-solving logs, EdNet also contains diverse
student behaviors including but not limited to self-study activities, choice elim-
ination, and course payment. EdNet has a hierarchical structure where the pos-
sible student actions in Santa are divided into 4 different levels of abstraction.
This allows the researcher to select the level appropriate for the AIEd task at
hand, for example, knowledge tracing or learning path recommendation.

1 https://github.com/riiid/ednet.
2 https://santatoeic.com.

https://github.com/riiid/ednet
https://santatoeic.com
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Table 1. Comparison of Datasets in Education (ASSISTments [2,4], Synthetic-5 [5],
Junyi Academy [1], STATICS-2011 [3] and EdNet). Here logs stands for interactions,
and Synthetic-5, Junyi Academy, and Statics-2011 are renamed as Syn-5, Junyi, and
Stat-2011.

ASSISTments Syn-5 Junyi Stat-2011EdNet

2009 2012 2015 KT1 KT2 KT3 KT4

# of

students

4,217 46,674 19,917 4,000 247,606 335 784,309 297,444 297,915 297,915

# of

questions

26,688 179,999 100 50 722 1,362 13,169 13,169 13,169 13,169

# of tags 123 265 – 5 41 27 188 188 293 293

# of

lectures

0 0 0 0 0 0 0 0 1,021 1,021

# of logs 346,8606,123,270708,631200,00025,925,922361,092 95,293,92656,360,60289,270,654131,441,538

# of types

of logs

3 3 1 1 1 5 1 3 4 13

Public

available

Yes Yes Yes Yes Yes No Yes Yes Yes Yes

Contents

available

No No No No Yes Yes No No No No

From

real-world

Yes Yes Yes No Yes Yes Yes Yes Yes Yes

Collecting

period

1y 1y 1y – 2y 2m 4m 2y 7m 1y 3m 1y 3m 1y 3m

2 EdNet

EdNet is a dataset consisting of all student-system interactions collected over
a period spanning two years by Santa, a multi-platform AI tutoring service
with approximately 780,000 students in South Korea. Santa is available through
Android, iOS and the Web. It aims to prepare students for the TOEIC (Test of
English for International Communication R©) Listening and Reading Test. Each
student communicates their needs and actions through Santa, to which the sys-
tem responds by providing video lectures, assessing their response or giving
expert commentary. Santa’s UI and data-gathering process is described in Fig. 1.
As shown in the figure, the EdNet dataset contains various features of student
actions such as the identity of the learning material consumed or the time spent
by the student in solving a given problem. The following subsections describe
properties of EdNet3.

2.1 Large-Scale

EdNet is composed of a total of 131,441,538 interactions collected from 784,309
students of Santa since 2017. Each student has generated an average of 441.20
interactions while using Santa. Based on those interactions, EdNet makes it
possible for researchers to access large-scale real-world IES data. Moreover, Santa
provides a total 13,169 problems and 1,021 lectures tagged with 293 types of
3 More detailed description of EdNet can be found in https://arxiv.org/abs/1912.

03072.

https://arxiv.org/abs/1912.03072
https://arxiv.org/abs/1912.03072
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skills, and each of them has been consumed 95,294,926 times and 601,805 times,
respectively. To the best of our knowledge, this is the largest dataset in education
available to the public in terms of the total number of students, interactions, and
interaction types (Table 1).

EdNet

Question Lecture

PartQuestion id Bundle id Tag

Undo erase
choice

Erase
choice

Enter Submit Audio

Play Pause

Video Enter

Play Pause

QuitTagLecture id

Information Information Action Real
score

Enroll
coupon

RefundPay

Account Target
score

Other

Select
choice

Respond

action

Explanation

Audio Enter

Play Pause

QuitExplanation id

Information Action

Fig. 2. Hierarchical structure of EdNet.

2.2 Diversity

EdNet offers the most diverse set of interactions among all existing public IES
datasets (Table 1). The set of behaviors directly related to learning is also richer
in EdNet than in other datasets, as EdNet includes learning activities such
as reading explanations and watching lectures which aren’t provided in other
datasets. The richness of the data enables researchers to analyze students from
various perspectives. For example, purchasing logs may help analyze student’s
engagement with the learning process.

2.3 Hierarchy

EdNet is organized into a hierarchical structure where each level contains dif-
ferent types of data points as shown in Fig. 2. To provide the various types of
data in a consistent and organized manner, EdNet offers the data in four differ-
ent datasets named KT1, KT2, KT3, KT4. As the postfix index of the datasets
increases, the number of actions and types of actions involved also increase as
shown in Table 1.

2.4 Multi-platform

In an age dominated by various devices spanning from personal computers to
smartphones and AI speakers, IESs must offer access from multiple platforms in
order to stay competitive. Accordingly, Santa is a multi-platform system avail-
able on iOS, Android and Web and EdNet contains data points gathered from
both mobile and desktop users. EdNet ’s platform-agnostic design allows the
study of AIEd models suited for future multi-platform IESs, utilizing the data
collected from different platforms in a consistent manner.



EdNet: A Large-Scale Hierarchical Dataset in Education 73

Acknowledgement. The authors would like to thank all the members of Riiid! for
leading the Santa service successfully. EdNet could not have been compiled without
their efforts.

References

1. Chang, H.S., Hsu, H.J., Chen, K.T.: Modeling exercise relationships in e-learning:
a unified approach. In: EDM, pp. 532–535 (2015)

2. Feng, M., Heffernan, N., Koedinger, K.: Addressing the assessment challenge with
an online system that tutors as it assesses. User Model. User-Adap. Interact. 19(3),
243–266 (2009)

3. Koedinger, K.R., Baker, R.S., Cunningham, K., Skogsholm, A., Leber, B., Stamper,
J.: A data repository for the EDM community: the PSLC DataShop. In: Handbook
of Educational Data Mining, vol. 43, pp. 43–56 (2010)

4. Pardos, Z.A., Baker, R.S., San Pedro, M.O., Gowda, S.M., Gowda, S.M.: Affective
states and state tests: Investigating how affect and engagement during the school
year predict end-of-year learning outcomes. J. Learn. Anal. 1(1), 107–128 (2014)

5. Piech, C., Bassen, J., Huang, J., Ganguli, S., Sahami, M., Guibas, L.J.,
Sohl-Dickstein, J.: Deep knowledge tracing. In: Advances in Neural Information
Processing Systems, pp. 505–513 (2015)



Exploring Automatic Short Answer
Grading as a Tool to Assist

in Human Rating

Aubrey Condor(B)

University of California, Berkeley, Berkeley, USA
aubrey condor@berkeley.edu

Abstract. This project proposes using BERT (Bidirectional Encoder
Representations from Transformers) as a tool to assist educators with
automated short answer grading (ASAG) as opposed to replacing human
judgement in high-stakes scenarios. Many educators are hesitant to give
authority to an automated system, especially in assessment tasks such
as grading constructed response items. However, evaluating free-response
text can be time and labor costly for one rater, let alone multiple raters.
In addition, some degree of inconsistency exists within and between
raters for assessing a given task. Recent advances in Natural Language
Processing have resulted in subsequent improvements for technologies
that rely on artificial intelligence and human language. New, state-of-the-
art models such as BERT, an open source, pre-trained language model,
have decreased the amount of training data needed for specific tasks and
in turn, have reduced the amount of human annotation necessary for
producing a high-quality classification model. After training BERT on
expert ratings of constructed responses, we use subsequent automated
grading to calculate Cohen’s Kappa as a measure of inter-rater reliabil-
ity between the automated system and the human rater. For practical
application, when the inter-rater reliability metric is unsatisfactory, we
suggest that the human rater(s) use the automated model to call atten-
tion to ratings where a second opinion might be needed to confirm the
rater’s correctness and consistency of judgement.

Keywords: Assessment · Automated short answer grading · BERT ·
Natural Language Processing · Inter-rater reliability

1 Introduction

Although it has been shown that incorporating constructed response items in
educational assessments is beneficial for student learning [2], the burden of time
spent grading constructed response activities, as opposed to that of multiple
choice questions, can deter educators from their use. In addition, the quality of
human ratings of student responses can vary in consistency and reliability [15].
Using an automated system for grading free-text could help to alleviate this time
c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 74–79, 2020.
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burden as well as produce more consistent ratings. However, from the educator’s
perspective, completely removing human judgement from assessment tasks is
neither responsible nor realistic. Natural Language Understanding (NLU) models
are not yet able to discern all the nuances of language as well as a human. In
high-stakes grading situations, incorrect ratings can have dire consequences for
students.

Recent Automated Short Answer Grading (ASAG) Research using the
most state-of-the-art language models, trained on large quantities of data, is only
able to predict human ratings correctly less than 85% of the time. Notable recent
work includes Crossley et al. who used Latent Semantic Analysis (LSA) to assess
student summarizations [3]. Mieskes et al. combined several different automated
graders to create a superior ensemble grader [8]. Qi et al. created a hierarchical
word-sentence model using a CNN and BLSTM model [9]. Sung et al. exam-
ined the effectiveness of pre-training BERT as a function of the size of training
data, number of epochs and generalizability across domains [12]. In a separate
study, Sung et al. pre-trained BERT on relevant domain texts to enhance the
existing model for ASAG [11]. Dhamecha et al. introduced an iterative data col-
lection and grading approach for analyzing student answers [5]. Finally, Hu et al.
incorporated a technique called Recognizing Textual Entailment to investigate
whether a given passage and question support the predicted answer [14].

We propose using a compressed version of the BERT model called bert-base
to simplify the training process and show that with a relatively small amount of
training data (less than 70 student answers per question), we can achieve high
enough inter-rater reliability to assist a human grader in constructed response
rating tasks.

2 Methods

2.1 Dataset

A data set called DT-Grade was used, consisting of short constructed answers
from tutorial dialogues between students and an Intelligent Tutoring System
called Deep Tutor, created at the University of Memphis Institute for Intelligent
Systems [10]. About 1100 student responses, in 100 words or less, to conceptual
questions relating to Newtonian Physics were randomly selected from 40, junior-
level college students. Included in the data are 34 distinct questions with relative
question context information. Initial ratings were completed by experts and each
answer was annotated for correctness by categorizing it as one of four categories:
correct, correct-but-incomplete, contradictory, and incorrect [1] (Fig. 1).

Fig. 1. A snippet of the DT-Grade dataset
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2.2 Data Pre-processing

We removed all records from the dataset where the number of answers per ques-
tion was less than 20. Remaining were 28 distinct conceptual physics questions,
and the number of student responses per question ranged from 20 to 69. The fil-
tered dataset then contained 994 records. We collapsed the four rating categories
into two so that we will have a binary response variable in order to start with the
simplest version of the model. Correct responses were considered correct, and
all others (correct-but-incomplete, contradictory and incorrect) were considered
incorrect. The question context text was concatenated with the question text
as well as the student’s answer text before creating the input vector embed-
dings. The concatenated input texts were tokenized using the bert-base-uncased
tokenizer [16] (Fig. 2).

Fig. 2. Flow chart of data pre-processing

Training, validating, and testing data sets were created such that 70% of
responses were randomly allocated to the training set, 15% to the validation set
and 15% to the test set.

2.3 BERT Model

The language model we used, BERT, which stands for Bidirectional Encoder
Representations from Transformers, was introduced in [4] as a revolutionary
language representation model. It was the first to successfully learn by pre-
training unlabeled text bidirectionally. Consequently, the model can be fine-
tuned for many different tasks, such as ASAG, by adding only one additional
layer to the existing deep neural network. We use a compressed version of the
original BERT model, called bert-base, through a python package called fast-bert
[13]. Fast-bert enables quick and simplified fine-tuning of the bert-base model
for the assessment task at hand.

A simple grid search was used to tune the parameters and hyper-parameters
of the model such that we achieve a high validation accuracy. The best results
were observed with using a batch size of 8 (on a single GPU), a maximum
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sequence length of 512, 8 training epochs and a learning rate of 6e−5. In addi-
tion, the LAMB optimizer was used for training. Our particular ASAG task is
essentially one of binary text classification - each response is classified as either
Correct or Incorrect. Our model returns the predicted classification of response
rating per input vector.

2.4 Cohen’s Kappa

We used Cohen’s Kappa as our metric for inter-rater reliability. It calculates the
extent to which raters agree on rating assignments beyond what is expected by
chance [7]. Cohen’s Kappa is calculated as follows:

k =
p0 − pe
1 − pe

(1)

where p0 = the relative observed agreement among raters and pe = the hypo-
thetical probability of chance agreement. A k value of 0 represents agreement
equivalent to random chance, and a value of 1 represents perfect agreement
between raters.

3 Results

The best model achieved a testing accuracy of 0.760 and a Cohen’s Kappa statis-
tic of 0.684. This represents the probability that the BERT model agrees with
the human rater beyond random chance. With such a small amount of training
data per question, we believe that these results provide evidence that transfer
learning models such as BERT can remove a significant amount of human rating
work, as well help achieve more consistent human ratings.

We must consider the question of whether an instructor would find the
described system practical, and correspondingly whether the resulting Kappa
statistic is good enough for real world use. One perspective is that, the human
rater can incorporate context specific judgement about the extent to which they
would like to examine the highlighted cases of disagreement. For example, if the
assessment is used for low-stakes, formative purposes, it might not be practical
for an educator to investigate rating mismatches in depth. However, if the ques-
tions will be used repeatedly in future assessments or the scoring is involved in
a pass-fail discernment for a student, a detailed look into discrepancies may be
appropriate.

4 Conclusion

In order for the field of education to adopt a willingness to embrace applicable
research in Artificial Intelligence, researchers must consider the practicality and
usefulness of new technologies from the educator’s perspective. Such technologies
should act as a support for teachers; not as independent, decision-making enti-
ties. This project represents a work-in-progress to continually investigate how
we can leverage artificial intelligence to be in service of human decision making.
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Abstract. Reading comprehension requires readers to connect ideas within and
across texts to produce a coherent mental representation. One important factor in
that complex process regards the cohesion of the document(s). Here, we tackle
the challenge of providing researchers and practitioners with a tool to visualize
text cohesion both within (intra) and between (inter) texts. This tool, Multi-
document Cohesion Network Analysis (MD-CNA), expands the structure of a
CNA graph with lexical overlap links of multiple types, together with corefer-
ence links to highlight dependencies between text fragments of different gran-
ularities. We introduce two visualizations of the CNA graph that support the
visual exploration of intratextual and intertextual links. First, a hierarchical view
displays a tree-structure of discourse as a visual illustration of CNA links within
a document. Second, a grid view available at paragraph or sentence levels
displays links both within and between documents, thus ensuring ease of
visualization for links spanning across multiple documents. Two use cases are
provided to evaluate key functionalities and insights for each type of
visualization.

Keywords: Cohesion Network Analysis � Semantic links � Lexical overlap
links � Coreference links � Graph visualizations

1 Introduction

Comprehension is a difficult and challenging process, for which learners need to
understand words and sentences, connect ideas and link them to prior knowledge, while
creating a coherent mental representation of the read text. One important factor in the
comprehension process regards the cohesion of text [1], which considers the degree to
which there are semantic links between ideas within a text. Cohesion is higher when
there are multiple ideas and words that overlap and when the connections between
ideas are explicit. Low cohesion text is more challenging to understand, particularly for
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low knowledge and less skilled readers [2]. The process of overcoming cohesion gaps
is even more challenging when learners are faced with multiple documents that require
establishing connections both within and between disparate text fragments. Making
connections across multiple texts is considerably more difficult than doing so within a
single text. Some text fragments may be semantically linked, while other may be
isolated, distal, and thus more difficult to recognize or infer.

While text cohesion is recognized as an important factor in comprehension and
learning from text, there is currently no technique or tool available to visualize cohesive
links between documents. We address this gap here, introducing Multi-document
Cohesion Network Analysis (MD-CNA). CNA [3] relies on advanced natural language
processing techniques, together with Social Network Analysis [4] measurements
applied on the cohesion graph, to model discourse structure in terms of semantic links.
The MD-CNA graph is a multi-layered graph that establishes semantic links between
text elements of different granularities (i.e., the entire text, paragraphs, or sentences),
including hierarchical inclusion links and links among elements of the same level. MD-
CNA can be used to model both local and global cohesion, as it reflects the underlying
semantic content of discourse within a document or between multiple texts [5].

In this study, we extend the CNA graph with lexical overlap links of two types (i.e.,
topic and content), together with coreference links, to better highlight dependencies
between text fragments at different levels. We also introduce visualizations that
highlight filtered links from the extended CNA graph, both within and between
documents.

2 Method

The CNA graph [3] is centered mainly on semantic links computed using various
models (e.g., Latent Semantic Analysis [6], Latent Dirichlet Allocation [7], word2vec
[8], FastText [9], or Glove [10]), that can be established either between text elements of
the same level (e.g., among sentences), or between different layers of the hierarchy
(e.g., sentences relating to the constituent paragraphs). The CNA graph was extended
for this study with two new types of links. First, lexical overlap is computed as a
Jaccard distance over a bag of word representation of the text elements. Two types of
measurements are performed after preprocessing the text using in spaCy1. Content
overlap considers the usage of content words which include useful information from
the text (i.e., lemmatized forms of words having as part-of-speech one of the following:
nouns, verbs, adjectives, or adverbs). Topic overlap considers a more constrained view
which takes into account only lemmas responsible for text contextualization and
inducing actions (i.e., only nouns and verbs).

Second, coreference links are identified using NeuralCoref2, which includes a
mentions-detection module based on rules built on top of spaCy, together with a feed-
forward neural-network to identify relevant pairs of mentions. The resulting clusters of

1 https://spacy.io.
2 https://github.com/huggingface/neuralcoref.
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co-referring mentions are used to enrich the CNA graph structure. All follow-up
visualizations rely on this extended CNA graph that is rendered both using only one
reference text, as well as sequences of documents.

3 Visualization Use Cases and Discussion

Two types of visualizations are introduced here, together with preliminary use cases to
illustrate their extensive applicability. First, a hierarchical view groups nodes by
granularity level (i.e., document, paragraph, and sentence), followed by the rendering
of different types of links from the MD-CNA graph using a tree-structure of discourse
(see Fig. 1). The corresponding use case explores differences between high-low
cohesion documents from the study performed by McNamara, Louwerse, McCarthy
and Graesser [11]. All types of links are filtered within the rendered visualizations by
minimum similarity thresholds available for each type of link. These values can be
easily adjusted within the user interface. For this use case, topic overlap was set at 0.4,
content overlap was established at 0.3, and high level of semantic similarity (0.7) was
imposed.

Sentences from the same paragraph share its color. The size of each node is
proportional to its semantic degree – i.e., the sum of all in-bound and out-bound
semantic links above a statically imposed threshold, which ensures a sufficiently high
semantic relatedness based on the context and readers (for Fig. 1, we considered the
average plus standard deviation of all links, at each analysis level). On mouse-over, the
link is colored in red, and a tooltip is displayed containing relevant details, including:
link type, inter-connected text elements, similarity value (for content and semantic
links) or pairs within the coreference cluster identified between the two nodes. The text
from Fig. 1.a has low cohesion – only 2 semantic links are above the imposed
threshold (i.e., links between sentences 1.1–1.4, and 1.6–1.9 respectively). The text was
modified to increase its cohesion and, as expected, there are considerably more links (2
versus 4 topic overlap links, 6 versus 6 content overlap links, 6 versus 14 semantic
links, and 3 versus 8 coreference links; 17 versus 32 total links), covering more text
elements which are distributed throughout the entire document. Moreover, the semantic
degree of most nodes is higher, mainly in the first 2 paragraphs.

The hierarchical view depicts only within document links, as the input consists of
one text. The views are useful for analyzing text structure and cohesion, both locally at
sentence level, as well as globally, between paragraphs. We can also observe cohesive
sections of text and potential cohesion gaps, further providing improvement recom-
mendations in terms of structure. Importantly, MD-CNA affords a visual illustration of
cohesive links within a document, affording greater ease for researchers and educators
in recognizing text cohesion and potentially increasing it for students.
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Second, the grid view ensures ease of visualization for links spanning across
multiple documents (see Fig. 2). The corresponding use case explores the task of multi-
document comprehension on the collection of four documents used in the experiments
performed by Nicula, Perret, Dascalu and McNamara [5]. Topic overlap was set at 0.1
due to a more diverse vocabulary, content overlap was kept at 0.2, while semantic
similarity was increased to 0.75 to reduce the clutter generated by a dense semantic
network.

This visualization shows connections both within (curved lines) and between
documents (straight lines). The view can be rendered at two granularity levels (i.e.,
paragraph and sentence); for the second option, sentences have the same color as their
corresponding paragraph. Documents are rendered as different columns in the grid,
with constituent text elements displayed sequentially. As it can be observed, all doc-
uments are tightly related, with the 1st and 4th document containing many intratextual
and intertextual semantic links. This second view enables researchers and educators to
easily identify and trace semantically similar text segments between multiple docu-
ments, as well as to provide support to better target representative information (e.g.,
encourage bridging across multiple texts). This view can also be used to guide tutors to
adequately order texts for presentation to learners, as well as to formulate compre-
hension questions that address a cohesive context spanning across multiple texts.

(a) (b)

Fig. 1. CNA graph for a) low cohesion text; b) revised text having a high cohesion. (Color
figure online)
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In summary, the views provided in this study represent visual aids for researchers
and educators to adequately evaluate and select texts to maximize cohesion flow and
ease presentation of reading material. Our visualizations are designed to also scaffold
readers to establish connections between texts and integrated concepts across docu-
ments, facilitating a more coherent understanding from separate sources of information.
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Abstract. Mastery learning algorithms are used in many adaptive
learning technologies to assess when a student has learned a particular
concept or skill. To assess mastery, some technologies utilize data-driven
models while others use simple heuristics. Prior work has suggested that
heuristics may often perform comparably to model-based algorithms. But
is there any reason we should expect these heuristics to be reasonable? In
this paper, we show that two prominent mastery learning heuristics can
be reinterpreted as model-based algorithms. In particular, we show that
the N -Consecutive Correct in a Row heuristic and a simplified version of
ALEKS’ mastery learning heuristic are both optimal policies for variants
of the Bayesian knowledge tracing model. By putting mastery learning
heuristics on the same playing field as model-based algorithms, we can
gain insights on their hidden assumptions about learning and why they
might perform well in practice.

Keywords: Mastery learning · Heuristics · Learner models · N -CCR ·
Bayesian knowledge tracing · Change-point detection · CUSUM

1 Introduction

Mastery learning is an instructional technique popularized by Benjamin Bloom
[7], but which at least dates back to progressive educational movements in the
early twentieth century [17,24]. The idea is to give students just the right amount
of instruction or practice that they need in order to mastery a particular topic
before moving them on to the next topic. Today, mastery learning underlies many
adaptive learning technologies, including Khan Academy, Duolingo, ASSIST-
ments, ALEKS, and cognitive tutors like MATHia. Each of these platforms are
being used by thousands to millions of students yearly, and as such, the way they
assess mastery can have real consequences for students. A lot of work has been
invested in developing statistical techniques to infer models of student learning
that make predictions about whether a student has learned a skill, which could
in turn be used in mastery learning [5,9,12,20,25]. However, in practice, many
state-of-the-art adaptive learning systems assess mastery in simple ways, which
are seemingly not very “intelligent” [4]. For example, some platforms use simple
heuristics to assess whether students have reached mastery, such as having stu-
dents receive practice on a skill until they answer questions correctly three times
c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 86–91, 2020.
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in a row. Even platforms that use models of student learning often have the
model parameters manually set by system designers or domain experts [10,22],
rather than leveraging data-driven techniques.

One advantage of using simple heuristics is that they are interpretable and
easy-to-convey to teachers, students, and other stakeholders. Moreover, they may
seem intuitively reasonable. However, it is not clear whether these intuitions in
principle align with (a) our understanding of how students learn or (b) inferences
we can make about student mastery from the data.

In this paper, we present a means for better understanding mastery learning
heuristics, by re-interpreting them as model-based algorithms. In particular, we
show that the N -Consecutive Correct in a Row (N -CCR) heuristic used by
ASSISTments and a simplified version of the mastery learning heuristic used by
ALEKS are both optimal mastery learning policies for variants of the Bayesian
knowledge tracing (BKT) model. By placing mastery learning heuristics in the
same playing field as model-based mastery learning algorithms, we hope to better
understand the theoretical assumptions about learning that mastery learning
heuristics are making, and as such, help guide designers of adaptive learning
systems to make more intentional decisions about what heuristics to use.

2 Background

In what follows, a mastery learning policy is any instructional policy that con-
siders topics–skills, concepts, or knowledge components (KCs)–one at a time,
and decides how many practice opportunities to give for the current topic before
moving on to the next. In all of the mastery learning policies we consider, the
decision will be made purely based on whether previous answers were correct
or incorrect on the students’ first attempt on each question for the same KC.
An optimal mastery learning policy under a model is one that gives the optimal
amount of practice subject to some accuracy threshold (e.g., 95% confidence
that the student has mastered the skill).

A popular approach to mastery learning that underlies cognitive tutors, such
as MATHia, is to use the Bayesian knowledge tracing (BKT) model. The stan-
dard BKT model for a single KC is a two-state hidden Markov model that
assumes that after receiving a practice opportunity t, the student is in one of
two knowledge states: the learned state, where they know the KC (Kt = 1), or
the unlearned state, where they do not know the KC (Kt = 0) [12]. When
the student begins using the adaptive learning system, BKT assumes they
start in the unlearned state with probability P (L0) = P (K1 = 1). If a stu-
dent is in the unlearned state, every time they attempt a practice opportu-
nity and receive feedback, they have some fixed probability of learning the KC,
P (T ) = P (Kt+1 = 1|Kt = 0). When the student is in the learned state, they
are assumed to stay there forever (i.e., no forgetting). Every time the student
is given a practice opportunity, we can see whether they answered the question
correctly (Ct = 1) or incorrectly (Ct = 0). If the student is in the unlearned
state, they will answer correctly with some probability of guessing P (G) and
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otherwise answer incorrectly. If the student is in the learned state, they will
answer correctly unless they slip with probability P (S). The BKT model for a
single skill is thus fully described by four parameters: P (L0), P (T ), P (G), and
P (S). When using the BKT model, one can continuously update the probability
that the student has learned the KC so far (P (Kt|C1, C2, . . . , Ct−1). The optimal
mastery learning policy for the BKT model continues to give practice opportu-
nities to the student until this probability exceeds some threshold, typically 0.95
[11,12].

3 N -CCR as a Model-Based Algorithm

The N -Consecutive Correct in a Row (N -CCR) heuristic keeps giving students
practice problems on a given topic or skill until the student answers the problems
correctly N times correctly in a row. This heuristic is used in ASSISTments’
Skill Builders exercises [6,15] and was previously used by Khan Academy [13].
Recently, Khan Academy has switched to a more gamified way of implementing
mastery learning, where students can go through a series of Mastery Levels,
but to reach the Proficient Level students still have to get a certain number of
problems correct in a row [16].

We now show that N -CCR can be viewed as the optimal mastery learning
policy for certain BKT models. Note that when using the N -CCR heuristic, if a
student gives any number of consecutive correct answers less than N followed by
an incorrect answer, then they are back in the same “state” as though they had
not given any correct answers. Now suppose that the true model of learning is a
BKT model. Then, this must mean once we see Ct−1 = 0, the student is identified
as having been in state Kt−1 = 0, or P (Kt−1 = 0|Ct−1 = 0) = 1. Using Bayes’
rule, it can be shown that this implies that the probability of slipping P (S) must
be zero. By setting the values of P (G), P (T ), and P (L0) appropriately, it can
be easily seen that N -CCR is the optimal mastery learning policy for some BKT
model where P (S) = 0 and for a given accuracy (e.g., 95%). We demonstrate
this precisely in the online supplementary material1. It is worth noting that
the BKT model with P (S) = 1 was actually a well-studied model in the 1960s
mathematical psychology community, known as the one-element model [8,14].

This re-formulation of N -CCR can help explain why it may seem to perform
well in practice. For example, Pelánek and Řihák [19] showed in simulation that,
even if students learn according to BKT models, the N -CCR heuristic (with the
optimal value of N) often performs almost as good as the optimal BKT mastery
learning policy. This may seem surprising, but our findings indicate that if P (S)
is small, then the best N -CCR heuristic will correspond to the mastery learning
policy for a BKT model that might be close to optimal.

4 TOW as a Model-Based Algorithm

The Tug-of-War (TOW) Heuristic is what we are calling a mastery learning
heuristic that gives points to students for answering questions correctly, removes
1 https://bit.ly/aied2020-heuristics.
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points for answering questions incorrectly (while keeping the minimum number
of points at zero), and keeps giving practice until the student achieves a cer-
tain number of points. We will use TOW+i,−j,N to designate the specific TOW
heuristic where the student gets i points for a correct answer, loses j points
for an incorrect answer and needs N points for mastery. ALEKS, a prominent
adaptive learning system, implements mastery learning using the TOW+1,−1,5

heuristic (or TOW+1,−1,3 in some cases) with a few differences2 [2]. Previously,
ALEKS used the TOW+2,−1,5 and TOW+2,−1,3 heuristics [23].

To see how some TOW heuristics can be interpreted as model-based algo-
rithms, consider a variant of the BKT model where we make no assumptions as
to how or when the student learns a KC. That is, P (T ) need not be a fixed prob-
ability (e.g., it can increase over time), it need not be the same for all students,
and it need not even be probabilistic. Since we do not make assumptions about
how students are learning, to implement mastery learning here, we simply want
to detect when there appears to have been a sudden increase in the probability
of answering correctly (from P (G) to 1 − P (S)). This is known as change-point
detection, which is a well studied problem in statistics and fields like quality
control [1,3,18]. Specifically, we can use the Bernoulli CUSUM chart algorithm
[21]. We describe this method and how it can be applied to mastery learning
in the online supplementary material3. Given that we do not make assumptions
about the probability of learning, we cannot make any statement about how
confident we are that the student has learned the skill. Instead, we can set the
parameters such that 95% of students who have not learned the skill would have
had at least a certain number of practice opportunities (which we can choose)
before we would mistakenly declare mastery. It can be shown that a variety of
TOW heuristics, including all of the ones mentioned above can be implemented
using the CUSUM algorithm with an appropriate choice of parameters.

5 Conclusion

Given that these heuristics may be more principled than they might appear at
first sight, perhaps their use in adaptive learning systems is warranted, especially
given that they are much easier to communicate to students than complex model-
based policies. However, other considerations need to also be taken into account.
For example, the N -CCR heuristic might be demotivating for students given that
a single “slip” punishes the student. On the other hand, if we believe students
can slip, then perhaps the N -CCR heuristic should not be used altogether! All
in all, a more comprehensive understanding of mastery learning heuristics and
their hidden models can hopefully help us ensure that adaptive learning systems
perform mastery learning in productive ways.

2 In the ALEKS Learning Sequence, if the student gets two consecutive answers correct
in a row, the student gets an extra point. Also, if the student revises an incorrect
answer on their second attempt, they subsequently gain a point, netting zero points.

3 https://bit.ly/aied2020-heuristics.

https://bit.ly/aied2020-heuristics
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Abstract. Extensive literature in artificial intelligence in education focuses on
developing automated methods for detecting cases in which students struggle to
master content while working with educational software. Such cases have often
been called “wheel-spinning,” “unproductive persistence,” or “unproductive
struggle.” We argue that most existing efforts rely on operationalizations and
prediction targets that are misaligned to the approaches of real-world instruc-
tional systems. We illustrate facets of misalignment using Carnegie Learning’s
MATHia as a case study, raising important questions being addressed by on-
going efforts and for future work.

Keywords: Mastery learning � Wheel-spinning � Intelligent tutoring systems �
Unproductive struggle

1 Wheel Spinning and Unproductive Persistence

Substantial efforts in the literature on artificial intelligence in education are directed at
operationalizing, making inferences about, and responding to what has been called
“wheel-spinning,” “unproductive persistence,” or what we call “unproductive struggle”
[1–6]. These efforts focus on situations in which students fail to develop mastery of
skills targeted by instruction and practice provided by intelligent tutoring systems
(ITSs) and similar systems [1, 3, 6], including Carnegie Learning’s MATHia, formerly
Cognitive Tutor [7], ASSISTments [8] and Physics Playground [9, 10]. However,
conclusions drawn in several studies, especially those targeting Cognitive Tutor, are
difficult to interpret at best, and misleading at worst, due to misalignments between the
operationalizations and predictive modeling approaches commonly used, versus actual
delivery of instruction and practice in target systems.

Beck and Gong [6] introduced the term “wheel-spinning” to refer to instances in
which learners fail to master skills in a “timely” manner. Operationalizing such a notion
requires criteria for both mastery and timeliness. Beck and Gong [3, 6], working with
data from both ASSISTments and Cognitive Tutor, use mastery and timeliness criteria
associated with elements of ASSISTments [8]: a student must respond correctly to three
consecutive opportunities to demonstrate mastery of a particular skill; timeliness cor-
responds to a student reaching mastery within ten opportunities. If a student fails to
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demonstrate mastery of a skill within a specified number of opportunities (10 in
ASSISTments; 15 in Cognitive Tutor [3]), they are classified as “wheel-spinning” on
that skill. In cases where students did not master a skill and were not presented with at
least ten (or 15) opportunities, wheel-spinning status is labeled “indeterminate” (e.g.,
[3, 6]).

Other options for mastery and timeliness criteria abound, including using Käser
et al.’s [5] “predictive stability” and “predictive stability++” instructional policies for
“when-to-stop” providing skill practice [12, 13]. These policies improve upon a pre-
vious proposal called “predictive similarity” [13], to operationalize unproductive
struggle; unproductive struggle occurs when a student reaches the when-to-stop cri-
terion without reaching mastery for that skill.

Zhang et al. [1] observed substantial differences in the relative frequencies with
which Beck and Gong’s operationalization and Käser et al.’s predictive stability++
label student-skill pairs as “wheel-spinning” across three datasets, finding no clear
pattern that a particular operationalization was more or less likely to label instances as
wheel-spinning across datasets. In short, unproductive struggle remains ill-defined as a
construct – there is no principled operationalization in the literature. Further, as dis-
cussed below, no existing approaches are well-aligned to the practical reality of
instruction and practice of a widely used real world system, MATHia.

2 Carnegie Learning’s MATHia (Formerly Cognitive Tutor)

To begin illustrating the misalignment of existing approaches to Carnegie Learning’s
MATHia, we describe its problem-solving, mastery-based topic progression [14], and
“when to stop” instructional policies. MATHia [7, 15, 16] is an ITS for middle and high
school math that has been a target system in existing analyses (e.g., [1, 3, 6]).

MATHia delivers math content in the form of complex, multi-step problems. Most,
but not all, problem-steps are mapped to fine-grained knowledge components (KCs) or
skills and provide context-sensitive hints and just-in-time feedback. KC mastery is
“traced” according to Bayesian Knowledge Tracing (BKT) [17], which provides a
probability estimate that a student has mastered each KC at any given time.

Each academic grade-level of MATHia’s standard content is associated with, typ-
ically, about 700 KCs, subject to refinement over time (e.g., [18]). Sets of problems and
(between two to 15+) KCs are bundled into approximately 70–90 topical workspaces
per grade-level, which serve as the unit of student progress in MATHia. Problems tend
to provide practice on a subset of skills within a workspace, and multiple opportunities
to practice a KC are often provided within a single problem. Workspace problem
selection tends to “choose” problems that emphasize KCs a student has not yet
mastered.

Students master a workspace when BKT’s probability estimate of mastery of each
KC is greater than the oft-adopted value of 0.95 (e.g., [7, 17]). If a student fails to
achieve mastery of all KCs in a workspace before encountering a pre-defined number
of problems (typically 25), the student moves to the next workspace without mastery.
This represents an instructional “when to stop” policy to move along students who are
unproductively struggling, a relatively crude way to ensure that students don’t
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unproductively struggle for too long. Failure to reach mastery is reported to the teacher
so that additional instruction can be provided outside of MATHia. Early prediction of
when such failures are likely and understanding the best information to provide
teachers in such cases are active areas of research (e.g., [1, 3, 5, 11]).

3 Misalignments of Existing Approaches to System Design

Existing operationalizations and models that make predictions of unproductive struggle
based on these operationalizations (that a student mastered a single KC vs. unpro-
ductively struggled on a KC) suffer from one or more of at least three major
misalignments, especially (but not exclusively) in contexts where MATHia is used.

First, mastery and timeliness criteria frequently do not match those of the target
systems. Authors have acknowledged this mismatch as a simplifying assumption to
avoid implementing a particular system’s mastery criteria [6], but its problematic nature
has not been scrutinized, with at least one exception beginning to explore this issue [1].
MATHia does not use a “three-in-a-row” criterion to determine mastery, and there is no
significance to ten (or 15) opportunities in MATHia’s instructional “when to stop”
policy. In ASSISTments data, Almeda [2] finds that learning often appears to occur after
ten opportunities, rendering this cutoff questionable. In MATHia, three correct
opportunities in a row are sufficient to reach a BKT mastery estimate greater than 0.95
under a broad spectrum of KC parameter values, but it is neither necessary nor suf-
ficient for three consecutive correct KC opportunities for that KC to be judged as
mastered at workspace completion. Table 1 illustrates this using a common set of BKT
parameters used in MATHia, informed by a data-driven clustering analysis [19].

In Table 1, the student first reaches mastery according to MATHia’s implementa-
tion of BKT at opportunity five, drops below mastery at opportunity six, and subse-
quently would be judged to have reached mastery. This sequence (and various
subsequences) would be judged as wheel-spinning using three-in-a-row correct within
ten opportunities [6] and indeterminate within fifteen opportunities [3].

Second, efforts ignore “when to stop” policies that may already exist in real-world
instructional systems. MATHia’s policy focuses on the number of problems a student
has completed (regardless of the mix of KCs practiced by those problems). Students
may not begin to receive practice on particular KCs until they have already completed a
number of problems in that workspace. Because problems address different subsets of

Table 1. Hypothetical sequence of eleven practice opportunities (1 = correct;
0 = incorrect) with BKT P(mastery) estimates after each opportunity using the
following KC parameters [19]: P(initial mastery) = 0.201; P(learn) = 0.19;
P(guess) = 0.233; P(slip) = 0.226.

Opportunity: 1 2 3 4 5 6 7 8 9 10 11

Correct?: 1 1 0 1 1 0 1 1 0 1 1
P(mastery) .56 .84 .69 .90 .97 .93 .98 .996 .989 .997 .999
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KCs, the number of opportunities for a KC and the number of problems completed are
different. If the goal of a stopping criterion is to reduce time students spend unpro-
ductively struggling, then stopping criteria should focus directly on problems, not
KCs, at least in systems like MATHia. MATHia has policies for when to stop providing
further practice on a set of KCs, which are grouped together in workspaces. On-going
efforts seek to waste less student time by detecting as early as possible that presenting
the student with more problems, not KC-opportunities, is unproductive.

Third, predictive models focus on student-skill/KC level outcomes. Existing opera-
tionalizations are applied (and predictions made) at the student-skill/KC level [1, 3, 5, 6].
Gong and Beck [3] report that, for Cognitive Tutor, “the wheel-spinning problem is
estimated to affect approximately 25% of student-skill pairs.” Relying on this estimate,
based on the three-in-a-row within 15 KC-opportunities operationalization, they con-
tinue, “25%… of student-skill pairs is a large number of lessons from which the learner
gains nothing…” [3, p. 73]. Ignoring instructional complexity (e.g., that KCs are not
“lessons” and are clustered in workspaces, unlike in systems like ASSISTments) and
variance across workspaces and students (e.g., that some students and workspaces have
much greater rates of non-mastery than others), makes such summary statements
exceedingly problematic.

In the 2018–19 academic year, nearly 300,000 learners completed approximately
3.78 million MATHia workspaces that use the described mastery learning regime; there
are approximately 300 such workspaces across Grades 6–8, Algebra I-II, and Geometry
in MATHia. Students failed to master the workspace in approximately 424,000 com-
pletions (or *11.2%), but even in these cases there is variability in the proportion of
KCs that students manage to master before reaching the maximum number of prob-
lems. There is also variability in the rate at which students fail to reach mastery across
workspaces, with some having near-zero failure rates while others have rates greater
than 20%; high rates are indicative to MATHia developers that workspaces ought to be
a target for learning engineering improvement efforts.

4 Discussion and On-going/Future Work

KCs measure student knowledge but are often clustered within problems, which are
clustered in workspaces that serve as the topical unit of student progress in real-world
instructional systems. Operationalizing unproductive struggle based on workspace
mastery for MATHia, we can focus on timely predictions of failures to reach mastery.
Actionable models must predict early enough to provide information upon which
instructors (and students) can productively act. Models to alert teachers to likely fail-
ures to reach workspace mastery are currently deployed in Carnegie Learning’s Live-
Lab teacher orchestration app; empirical evaluation remains future work.

Modeling unproductive struggle serves various goals and end-users. Developers
seek to understand why certain learning experiences may be ineffective. Teachers make
decisions in classrooms for which different information may be actionable at different
times. Future research should explore the usefulness of different modeling approaches
for different instructional contexts, systems, and use cases.
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Abstract. Nowadays, the application of typical game elements in non-ludic
environments has been extended. Gamification has become a very interesting
resource to promote engagement and participation in a wide variety of areas
including education. For this reason, researchers are increasingly interested in
the study of gamification. There are many papers related to the impact that this
methodology has on the student’s motivation, engagement or satisfaction. The
aim of this paper is to analyze four aspects: “Pressure/tension”, “Perceived
choice”, “Perceived competence” and “Effort/importance”. The first part of the
study analyzes the aspects at two weeks between a test group and a control
group. The second part is even more novel, because it analyzes the aspects when
the test group is no longer gamified. Most studies focus on what happens when
gamifying, but not when a group of students stops gamifying. The results
obtained will serve to advance a part of the knowledge about gamification.

Keywords: Gamification � Pressure � Tension � Perceived choice � Perceived
competence � Effort � Importance

1 Introduction

Recently, [1] pointed out that gamification research is maturing, transitioning from
fundamental “what?” and “why?” questions to more differentiated questions about the
implementation of gamification: “how?”, “when?”, and “how and when not?”. In our
case, we also encountered a problem without addressing it today in the studies, for
example in education, students are analyzed before and during the experience, but not
after. In this study, we want to analyze what happens among students when they are no
longer gamified, specifically, we analyze 4 aspects: “Pressure/tension”, “Perceived
choice”, “Perceived competence”, “Effort/importance”.

Motivation has been studied in numerous papers such as [2, 3]. If we focus on
education, we find for example [4], that is about the impact of intrinsic and extrinsic
motivation on the participation and performance of undergraduate students in an online
gamified learning intervention or [5] which investigated the effects of external rewards
on fifth graders’ motivation, engagement and learning while playing an educational
game.

After a review of the articles published in recent years, we hardly find any reference
to the moment when gamification stops. For example, in the review [6] that discusses
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“how the effectiveness is influenced when the implementation of Gamification in
enterprises is stopped”, mentions [7], a study that examines patterns of user activity in
an enterprise’s social network service after the removal of a points-based incentive
system. The results of [7] reveal that the removal of the incentive scheme did reduce
overall participation. Therefore, we have found a lack of research in motivation at the
time that gamification stops in all the areas, including education.

2 Method

The study was conducted in the first semester at the University of Lisbon as part of the
database subject. The subject had two weekly sessions, a theoretical-practical session
and a practice session. The experience that has been analyzed is about a Moodle course
parallel to those face-to-face sessions, over 4 weeks. The course was about the Entity
Relationship (ER) and the relational models. In order to encourage student participa-
tion, both the test group and the control group were rewarded with part of the final
grade if they participated.

Students in this subject are in the second year of computer engineering. Most of the
students were men of an approximate age of 20 years. The subject had 200 students, of
which 190 were registered. Then, 169 registered students completed the tasks and the
survey of the first two weeks. The last two weeks, 113 students completed the expe-
rience, so there were 77 dropouts. Due to dropouts, the sample of students in the first
survey was larger than in the second. The separation of the students was random,
neither sex nor age was considered, since they were mostly men of an approximate age
of 20 years.

The students had access to the course out of the hours of the sessions of the subject.
The students were divided into two groups. The first group began gamified while the
second group was the control group. Both groups had the same tasks to perform. It is
intended to analyze what happens when a group of students ceases to be gamified,
therefore, after two weeks, the test group ceases to be gamified. In addition to being
able to contrast the changes that occur from gamified to non-gamified vs non-gamified
to gamified, the control group became gamified at two weeks.

Each week the students had a series of tasks to perform. At the end of the second
week and at the end of the fourth week the students conducted a survey. These surveys
were the ones that provided us with the data on the aspects to be analyzed. The two
tests are based on IMI [8]. Due to the incremental R for each element above 4 for any
given factor being quite small [8], we put 4 or more questions for each aspect.
“Pressure/tension”, “Perceived choice” and “Perceived competence” are measured
using 5 questions and “Effort/importance” with 4. Each question had to be answered
using a Likert scale from 1 (not at all true) to 7 (completely true).

For the course gamification, different elements have been used that are within the
dynamics, mechanics and components of the gamification [9]. For the inclusion of the
elements in Moodle, a plug-in called GameMo [10] has been used. The list of elements
is as follows: feedback, badges, points, levels, leaderboard, time Limit, locked content
and missions

What Happens When Gamification Ends? 99



All these elements were used in order to provide a gamified experience within the
course of the Moodle platform used. Additionally, each student could see their profile
picture, their level, their experience and the experience needed to access the next level
on the main page of the course.

3 Results

As mentioned in previous sections, “Pressure/tension”, “Perceived choice”, “Perceived
competence” and “Effort/importance” have been measured using IMI [8] with a scale
from 1 (not at all true) to 7 (completely true). In Table 1 we can see the results obtained
both in the test and in the control group in the first and second questionnaires.

There is a small difference between both groups in all the factors in the first test.
Except for pressure, which is a negative aspect, the test group has a little bit higher
rating in all aspects. In the second test, the assessment of the aspects was reduced in
both groups except the pressure. The differences between both groups in Pressure and
perceived competence in the second test were reduced, while the effort/importance and
perceived choice were extended.

At the first test it is possible to see very close values in all the sections between the
two groups, except for a wider difference in “Perceived competence”. If we analyze
using the t-test, we obtain a significant difference in this aspect when comparing the
first test of both groups.

In the second test, if we apply the t-test, we observe that only the differences in
“Perceived choice” are relevant to have a p-value below 0.05 and “Effort/importance”
is close to being significant with a 0.06. Both values are those in which the control
group has less valuation.

In the previous data we can see a decrease in both groups in all aspects except in
“Pressure/tension” which is considered negative, it undergoes an increase between the
first test and the second. The decrease in “Pressure/tension” and “perceived compe-
tence” is greater in the test group, while in the rest of the aspects it is higher for the
control group. If we apply t-test we did not find significant differences.

Table 1. Four aspects evaluated.

Pressure/tension Perceived choice Perceived
competence

Effort/importance

Avg r Avg r Avg r Avg r

Test group 1st 3.40 1.66 4.15 1.63 4.28 1.35 4.44 1.77

Control group 1st 3.56 1.74 4.10 1.73 3.95 1.24 4.38 1.72

Test group 2nd 3.60 1.56 4.03 1.64 3.95 1.24 4.27 1.58

Control group 2nd 3.61 1.63 3.82 1.74 3.94 1.20 4.16 1.61
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4 Conclusions

The objective of this study is to analyze 4 aspects: “Pressure/tension”, “Perceived
choice”, “Perceived competence” and “Effort/importance” of the students when the
students cease to be gamified. This study has been carried out at the University of
Lisbon with students in the second year of computer science engineering. A test group
and a control group have been used to contrast the results obtained.

The first test carried out at two weeks, revealed that there were no significant
differences between the gamified group and the control group, except in the aspect of
perceived competence. The similarity may be due to the novelty produced by the
Moodle course to students regardless of the methodology. In the second test, it reflects
a reduction in the positive aspects and an increase in “Pressure Tension” both in the test
group and in the control group, but without having significant differences in all aspects
in both groups. This small reduction may be due to the loss of the novelty effect among
the students mentioned above.

If we focus on the change that occurs between the first test and the second one
where the experimental group is no longer gamified, a decrease in all aspects is
detected. However, this also occurs in the control group, so it is not possible to identify,
in this experience, that the cessation of gamification has affected students.

Therefore, we can conclude that in our experiment no significant differences were
found in the 4 aspects analyzed when students stop gamifying. As future work, there is
a possibility of studying the effects after stopping gamification in experiences of longer
duration or focusing on specific elements of gamification.
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Abstract. Computerised educational neuroscience interventions that
train within-domain inhibitory control (IC) can improve children’s coun-
terintuitive reasoning. However, the HCI or adaptive design of such envi-
ronments often receive less attention. Eye-tracking and click data were
used to compare four versions of an IC-training game in terms of their
HCI design and potential for supporting adaptive feedback. Our results
provide insights for developing an adaptive system to scaffold pupils’
transition towards using IC in un-cued, self-regulated scenarios.

Keywords: Inhibitory control · Counterintuitive reasoning ·
Educational neuroscience · Game-based learning · Adaptive support

1 Introduction

Inhibitory control (IC) belongs to a set of cognitive skills, known as “executive
functions”, that are foundational to self-regulated learning (SRL) [1,9,18]. IC
is key to maths and science learning where inhibition of pre-existing beliefs
or superficial perceptions is necessary for learning and applying counterintuitive
knowledge [7,13,14]. There is a keen interest in understanding IC as a component
of SRL and in applying Educational Neuroscience (EdN) insights to educational
practice. While it is standard to computerise EdN interventions, many of these
ignore key principles and methods at the intersection of HCI and AIED. We argue
that such principles may be critical to a successful delivery of EdN interventions.

We present work conducted as part of an EdN-focused project (funded by
the Wellcome Trust and Education Endowment Foundation), in which we devel-
oped a trivia game-based environment for children to train IC skills through
exercising “stop and think” behaviours on counterintuitive concepts in science
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and maths [16]. Our work examines the relationship between the delivery of
diverse visual prompts, their interference with in-game cognitive tasks, and how
such interference can be remedied adaptively to promote IC. As such, this work
explicitly bridges EdN, HCI and AIED research.

2 Stop & Think IC-Training Environment

“Stop & Think” (S&T ) is a trivia game-based learning environment that gives
children, aged 7–10, structured opportunities to exercise IC on counterintuitive
maths and science concepts [16]. The game has two modes: (1) TV-trivia show
mode where a host character presents quiz questions, while three virtual contes-
tants articulate the reasoning behind their answers through speech bubbles; (2)
active engagement mode that trains IC by having pupils pause for a few seconds
(henceforth–the S&T mechanic) before allowing them to answer each question,
to encourage them to suppress intuitive thinking and adopt counterintuitive
(but correct) concepts. A teacher-led version of this non-adaptive software was
evaluated with 6672 children from 89 schools in England. Children played S&T
as a whole class for 12 min., 3×/week, for 10 weeks, with a teacher acting as
facilitator. The study revealed that training IC in this way improved counter-
intuitive reasoning and standardised exam scores [16]. We now investigate how
the following HCI features might enhance S&T’s IC training in a SRL scenario:

1. Mandatory interaction: indication of readiness. In line with the theory
of planned behaviour [3], an interaction mechanic where pupils must indicate
their readiness to answer, may promote IC through metacognitive awareness.

2. Pre-attentive cues: motion and colour. Pre-attentive cues are processed
by our visual systems prior to conscious attention to guide gaze [15]. Persistent
motion may consistently grab attention [4,15]. Colour has culturally relevant
meanings [15,17] that might guide attention, e.g. through the traffic light
metaphor for “stop and go” types of activities [10].

3. Game mechanics: reward systems. Tangible rewards relay performance
information, which may promote IC and metacognitive competencies [8,12].
Penalties create a sense of risk and contextualise the value of rewards [8,11],
potentially assisting IC training by motivating pupils to stop and think longer
to improve performance and earn greater rewards.

Four versions of S&T implement the above features (Fig. 1): Condition A
(baseline) uses pulsating motion of a “Stop & Think” icon for four seconds
during the S&T mechanic. The screen is ‘locked’ during this time, then the icon
disappears and the screen becomes interactive. Condition B builds on A, adding
mandatory interaction before the pupil can submit their answer. After the four-
second thinking time, the pulsating icon is replaced by a button that reads “I’m
ready to answer!”. Once pressed, the screen becomes interactive. Condition
C also includes the mandatory interaction, but uses colour instead of motion
to prompt IC behaviour. The common analogy of traffic lights is used on the
S&T icon to represent (1) “Stop” (red) during question narration; (2) “Think”
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Fig. 1. (i) Game-show mode: contestants express their reasoning; (ii) Task mode: pul-
sating S&T icon (Condition A–B); (iii) “I’m ready to answer” button (Conditions
B–D); (iv) Traffic-light S&T icons (Conditions C–D); (v) Scoreboard (Condition D).
(color figure online)

(amber) during the S&T mechanic (the “I’m ready” button pops beside the icon
after four seconds); and (3) “Go” (green) when interaction is allowed (after the
button is pressed). Condition D builds on C by integrating simple rewards
(tokens for correct answers) and penalties (loss of bonus multiplier).

3 Study Design and Results

The efficacy of these four conditions at guiding IC was evaluated with children
from two English primary schools. We used eye-tracking and click data to inves-
tigate which HCI design features encouraged the most consistent IC behaviour,
then used these findings to suggest how the game might adapt to support IC.

Participants. 45 participants (19 girls and 26 boys), aged 7–8, were randomised
across conditions (11 in Conditions A, B, D; 12 in Condition C).

Procedure. Each pupil’s participation lasted about 30 min, including an intro-
duction, randomisation, eye-tracker calibration, 2-min video tutorial on how to
play, and 12-min playtime. The eye-tracking station was set up on a laptop
running Tobii Pro Studio with compact eye-tracker, in a quiet room.

Measures. Interaction (in-game performance, time spent stopping and think-
ing) and eye-tracking (fixation duration on areas of interest –AoI ) data were
analysed using Kruskal-Wallis (KW ), Wilcoxon signed rank (W ), Bonferroni-
adjested Mann-Whitney U (U , for pair-wise comparisons), and Spearman corre-
lations (rho). In Tobii Studio, recordings were parsed into four scenes for each
task attempt, based on phases of interaction relevant to IC training: (1) Ques-
tion narration, (2) Mandatory S&T time (first four seconds after narration),
(3) Voluntary S&T time (after first four seconds, before “I’m ready” button is
pressed), and (4) Activity (while they complete the task). AoI were set for (i)
answer-objects (image/number options), (ii) question text box, and (iii) S&T
icon. Fixation data were tallied for narration, mandatory, and voluntary S&T
phases; as Condition A did not have a voluntary S&T phase, fixations were
inevitably lower in this group, so they were excluded from fixation analyses.



106 A. Gauthier et al.

In-game Performance. Groups achieved similar scores in maths (KW =
0.35, p = .951) and science (KW = 6.64, p = .084). Science scores were gen-
erally slightly higher than maths (W = 280.00, p = .081). 17/45 participants
earned a score of zero on the maths portion of the game (simple addition of
fractions), compared to only four pupils on the science (fish vs. mammals).

Time Spent Stopping & Thinking (S&T Time). The average total S&T
time is the sum of “time to first click” during all four phases of the game,
and averaged out over all science/maths tasks. There was no difference across
conditions (KW = 5.29, p = .151) and no relationship between S&T time and
performance (rho = −0.10, p = .531) in maths tasks. Pupils struggled with
maths, averaging 28.04 s (SD = 21.01) of S&T time. This is much longer than in
science (W = 130.00, p < .001), where pupils averaged 15.72 s (SD = 4.38), with
a positive relationship between S&T time and in-game performance (rho = 0.48,
p = .001). There was an effect of condition for science (KW = 11.71, p = .008):
Conditions B (U = −15.27, p = .038), C (U = −14.81, p = .041), and D (U =
−16.55, p = .019) had longer S&T times than A.

Question Box AoI Fixations. Fixations were similar across groups in both
maths (KW = 0.69, p = .709) and science tasks (KW = 1.38, p = .502).

Answer Objects AoI Fixations. There was an effect of condition in science
(KW = 9.097, p = .011). Condition C averaged greater fixation duration (U =
12.470, p = .008) than D. Overall, fixations in maths (5.89 s, SD = 7.92) and
science (5.63 s, SD = 2.99) were similar (W = 635.00, p = .185).

S&T Icon AoI Fixations. There were no differences between conditions in
maths (KW = 3.50, p = .174) or science (KW = 3.50, p = .174).

4 Discussion and Conclusions

To inform the design of adaptive support in the context of domain-specific IC
training, this study explored how HCI design decisions impacted children’s in-
game IC behaviours along with their performance. We found that (1) long S&T
times could either be indicative of IC behaviour (as seen in science tasks, in line
with the literature [5,16]) or of confusion (as seen in maths); (2) mandatory
interaction (i.e. “I’m ready” button) resulted in increased S&T time, supporting
the hypothesis that integrating a mechanic that allows pupils to indicate their
readiness to answer may encourage planning of interactions [3]; (3) Symbolic
colour and motion were both effective at promoting IC (B and C generated
similar S&T times and fixations on answer objects); and (4) Rewards/penalties
did not impact behaviours, perhaps because the scoring mechanic did not provide
feedback on the IC behaviour itself. Feedback is crucial for meta-learning [2],
so future research should consider using more informative displays (like open
learner models) to promote reflective thinking [6]. Our results also indicate three
aspects of the game that might be adapted to support IC behaviours and aid
children in transitioning to un-cued SRL scenarios: (i) mandatory S&T time,
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based on the player’s average S&T time together with answer correctness as a
measure to calibrate the optimal thinking time; (ii) difficulty of the content or
level of support given to the pupil, but the system should differentiate between
meaningful IC behaviour (as observed in science) and being ‘lost’ (maths); and
(iii) visual cues (e.g. S&T icon), which might be scaffolded away once pupils
display consistent IC behaviour. This work examined the links between delivery
of the diverse visual prompts, their interference with in-game cognitive tasks,
and how such interference can be remedied adaptively within a SRL game to
promote IC, to explicitly bridge EdN, HCI, and AIED research.

References

1. Allan, N.P., Hume, L.E., Allan, D.M., Farrington, A.L., Lonigan, C.J.: Relations
between inhibitory control and the development of academic skills in preschool and
kindergarten: a meta-analysis. Dev. Psychol. 50(10), 2368 (2019)

2. Askew, S., Lodge, C.: Gifts, ping-pong and loops? Linking feedback and learning.
In: Askew, S. (ed.) Feedback For Learning, pp. 1–17 (2004)

3. Ajzen, I.: From intentions to actions: a theory of planned behavior. In: Kuhl,
J., Beckmann, J. (eds.) Action Control. SSSSP, pp. 11–39. Springer, Heidelberg
(1985). https://doi.org/10.1007/978-3-642-69746-3 2

4. Bartram, L., Ware, C., Calvert, T.: Moticons: detection, distraction and task. Int.
J. Hum.? Comput. Stud. 58(5), 515–545 (2003)

5. Brookman-Byrne, A., Mareschal, D., Tolmie, A.K., Dumontheil, I.: Inhibitory con-
trol and counterintuitive science and maths reasoning in adolescence. PLoS ONE
13(6), 1–19 (2018)

6. Bull, S., Mangat, M., Mabbott, A., Abu Issa, A., Marsh, J.: Reactions to
inspectable learner models: seven year olds to university students. In: Workshop
on Learner Modelling for Reflection, International Conference on Artificial Intelli-
gence in Education, AIED 2005, pp. 1–10 (2005)

7. Diamond, A., Lee, K.: Interventions shown to aid executive function development
in children 4 to 12 years old. Science 333, 959–964 (2011)

8. Gee, J.P.: What Video Games Have to Teach Us About Learning and Literacy.
Palgrave MacMillan, London (2007)

9. Jacob, R., Parkinson, J.: The potential for school-based interventions that target
executive function to improve academic achievement: a review. Rev. Educ. Res.
85(4), 512–552 (2015)

10. Jung, T., Huang, J., Eagan, L., Oldenburg, D.: Influence of school-based nutri-
tion education program on healthy eating literacy and healthy food choice among
primary school children. Dev. Psychol. 57(2), 67–81 (2019)

11. Juul, J.: Fear of failing? The many meanings of difficulty in video games. In: Wolf,
M.J.P., Perron, B. (eds.) The Video Game Theory Reader, vol. 2, pp. 237–252
(2009). https://doi.org/10.1017/CBO9781107415324.004

12. Proulx, J.N., Romero, M., Arnab, S.: Learning mechanics and game mechanics
under the perspective of self-determination theory to foster motivation in digital
game based learning. Simul. Gaming 48(1), 81–97 (2017)

13. Rousselle, L., Palmers, E., Noel, M.P.: Magnitude comparison in preschoolers: what
counts? Influence of perceptual variables. J. Exp. Child Psychol. 87(1), 57–84
(2004)

https://doi.org/10.1007/978-3-642-69746-3_2
https://doi.org/10.1017/CBO9781107415324.004


108 A. Gauthier et al.

14. Stavy, R., Babai, R.: Overcoming intuitive interference in mathematics: insights
from behavioral, brain imaging and intervention studies. ZDM 42(6), 621–633
(2010)

15. Ware, C.: Information Visualization: Perception for Design. Elsevier Inc., Amster-
dam (2013)

16. Wilkinson, H.R., et al.: Learning mechanics and game mechanics under the per-
spective of self-determination theory to foster motivation in digital game based
learning. J. Cogn. Enhanc. 48(1), 81–97 (2019). https://doi.org/10.1007/s41465-
019-00161-4

17. Wong, B.: Points of view: color coding. Nat. Methods 7(8), 538 (2010)
18. Zelazo, P.D., Blair, C.B., Willoughby, M.T.: Executive function: implications for

education. In: NCER (2016)

https://doi.org/10.1007/s41465-019-00161-4
https://doi.org/10.1007/s41465-019-00161-4


Prediction of Group Learning Results
from an Aggregation of Individual

Understanding with Kit-Build Concept Map

Yusuke Hayashi(&), Toshihiro Nomura, and Tsukasa Hirashima

Graduate School of Advanced Science and Engineering, Hiroshima University,
Higashihiroshima, Japan

hayashi@lel.hiroshima-u.ac.jp

Abstract. With the development of information and communication technol-
ogy, we can collect and analyze a variety of data for optimization. It is expected
that the prediction of learning with the data enables a deep reflection for
enhancing the learning experience. This paper describes a method to predict the
group learning results from aggregation of an individual’s understanding with
the Kit-build concept map (KBmap). KBmap is a reconstruction-type concept
map with automated diagnosis of the content. To test this method, we examined
the prediction results from the data collected from a classroom lesson. The
results show that most of the actual results are in good agreement with the
prediction, and the comparison between the actual results and the predictions
could be useful for the teacher.

Keywords: Concept map � Kit-build � Collaborative learning � Prediction

1 Introduction

In recent years, the forms of learning in schools have diversified, for example in the
form of lectures, collaborative learning, and problem-based learning. In addition, with
the evolving learning forms, the role of teachers in the classroom has changed from
instructors who impart knowledge to the students to a facilitator for management of
learning [1–3].

This study provides an environment for students to work collaboratively with
concept maps [10] and for teachers to monitor their interactions. Network analysis
analyzes the network structures, including actor-actor (social) network as well as actor-
artifact networks. Matsuzawa et al. [8] propose a tool for exploring the network
structure of collaborative learning discourses.

Here, we propose a method to predict group learning results from the initial
understanding of the members of the group based on a Kit-build concept map [6, 7, 11].
In this method, each student creates a concept map as their initial understanding of the
subject. While learning as a group, students compare their concept maps and construct
a kit-build concept map representing a consented understanding of what they have
learned. The prediction shows the possibilities of the resulting concept maps from the
understanding of students at the beginning of the group learning based on the patterns
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of individual understanding [4, 5, 9]. This paper also demonstrates an example of the
prediction result of data from an actual lesson.

2 Kit-Build Concept Map

The kit-build concept map can provide a guideline for internalizing given information
and a method to evaluate it. The kit-build concept map enables students to organize
their understanding by reconstruction of the reference concept map called “goal map”,
and the teacher can assess students’ concept maps by their automatic comparison with
the reference concept map.

Figure 1 shows the goal map, and a kit made from the goal map in this study. Links
and nodes connected to the central topic of the kit were not separated as the basic
structure showed the viewpoints to create this map. The viewpoints represented by the
connected nodes were “nature,” “industry,” and “culture.” The task of the students for
creating a map was to organize the instances of the viewpoints and to find intersections
of the viewpoints.

The KB map system [11] can automatically compare between the maps since the
components of the goal map and students map are unified. The comparison may be
performed for each proposition, and between students for each link, by comparing the
goal map, to realize the group result prediction function. Proposition, which is deter-
mined from the above-described problems of group activities, becomes a goal
map. Individual maps represent the understanding of each member of the group in the
beginning of the learning process. The classification between the propositions, such as
“the same proposition as the goal map (GM),” “different proposition from the GM,”
and “no opinion” is obtained by comparing the individual maps and the goal
map. Then, it is possible to aggregate a combination thereof or matching rate for each
group.

Fig. 1. The goal map and the kit made from the goal map
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3 Prediction of the Group Learning Results

Table 1 shows the classification of the proposition made by individuals in the group
and pattern them. The propositions are categorized into three types based on the link
between concepts: the same propositions as the reference map (the link connects the
same concepts as the reference map), different propositions from the reference map (the
link connects the different concepts from the reference map), and incomplete propo-
sitions (the link does not connect any concepts). For example, in pattern A, all the
members have the same proposition as the reference concept map. By contrast, in
patterns D–G, there is a conflict of propositions in the group.

We can anticipate the shared understanding of each proposition from the patterns of
propositions in the group. The basic rules of prediction in this study are straightfor-
ward. If anyone in a group makes a proposition with a link, they select the proposition
as their decision. However, if no one has any proposition with a link, they create a
correct or wrong proposition or do not create any proposition. For example, in pattern
A, their result is uniquely decided into the correct proposition. However, in pattern D,
they can create a correct or incorrect proposition.

The proposed prediction calculates the maximum and the minimum result from the
proposition patterns in the group. The maximum result occurs when the students in a
group choose only correct propositions. The minimum result occurs when they choose
some wrong propositions even if a single member in the group has opted for some
correct propositions. In the patterns D or G, the maximum result is derived when they
choose the correct proposition, and the minimum score is derived when they choose the
wrong proposition.

4 Experimental Application to the Lesson Data

This study used the data from a lesson where a total of 70 people from two classes in
the second grade of junior high school participated. These lessons were taught as one
lesson for each class. The topic was the Tohoku region of Japan in geography. The
purpose of this lesson was to frame together the knowledge of nature, industry,

Table 1. Proposition patterns in a group

Pattern Same as the GM Different from the GM No opinion

A Exist Non-existent Non-existent
B Non-existent Exist Non-existent
C Non-existent Non-existent Exist
D Exist Exist Non-existent
E Exist Non-existent Exist
F Non-existent Exist Exist
G Exist Exist Exist
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traditions, and the culture of the Tohoku region as one structure and to make a common
background for the discussion on their proposals for the reconstruction of the region in
later lessons. Figure 2 shows the basic flow of the lesson.

In this study, we verified the accuracy of the prediction of the group task outcomes.
The accuracy is measured by the range of the expected score and its validity. The range
is the difference between the possible maximum and the minimum scores calculated
from individual maps. The validity is whether the scores of the group maps fall into the
predicted ranges.

Figure 3 shows the actual scores of the group results. The triangle indicates the
actual group map score. In group A score prediction, the average prediction width was
23%, and the predicted scores were approximately 20 points.

discussionInstruc on

Phase1 Phase2 Phase3 

Individual
task

Group 
task

Fig. 2. The basic flow of the lesson.

The range of score expected 
from their proposi ons

The range of score expected 
from no proposi ons

Group-map score

Average score of individuals

the match rate

score

Fig. 3. Prediction of class A (sorted by the match rate)
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5 Conclusion and Future Challenges

In this case study, the score of the group activities had 20% width with more than 80%
of the group scoring in the range of the predicted score as a result. About 80% of the
proposition, even in the detailed analysis, has put the group results with the prediction
rules. This shows the validity of the prediction method proposed in this study. In the
questionnaire, the teacher pointed out the availability of the prediction graph. The
group outcome prediction graph is expected to perform as the representation of the
grasping ability of each group and the facilitation of group activities.

Future challenges are the verification of the use of the group outcome prediction
function in the classroom by teachers and the learning effect of facilitation of group
learning based on the prediction.
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Abstract. For effective learning, students must set learning objectives and
adopt the ad hoc cognitive behavior to achieve them. Our research work aims to
ensure good scaffolding by offering tutors the opportunity to observe learners’
cognitive behaviors, especially their cognitive engagement. In this respect, we
propose in the present work an automatic system for classifying learners
according to their levels of cognitive engagement. To this end, we focus on the
analysis of social interactions within online discussion forums. Hence, the
proposed system has two main steps: 1/Learners’ vector construction and
2/SVM-based classifier. The results show the efficiency of the proposed system
with an accuracy = 0.9 and a cohen’s K = 0.89.

Keywords: Text Mining � Machine Learning � Online discussion forum �
SVM � Cognitive engagement � Doc2vec � NLP

1 Introduction

The main objective of e-learning platforms is to change the traditional framework of
education and make necessary improvements to teaching methods for better learning.
However, e-learning remains a complex learning environment in which the learner
feels autonomous, isolated, and responsible for his/her educational experience.
Therefore, the learner must exhibit enough engagement to counterbalance any other
factors resistant to his/her learning. There are three types of engagement: emotional,
behavioral, and cognitive. In our work, we toggle the cognitive dimension of
engagement since it reveals learners’ reflexing and critical thinking. However, the
latent nature of engagement and the lack of direct interaction between students and
tutors make the prediction of engagement level difficult and challenging (Aleven 2010).
Therefore, we focus on the online discussion forum as a tool of asynchronous com-
munication which fosters social interaction.

An online discussion forum is a tool that allows free communication between
different participants at any time by keeping track of the various exchanges. Given the
degree of learner autonomy during online learning, Larkin-Hein (Larkin-Hein 2001)
finds that discussions forum represent a promising way to both achieve emotional
attachment and acquire an effective role in the program. Althaus (Althaus 1997) adds
that learners learn better through their participation in online discussions because they
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are placed in a socio-intellectual environment that encourages active participation,
reflection, and equality among different learners.

In our work, we attempt to explore learners’ transcripts in order to extract features
revealing their cognitive behavior and more especially their level of cognitive
engagement. To do that, we propose to automatically classify learners according to
cognitive engagement levels based on their social interaction by combining both Text
Mining and Machine Learning techniques. We can distinguish four levels of cognitive
engagement: Passive, active, constructive, and interactive.

2 Detecting Learners’ Level of Cognitive Engagement

We can’t talk about effective and efficient learning without addressing learners’ cog-
nitive behavior, particularly their cognitive engagement. This latter reflects the quality
and degree of mental effort that a learner can spend during the learning process.
Therefore, our main objective is to determine the level of learners’ cognitive engage-
ment from their social interactions within discussion forums.

According to ICAP Framework (Chi and Wylie 2014), we can distinguish four
levels related to cognitive engagement, namely: Passive: for a learner who simply
receives the information without analyzing it, interpreting it, or even reacting to it.
Active: for those who can understand the text, summarize it and focus on what they are
learning. Constructive: the learner becomes productive and can generate and produce
new ideas and construct knowledge. Finally, the Interactive, for whom can debate with
peers and defend his/her ideas. To automatically classify learners to the four levels
above we have two essential phases:

2.1 Learners’ Vector Construction

This step is based on feature extraction to model learners and construct vectors. In our
system, a learner can be detected by his/her messages categorized according to the
cognitive presence phases (Hayati et al. 2019) as well as traces of his/her social
interaction within the platform specifically the discussion forum. Therefore, we have
two types of attributes:

The Cognitive Presence categorized messages:
For each learner we calculate

– TE: number of messages belonging to the Triggering Event phase.
– EX: number of messages belonging to the Exploration phase.
– Int: number of messages belonging to the Integration phase.
– Res: number of messages belonging to the Resolution phase.

The social interaction features:

– Add_post: number of added posts.
– Discussion_view: number of learner’s consultation of the discussions.
– Thread_count: number of discussions initiated by the learner.
– Nbr_peer_interaction: number of peers interacting with the learner.
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– Nbr_vote: number of votes collected by the learner.
– Time_spent: time spent by the learner in the online forum.

Thus for a learner i we have the vector

Ai
!

TE;Ex; Int;Res;Addpost;Discussionview;Threadcount;Nbrpeerinteraction ;Nbrvote;Timespent
� �

2.2 SVM-Based Classifier

This phase relies on the use of SVM as a Machine Learning algorithm for classifying
learners as per the four levels of cognitive engagement.

SVM was originally designed for binary classification. Yet, several studies have
studied the case of multi-class classification, either by combining binary classifications
or by considering all classes at once (Mayoraz and Alpaydm 1999) (Hsu and Lin, n.d.).
Indeed, there are two essential approaches, namely “one-vs-one” (OVO) and “one-vs-
all” (OVA). OVO consists of definitions for each pair of classes a specific classifier, so,
if we have k classes OVO method constructs k(k − 1)/2 classifiers. OVA hinges on
constructing for each class a classifier that separates its points from all the others. In
fact, if we have k classes OVA approach constructs k classifier.

3 Test and Results

3.1 Data Set Description

To test our system we used data from discussion forum samples of different courses in
software engineering. Therefore, to classify learners’, we construct a database with all
the calculated features whereupon two experts coded according to the four levels of
cognitive engagement. The inter-rater agreement was good: percent agreement = 87%.
Our data is balanced.

3.2 Training and Testing Phases

After constructing learners-vectors and codding them to the four levels we start the
training phase of our SVM classifier after what we will test it and compare in Table 1
accuracy results (classification accuracy, cohen’s K, recall precision and f1 score) for
the two approaches OVO and OVA.

From the obtained results we can see that the best choice in our context is the OVA
approach. To better observe the obtained results, we have detailed the normalized
confusion matrix (Fig. 1).
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4 General Conclusion

This work sought to explore learners’ cognitive engagement within online discussion
forums. This later represents a socio-constructivist environment that encourages higher-
order thinking behaviors. In fact, this type of asynchronous communication foster
conducts like being socially interactive and adding new knowledge constructively.
Regarding the literature review, there are four levels of cognitive engagement: Passive,
active, constructive, and interactive.

Our research presents a new automated system to predict learners’ cognitive
engagement while examining their social interactions in online discussion forums and
using Text Mining & Machine Learning techniques. These two approaches propose
interesting methods for prepossessing text, analyzing data, and discovering knowledge.

Based on a corpus of posts extracted from learners’ participation within courses in
software engineering offered through an online learning platform, we explore whether
the learner is a passive, active, constructive, or interactive participant. The achieved
results have demonstrated interesting precision as classification accuracy = 0.9 and
Cohen Kappa = 0.89, which shows that the proposed system is very effective with an
almost perfect agreement.

Nevertheless, like any other research, there are limitations to this work too. Our
approach, focus only on learners’ posts in online discussion forums to predict their

Table 1. Accuracy results for OVA and OVO approaches

OVA OVO

F1 Score 0.90 0.84
Cohen’s K 0.86 0.79
Classification Accuracy 0.90 0.85
Precision Recall 0.95 0.93

Fig. 1. Normalized Confusion Matrix; 1: passive, 2: active, 3: constructive, 4: interactive
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level of cognitive engagement. Yet, it can be learners who are highly engaged with the
course materials even if they never display a good level of cognitive engagement in the
discussion forum.

As perspective, we can use our system as an input for the recommended systems. In
fact, the reported results can be used to recommend new resources for learners
according to their level of engagement.
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Abstract. Despite recognising the importance of transparency and under-
standing of predictive models, little effort has been made to investigate the errors
made by these models. In this paper, we address this gap by interviewing 12
students whose results and predictions of submitting their assignment differed.
Following our previous quantitative analysis of 25,000+ students, we conducted
online interviews with two groups of students: those predicted to submit their
assignment, yet they did not (False Negative) and those predicted not to submit,
yet they did (False Positive). Interviews revealed that, in False Negatives, the
non-submission of assignments was explained by personal, financial and prac-
tical reasons. Overall, the factors explaining the different outcomes were not
related to any of the student data currently captured by the predictive model.

Keywords: Learning analytics � At-risk students � Error analysis � Interviews

1 Introduction

Identifying correctly at-risk students has emerged into one of the most prevalent topics
in Learning Analytics (LA) and education in general [1]. The identification of at-risk
students using Predictive Learning Analytics (PLAs) and followed by a subsequent
intervention targeting flagged students (e.g., phone call) could tackle this problem.
Many published papers focused on achieving the highest prediction performance, often
comparing several learning algorithms. Machine learning models are more likely to
exhibit some sort of error hence, the need to understand and explain these errors. In a
cross-disciplinary field such as LA, not having the best model could still help under-
stand or even improve student learning. Kitto et al. [2] argued that having imperfect
models does not necessarily mean that these should not be deployed. As the LA field is
maturing, it becomes essential to understand how models are behaving and how errors
occur [3, 4].

Only few studies have examined errors up to now. This paper aims to explain errors
in predictions through 12 in-depth interviews with undergraduate online students
wrongly predicted as being/not being at risk of failing their next assignment. We treated
False Positive (FP) and False Negative (FN) errors separately. Following [5], we refer
to FP as students predicted as being at-risk but succeeded, and FN as students that
failed despite predicted to succeed. We build on the work of Calvert et al. [6] that
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investigated within a single online course why some FP students passed despite pre-
dictions showing the opposite and our early quantitative results from [7].

2 Methodology

To analyse the predictive model errors, we used a mixed-methods approach (See
Fig. 1). We focused on first year STEM courses and predictions for the first assignment
only (A1), when dropout is more likely to happen [8, 9]. The predictions were
enhanced by additional data: course context (e.g. the length of the course) and future
data from the weeks following the predictions, unknown during the prediction’s gen-
eration. Predictions for each course were put together in one matrix and only predic-
tions with confidence ≧0.85 were selected. A Decision Tree was constructed to
distinguish between (1) FP and True Positive (TP) and (2) FN and True Negative (TN).

After getting a favourable opinion from the university’s Ethical Committee, we
conducted 12 semi-structured interviews with students lasting 20 to 40 min. The
interview schedule was developed by two of the authors, piloted with one student, and
the analysis followed inter-rater reliability principles. Students were not new to the
university, assuming that they would have devised strategies on how to successfully
complete their assignment without accessing the Virtual Learning Environment (VLE).
Gift vouchers were offered. We grouped participants to (a) students predicted to submit
yet they did not submit (FN; N = 7) and (b) students predicted not to submit yet they
submitted (FP; N = 5). Following other published work [10], we analysed students as
individual case studies creating a distinct profile picture for each student. The following
themes emerged from the thematic analysis [11]: motivations for taking the module,
studying patterns, reasons for not submitting the assignment, factors that helped or
hindered submission, tutor contact, student contact, recommendations for other stu-
dents so that they submit and proposed module changes. We then plotted this

Fig. 1. The schema of the methodology - quantitative analysis followed by interviews.
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information on a table and identified similarities and differences within and between the
two cohorts of students1.

3 Results

3.1 Quantitative Analysis

Considering the predictions two weeks before the deadline of A1, we analysed 38,073
predictions in 17 courses in 62 presentations between 2017–2019, having 29,247
students (383 FP, 1,507 FN, 2,671 TP and 33,512 TN). The ROC AUC over all
predictions was 0.8897. For confident Not Submit predictions, the decision tree clas-
sified correctly 50.91% of the FP errors with 75.29% precision (195 students). The
strongest attribute was the number of clicks one week before the deadline of the first
assignment (confidence 0.82). For the confident Submit predictions, the model dis-
tinguished 18.73% of the FN errors with precision 68.73% (1,036 students). The
strongest attribute related to a dramatic decrease in students’ activity in the last week
before assignment 1 (A1) in courses with high activity (confidence 0.83). Both types of
errors were associated with a change of student activity after the predictions were
generated, and it is worth further examination.

3.2 Qualitative Analysis

Participants (see Table 1) were older than those invited to take part in the study, more
successful in their previous courses, female repeating the same course.

FN - Predicted to Submit but did Not Submit: Participants were motivated to study
either because they were driven by completing a qualification/degree or out of interest.
Their studying patterns were rather random, with no strict schedule. The reasons
explaining non-submission were related to family matters/issues (i.e. caring responsi-
bilities), practical issues (i.e. no internet connection at the time of submission) or they
were restricted to submit because of student financial issues. FN_2 who took the course
out of interest, found it pointless to submit her assignment as it only weighted 7% of
the final grade and it was too easy for her. On the contrary, FN_5 found it difficult to

Table 1. Invited and interviewed participants – demographic information.

Age
(avg)

Disabled
(%)

Female
(%)

Previous
Pass (%)

Repeat
Course (%)

Totals

Invited 38 22 42 64 26 131
Interviewed 45 25 57 70 33 12

1 The table can be found here: https://docs.google.com/spreadsheets/d/1MwT-luUSl96XYIGhjz24p
Xdwbmkn-nLHae9n8gLXiDk.
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submit because of her lack of digital skills and absence of detailed guidance. Further,
student contact with tutors was minimal and related to requesting an extension to
submitting the assignment. FN_11 mentioned that although she contacted her tutor via
email, the tutor never replied. Two interviewees reported that their tutor support was
helpful with the tutor proactively getting in touch and communicating with them.
Interacting with other students was not common for four interviewees. FP_3 reported
though that she helped other students and FN_4 used Facebook Groups and forums to
communicate socially.

FN students made suggestions for future students to follow the online study
guidance and plan ahead for submitting assignments on time. FN_2 who had prior
knowledge suggested that assignments should have optional questions for the needs of
more advanced students. Two participants would like to have online tutorials with a
tutor to guide the assignment submission. FN_5 suggested that the course should be
more accessible by adding detailed guidelines on technical aspects for submission.
Most participants took the course for the first time apart from one interviewee.

FP - predicted Not to Submit but Submitted: All participants were motivated to take
their course in order to get a qualification/degree. Their studying patterns varied mostly
studying in the evenings. The reasons they managed to submit related to the fact that
this was not the first time they were taking the course. Two of them took the course for
the second time. FP_3 was determined to submit as it was their third time taking the
course. Two interviewees took the course for the first time. FP_7 on the other hand, did
not prepare for the assignment, yet answered the assignment questions as they had
some prior knowledge. The other two interviewees submitted after watching videos,
consulting books, or with help from external networks.

Contact with tutors was minimal. FP_7 only contacted their tutor for an extension.
No interactions with other students were reported. In terms of recommendations, FP_3
suggested that asking for support from their tutor is important although they did not
initiate that. FP_8 and FP_9 suggested looking at the VLE material in a timely manner
and prepare early on. They proposed more contact with teachers and suggested that
audio recordings would be a good addition. Interestingly, the interviewee who was
taking the course for the third time, mentioned that assignments should be given more
weight towards the final grade. FP_7 suggested that students with prior knowledge or
expertise on a topic should be allowed to skip an assignment.

4 Conclusions

None of the predictive errors could be fully explained by only looking at the course
data. Errors were explained by factors not currently captured by the university data sets,
including personal, technical and financial issues students faced before submission. The
factors reported are rather hard to capture automatically and in a timely manner to
support students with difficulties. Hence, the role of teachers becomes critical; pastoral
and proactive care could identify and resolve such issues on time and enable students to
succeed. Existing studies already showcased the significance of teachers’ monitoring
and intervening with students at risk for better learning outcomes [12]. A university-
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wide policy accompanied by relevant teachers’ training as to when and how teachers
should get in touch with their students would ensure that academic connection and
social presence are established [13, 14]. Given that we do not gather data from external
systems, errors might be hard to prevent in the future. Yet, we could add error
explanations especially for students submitting their assignment (e.g. taking the course
for a second time).
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Abstract. Design-loop adaptivity, which involves data-driven redesign of an
instructional system based on student learning data, has shown promise in
improving student learning. We present a general, systematic approach that
combines new and existing data mining and instructional design methods to
redesign intelligent tutors. Our approach is driven by the main goal of identi-
fying knowledge components that are demonstrably difficult for students to learn
and to optimize effective and efficient practice of them. We applied this
approach to redesigning an algebraic symbolization tutor. Our classroom study
with 76 high school freshmen shows that, compared to the original tutor, the
redesigned tutor led to higher learning efficiency on more difficult skills, higher
learning gain on unscaffolded whole tasks, and more robust transfer to less
practiced tasks. Our work provides general guidance for performing design-loop
adaptations for continuous improvement of intelligent tutors.

Keywords: Instructional design � Adaptivity � Data mining � Intelligent tutor

1 The Need for a General Data-Driven Redesign Approach

Design-loop adaptivity [1] uses student learning data to drive instructional decision
making for design and iterative improvement of a course or system. It is part of a
broader set of endeavors of data-driven instruction and learning designs for continuous
improvement in classrooms and schools [2–5]. This paper focuses on the context of
intelligent tutoring systems (ITSs), a widely adopted and proven technology, where
empirical research on data-driven redesign and optimization is still lacking. Numerous
data mining methods have been demonstrated to improve prediction accuracy using
data from fielded ITSs [6–8], but most stop at better predictions without demonstrating
whether and how these methods can improve student learning. One reason for a
shortage of such “close the loop” experiments may be that there is no good general
guidance for how to convert data-mining outcomes into better tutor design. Prior close-
the-loop studies [9–11] were often driven by a limited set of methods or narrow
redesign features. This paper demonstrates a general, systematic approach that com-
bines new and existing data mining and instructional design methods to redesign ITSs.
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We applied this approach to redesign an algebraic symbolization tutor, and provide
empirical evidence of its effectiveness through a classroom study comparing the
redesigned tutor to the original tutor.

2 Method: How to Use Data to Improve Intelligent Tutors

Our approach focuses on the continuous improvement of ITSs by mining tutor log data
collected from previous iterations. It starts with knowledge component (KC) refine-
ment, followed by content and task selection revisions aiming at more effective and
efficient practice of KCs. Our process (Table 1) is generalizable to other domains and
other ITSs grounded in a KC approach [12] to instructional design.

Table 1. A general multi-method approach to data-driven redesign of ITSs.

Goals Methods

1 Refine the knowledge component (KC) model
Identify difficulty factors to split KCs Difficulty Factor Effect Analysis
Compare hypothesized KC models AFM prediction and inspection [13]
2 Redesign content
Estimate opportunities to mastery, under- and over-
practice for each KC in the refined model

Probability-Propagation Practice
Estimation

Create focused tasks for difficult KCs with better
scaffolding and reduce over-practicing easier KCs

Focused Practice Task Design (with
dynamic, composition scaffolding)

Add feedback messages to frequent errors Error analysis [14, 15]
3 Optimize individualized learning
Optimize student model parameters Data-tuning BKT parameters [16]
Optimize task selection based on a student model Task selection simulation [17]

We applied this process to redesigning the Algebraic Expressions unit in Mathtutor
[18], a free online tutor based on prior instructional design research [19] (Fig. 1). We
utilized prior log data from 356 students with 50,279 student steps. We describe our
new methods below, and refer readers to prior work for existing methods.

Difficulty Factor Effect Analysis. A difficulty factor (DF) refers to a property that
makes some tasks more difficult than other comparable tasks. We first identified a
broad set of potential DFs by coding task features hypothesized to impact difficulty
(e.g., requiring parentheses or not). Then we ran a regression for each targeted KC to
examine the main and interaction effects of potential DFs on performance, controlling
for student proficiencies and learning from prior opportunities. These regressions might
be viewed as an efficient simplification of LFA [20]. A KC was split by a set of DFs
when there was an interaction or by a DF when there was a main effect.

Probability-Propagation Practice Estimation. We estimated the number of oppor-
tunities needed for mastery by fitting parameters of a student model (e.g., BKT [21]) to
the data and used the parameters to estimate knowledge for each step. We then com-
pared the estimates to actual opportunities to get the over- or under-practice. Instead of
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simulating many sequences by propagating simulated outcomes [22], we simulate one
sequence by propagating the probability of succeeding, and use it as weights to update
knowledge (i.e., P(L)new = P(C)P(L|C)new + P(W)P(L|W)new). The extrapolation of a
KC-student sequence stops when P(L)new� .95, or the extrapolated opportunities reach
a threshold (e.g., 20). Our offline experiments showed that our method reached similar
estimations as the method in [22] with higher efficiency.

Focused Practice Task Design. We created new focused problems for hard KCs
which eliminate interface steps of easier KCs (Fig. 2). These problems aim to reduce
under-practicing hard KCs and over-practicing easier KCs, which were prevalent in the
original tutor according to our practice estimation. We introduced composition scaf-
folding (inspired by prior work [14, 23, 24]) to break down problems (Fig. 2a), because
our method estimated that many opportunities (� 58) would be needed to master each
difficult KC (two-operator KCs) in the original tutor.

Fig. 1. A table task in the original tutor (with cells filled in correctly and the toolbar excluded).

a) 

b)

Fig. 2. Focused tasks target a KC that data reveals is particularly hard. a) A focused whole task
practices this KC in more realistic problems that require mental steps of easier KCs along with
the hard KC. If students fail on the whole task, dynamic composition scaffolding isolates the
individual KCs (step 1–3) including the hard one (step 3). b) A focused part task practices the
hard KC in isolation without the busy work (mental and interface steps) of the easier KCs.

126 Y. Huang et al.



3 Experiment

We conducted a classroom study to investigate whether the data-driven redesigned
tutor (treatment condition) yields better learning than the original tutor (control con-
dition). We ran the study in two high school freshman Algebra I classes during three
40-min periods for one week in 2019. Students were randomly assigned to conditions
within each class, with 38 students per condition. We used linear mixed models to
examine learning gains and two-sample t-tests to examine practice time (Fig. 3).

Overall, both conditions produced significant learning gains (ps < .01). Students in
the treatment condition spent 13% less practice time than students in the control
condition (p < .1), with no difference in gains (p = .94). In particular, on more difficult
skills, two-operator skills, they spent 19% less time (p < .05) with no difference in
gains (p = .78). Treatment students had significant gains on algebraic modeling
(AM) in both unscaffolded whole tasks (Fig. 2a without scaffolding steps) and table
tasks (Fig. 1) (ps < .05) even with little practice on table tasks. Control students had a
significant gain on AM table tasks (p < .001) with no difference from treatment stu-
dents (p = .14), and no improvement on unscaffolded whole tasks (p = .58) with the
gain different from that of treatment students (p < .05). These results suggest that
treatment students acquired more robust, transferable learning. Control students had
marginally higher gains on arithmetic solving (AS) (p = .096); the treatment condition
was designed to shift practice away from these (easier) skills to the harder AM skills.

4 Discussion and Conclusion

We demonstrate a general multi-method approach to design-loop adaptivity and pro-
vide empirical evidence of its effectiveness. The results are encouraging, although they
are not as pronounced as anticipated. Students spent much less time on the tutor than
planned, but our theoretical predictions were based on longer time. Thus, a more
stringent test of our approach requires a future longer span study. After all, design-loop
adaptivity is intended as an iterative process. Our work provides general guidance for

Fig. 3. Redesigned tutor showed advantages in targeted algebraic modeling (AM) skills in terms
of learning gains on unscaffolded whole tasks and learning efficiency on table tasks.
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how to convert data-mining outcomes into better tutor design, an important need in
AIED/EDM research and practice. Our work may also help define and enhance data-
driven learning engineering processes.1
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Abstract. Many teachers utilize online social media to supplement their
students’ needs and enhance their professional activities, curating mil-
lions of educational resources. In fact, during the Coronovirus pandemic,
online curation of resources provides teachers a repository of materi-
als to provide students in online space. Teachers’ engagement online
then provides the ability to learn more about how teachers are address-
ing students’ learning needs and potentially improve the quality of the
resources they share. Historically, to perform such a study, we often sur-
vey some teachers and then leverage their shared resources to investigate
education-related research questions. However, this can lead to problems
including sample representativeness where surveyed teachers may not be
representative of the population of teachers in social media. In this paper,
we attempt to improve the sample representativeness of teachers on Pin-
terest. We first survey 541 teachers in the United States as seed samples
and then collect their online data and social connections on Pinterest.
Then, we devise a heuristic that automatically identifies other Pinterest
accounts that are likely to be teachers thus improving the sample repre-
sentativeness. Finally, we evaluate our heuristic with advanced machine
learning techniques.

Keywords: Teachers in social media · Sample representativeness ·
Pinterest

1 Introduction

Unlike traditional resource curation (e.g., asking a colleague or turning to a
one’s district or state department of education), the diffusion of information
from social media to the classroom is significantly more efficient and scaleable.
Hence, increasingly, teachers use social media to supplement their instructional
resources [7,8,11,16,17]. According to a survey from RAND Corporation [11],
more than 87% of elementary school teachers and 62% of secondary school teach-
ers use Pinterest for professional purposes. Furthermore, since the coronavirus
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pandemic in 2020, instructional resources and homeschooling are in the top three
of the most frequent searches within Pinterest (personal communication, April
1, 2020). Given the breadth of online activities by teachers, particularly within
social media, and its direct diffusion into classrooms, it warrants understanding
how teachers harness social media to diffuse their classroom ideas, lessons, and
practices to a community of colleagues.

To study teachers in social media, researchers usually follow a bottom-up
data collection approach where they first survey teachers offline and then retrieve
their online data [2,3,12–14]. However, this common bottom-up data collection
method is restrictive since there are potentially many other teachers online that
are not included in our sampled and surveyed teachers. In other words, the sur-
veyed teachers may not be representative of the population of teachers in online
social media. Moreover, the survey process is usually costly and time-consuming.
In this paper, we complement bottom-up data collection approaches by offering
a scalable top-down approach. More specifically, we first survey 541 teachers
across 5 U.S. states and 48 different districts and then using the surveyed teach-
ers as the seed samples, we acquire their Pinterest data (a bottom-up approach).
We then propose a top-down approach, building a heuristic that automatically
identifies new likely teachers on Pinterest beyond our surveyed teachers. Finally,
we use advances in machine learning and social network analysis to evaluate the
performance of our heuristic.

2 Related Work

Research shows teachers use various online platforms for educational engagement
including Facebook, Twitter, and Pinterest. Steinbrecher and Hart [14] showed
that in addition to personal usage, teachers use Facebook for some professional
activities such as “classroom support and strategy idea generation”. Authors
in [3] explored Twitter usage by K-16 educators and discovered that many edu-
cators use Twitter for professional development. In similar studies [1,4], it was
shown that pre-service teachers use Twitter for some professional career devel-
opment purposes such as resource sharing and connecting to other teachers.
Carpenter et al. [2] indicated that teachers use Pinterest to promote educa-
tional materials. In particular, they discovered that many individuals were shar-
ing resources curated in TeachersPayTeachers.com, a crucial virtual resource
pool where teachers can sell/buy various educational resources. We have discov-
ered similar results for TeachersPayTeachers.com and Pinterest. Some research
has endeavored to identify who is curating educational resources. The authors
in [13] explored the characteristics of teachers contributing to TeachersPayTeach-
ers.com and attempted to identify the profile of resource curators. Similarly,
Schroeder et al. [12] showed that teachers mostly utilize Pinterest to look for
educational resources according to their classroom needs. Frank et al. [6] thor-
oughly analyzed the role of social networks and in particular Pinterest in pro-
viding emerging beneficial opportunities for education. Torphy et al. [16] exam-
ined the diffusion of educational resources on Pinterest. Their results indicated
that direct connection between teachers spurs resource curation. Other work
has examined teachers’ social media. The interested reader can refer to [8] for a
survey on how to incorporate online social media in educational research.
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3 Automated Teacher Identification

Dataset. We surveyed 541 PK-12 teachers across 5 states, 48 districts, and 99
schools. 432 teachers are females, 13 males, and 69 unspecified. For all teachers in
our dataset, we acquired their followers and followees (their connections) which
resulted in a network with 89,190 nodes (Pinterest users) and 4,379,592 links.
Also, for all 89,190 users, we collected their Pinterest data i.e., their shared pins.

Fig. 1. Network of surveyed teach-
ers on Pinterest where colors rep-
resent districts

Top-Down Teacher Identification. As
mentioned before, the bottom-up data collec-
tion where we first survey teachers offline and
then project them into online social media
may not properly capture the representative-
ness of teachers in that online space. To grasp
the idea, we visualize the network of our sur-
veyed teachers in Fig. 1. First, we can see there
is a considerable number of teachers with-
out any connection to others (96 teachers or
around 17% of our surveyed teachers). This is
an undesirable property as we expect teachers

to connect to their peers and engage in professional career development activities
e.g., sharing resources. Second, in general, the network consists of several dis-
jointed sub-networks (components). This disrupts the diffusion of information
amongst teachers on Pinterest which plays an essential role in improving the
quality of teaching [16]. Third, around 95% of teachers are connected to their
peers in the same district, which defies the main strength of social media i.e.,
breaking physical constraints. Hence, we conclude that we should adamantly
attempt to obtain a better picture of the network of teachers on Pinterest as
explained in the following.

Fig. 2. Number of TPT pins vs the
number of users

In line with previous studies [2,13], we dis-
covered that the predominant source of edu-
cational resources among teachers is Teach-
ersPayTeachers.com ( hereafter referred to as
TPT). There are several reasons behind this.
First, TPT is the largest marketplace of edu-
cational resources offering millions of high-
quality PK-12 educational resources. Sec-
ond, image-oriented characteristics of TPT
resources and image-based nature of Pinter-

est perfectly match these two platforms. Finally, quite often content producers
in TPT are teachers/educators who join Pinterest and advertise/share their
resources [2]. We also discovered that TPT is the dominant source of resources
shared by our surveyed teachers comprising around 50% of the top 5 pin domains.
Hence, we hypothesize that the existence of TPT pins in an account is a strong
indication that the account belongs to a teacher/educator.

With the above discussion in mind, for all 88,649 other users in our dataset,
we process their pins and if for a user the number of his/her TPT pins is more
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than a threshold K, we mark that user as a teacher. Figure 2 shows the number
of users whose K pins’ domain is TPT where K changes from 1 to 200. We set
K to 100 through which we can mark more than 12,000 users as likely teachers
which is almost 23 times larger than the number of surveyed teachers. Note
that not necessarily all those marked users are school teachers since they can
be other types of educators such as educational organizations, home teachers,
parents, and so on. However, as long as their footprint on Pinterest is concerned,
they are similar to our surveyed teachers and we keep referring them as teachers.

Fig. 3. Evaluating the automated teacher
identification

Evaluation. The evaluation process
of our automated teacher identifica-
tion is demonstrated in Fig. 3. First,
we use the entire constructed network
of Pinterest users (89,190 nodes and
4,379,592 links), and extract some fea-
tures for nodes in an unsupervised
manner. Feature extraction from a

network is an effective approach and used in different applications [5,9,10,18].
In this paper, we adopt the method proposed by Tang et al. [15] known as LINE
(Large-scale information network embedding). The size of the representation for
each node is 64. Second, on top of learned node representations, we carry out two
classifications using Random Forest as the classifier. Both classifiers are tested
against 100 surveyed teachers and 100 non-teachers. The first classifier is trained
on the rest of 441 surveyed teachers and 441 identified non-teachers. The second
classifier is trained on 5500 teachers and 5500 non-teachers (identified using our
heuristic). For non-teacher samples, we include those having no TPT pin and
no educational pin where being educational is marked by the Pinterest internal
pin labeling system. The accuracy of the first classifier is just 58% while the sec-
ond one achieves 76%. Hence, we can conclude that our heuristic for automated
teacher identification is reliable as it significantly improves the performance of
the teacher classification problem.

In the future, we plan to compare the two datasets, i.e., surveyed teachers
and the augmented version, from the perspective of structural properties of the
two networks as well as behavioral attributes of teachers. Further, we intend
to make sense of the diffusion of information among teachers and characterize
resources through their diffusion.
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Abstract. There is increasing interest in the conceptualization of Self-
Regulated learning (SRL) as a dynamic process which unfolds over the
course of a learning activity. This is partly because this conceptualization could
potentially be operationalized and used as the basis for AI and analytics tools
which monitor and scaffold SRL in real-time. However, while there is an
abundance of research on theories of SRL, little research explicitly reviews and
operationalizes such theoretical considerations. Work is needed to develop
frameworks for the practical applications of fundamental SRL theories, helping
researchers move from conceptual considerations to operationalization in real
world settings. In this paper, we propose a theoretically grounded framework for
investigating SRL in the context of online tutoring for upper primary school
learners. SRL is interpreted as a social learning construct, and the framework
proposed is designed to investigate the influence of tutor practices on the
development of learners’ SRL. We present the results of a pilot study that
explored the applicability of the framework.

Keywords: Self-Regulated learning � Online tutoring � Winne and Hadwin
model � Tutor practices � Metacognition � Virtual classroom environment �
Process mining

1 Introduction

There is increasing interest in the conceptualization of Self-Regulated learning
(SRL) as a dynamic process which unfolds over the course of a learning activity.
Mapping out SRL as a dynamic process is of interest, as it may provide opportunities
for real time monitoring, evaluation and support of SRL in online learning environ-
ments. For example, there may be opportunities for intelligent tools which support
tutors in real time as they scaffold learner self-regulation. However, there is limited
research on frameworks, which are both theoretically grounded (Matcha et al. 2019),
and sufficiently granular to investigate self-regulation in online learning environments.

To address this need, this paper proposes a framework to investigate the impact of
tutor practices on learner self-regulation in online environments. Specifically, we focus
on an online tutoring environment in which human tutors teach primary school learners
(aged 10 years) on a one to one basis, using an interactive whiteboard and tools. We
identify signifiers from natural language dialogue between tutor and learner, and
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explore the applicability of the framework in a pilot study. Our initial findings are not
intended to be generalized to a population, but aim to build on research exploring how
to operationalize SRL theoretical models in online environments (Hadwin et al. 2007).

2 Framework Development

The framework has been developed through a two stage, mixed methods approach.
Firstly, an established theoretical model is adapted to apply to the online tutoring
environment. In the second stage, we use a data driven approach to refine the
framework.

The framework developed in this research required a granular, fluid model of SRL
which could be applied to real world settings, and use online data. After the review of
available theoretical models (Winne and Hadwin 1998; Pintrich 2000; Zimmerman
2000), the Winne and Hadwin (1998) model was identified as a suitable model (Fig. 1).

The Winne and Hadwin model was selected as it is highly granular and suited to the
analysis of fine-grained data that is generated from online environments. Further, the
model synthesizes all the various components of SRL from the literature into a heuristic
framework (Azevedo et al. 2010; Bannert et al. 2014).

The Winne and Hadwin model was adapted to fit our research purposes, namely to
investigate the impact of tutor practices on SRL. The model recognizes tutor practices
as an external condition impacting learner SRL. Our framework builds on this, and
interprets each sub-component to identify tutor practices which may scaffold learner
SRL. Following the adaptation of the model, online tutoring sessions were observed to

Fig. 1. Winne and Hadwin model (Winne and Hadwin 1998)

136 M. Khan-Galaria et al.



identify fine grained actions. For our empirical work, we partnered with an industrial
supplier named Third Space Learning (TSL), which delivers maths tutoring for primary
school children aged 10 years old. Learners and tutors log into a shared online envi-
ronment, and the learner works through a pre-designed online set of questions, with the
guidance of a human tutor on an interactive whiteboard. The data available for analysis
includes the online resources, natural language dialogue audio between tutor and
student, logfile and whiteboard data. TSL sessions were filtered by topic, and the
recordings of 50 randomly selected sessions were observed. Fine grained actions that
could be observed from the data were mapped to the theoretical framework. This
exercise illustrated that there were a number of tutor actions aimed at promoting certain
types of engagement by learners which were not yet captured. For example, the the-
oretical framework did not distinguish between tutors who lectured versus prompting
learners to construct meaning. The ‘Operations’ component was thus broadly defined to
refer to the nature of tutor-learner engagement, characterized using the Chi &
Wyle ICAP framework (Chi and Wylie 2014). The final framework is presented in
Table 1.

Table 1. Framework for exploring tutor practices that influence SRL in online environments

Model Operational definition of sub-
components

Examples of signifiers

Conditions Tutor actions and utterances
scaffolding learner mindset e.g.
specific praise)

Tutor utterances’: ‘Well done for
persevering’. Tutor awarding effort
points, pictures and emojis

Operations Directive engagement - Tutor
instructs or explains

Tutor utterances “To solve this
problem, you need to…

Active engagement -Tutor prompts
learner to physically manipulate the
content

Tutor utterances: “Please underline
the key words”

Constructive engagement -Tutor
prompts learner to construct
meaning. The question style can be
closed ended/narrow or open ended

Tutor utterances (‘narrow’): ‘What is
x plus y’?” “Is it a or b”
(“open ended’’): “How did you work
this out?”

Interactive engagement A dialogue where the learner and the
tutor have at least two turns with
constructive utterances

Products Tutor prompts learner to try to
understand the question, set goals
and plan.

Tutor utterances: “What does this
question mean?” “How will you do
this”?

Tutor prompts learner to use of study
tactic, or to make adaptations to SRL
products.

Tutor utterances: “What method can
we use to do this?” “Is there a
different way of doing this?”

Evaluation,
Standards

Tutor prompts learner to monitor
cognition, metacognition and affect

Tutor utterances: “How do you feel
about this topic?” “Do you need
help?”
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3 Pilot Study

We tested the applicability of the framework by applying it to data gathered from tutors
manually classified as ‘high ranking’ and ‘mid ranking’. 180 tutors were ranked using
student learning outcomes (30%), tutor evaluation test scores (30%), human evaluator
scores (30%), and student qualitative ratings for tutors (10%). Tutors in the top ten
percentile i.e. with a rank between 1–18, and tutors in the 45th to 55th percentile i.e.
with a rank between 81 and 99 were randomly selected. 121 min of audio and
whiteboard data from 21 sessions for the selected tutors was extracted and manually
tagged using the framework. The data collected was allocated into time bins, as per
Table 2:

We plotted the tutor practices against the time bins, with the size of the bubble
being the average relative frequency of each behavior. Figure 2 shows the results for
high ranking and mid ranking tutors. We found that high ranking tutors were more
likely to demonstrate practices scaffolding open-ended constructive engagement, such
as prompting self-explanation. High ranking tutors embedded monitoring throughout
the session, while mid ranking tutors used this practice less regularly. We also found
that tutor practices boosting learner mindset (e.g. specific praise) were more prominent
amongst high ranking tutors, with a relative frequency of 0.42 for all high-ranking
tutors, versus 0.28 for all mid ranking tutors.

Fig. 2. Average relative frequency of high-ranking tutor practices (purple) vs mid-ranking tutor
practices (red). (Color figure online)

Table 2. Allocation of session data into time bins

Time bins (mm. ss) 0.00–2.00 2.01–4.00 4.01–6.00 6.01–8.00 8.01–10.33 Total

High ranking tutors
(11 sessions)

20.00 20.58 13.04 04.40 02.25 60.31

Mid ranking tutors
(10 sessions)

20.00 18.02 10.07 07.09 06.25 61.43
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The next stage of work will refine the framework to include non-audio traces of
SRL behaviour (e.g. use of pointer). We will build the data sample to include low
ranking tutors, prior to applying modelling and analytics such as process mining and
decision trees. We will examine whether we can effectively use audio and non-audio
traces to identify tutor practices scaffolding SRL, and the impact of contextual and
macro factors on these practices. We will also analyse the implications of our work for
operationalizing SRL in online tutoring environments, and the potential for building
intelligent tools, which support human tutors in fostering learner SRL.
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Abstract. We investigate how automated, data-driven, personalized
feedback in a large-scale intelligent tutoring system (ITS) improves stu-
dent learning outcomes. We propose a machine learning approach to
generate personalized feedback, which takes individual needs of students
into account. We utilize state-of-the-art machine learning and natural
language processing techniques to provide the students with personalized
hints, Wikipedia-based explanations, and mathematical hints. Our model
is used in Korbit (https://www.korbit.ai), a large-scale dialogue-based
ITS with thousands of students launched in 2019, and we demonstrate
that the personalized feedback leads to considerable improvement in stu-
dent learning outcomes and in the subjective evaluation of the feedback.

Keywords: Intelligent tutoring system · Dialogue-based tutoring
system · Natural language processing · Deep learning · Personalized
learning and feedback

1 Introduction

Intelligent Tutoring Systems (ITS) [8,21] attempt to mimic personalized tutor-
ing in a computer-based environment and are a low-cost alternative to human
tutors. Over the past two decades, many ITS have been successfully deployed
to enhance teaching and improve students’ learning experience in a number
of domains [1,2,5,6,9,12,17,19,22,23], not only providing feedback and assis-
tance but also addressing individual student characteristics [13] and cognitive
processes [27]. Many ITS consider the development of a personalized curricu-
lum and personalized feedback [4,5,7,11,18,20,24,25], with dialogue-based ITS
being some of the most effective tools for learning [3,14,15,21,26], as they simu-
late a familiar learning environment of student–tutor interaction, thus helping to
improve student motivation. The main bottleneck is the ability of ITS to address
c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 140–146, 2020.
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Fig. 1. An example illustrating how the Korbit ITS inner-loop system selects the
pedagogical intervention. The student gives an incorrect solution and receives a text
hint.

the multitude of possible scenarios in such interactions, and this is where meth-
ods of automated, data-driven feedback generation are of critical importance.

Our paper has two major contributions. Firstly, we describe how state-of-the-
art machine learning (ML) and natural language processing (NLP) techniques
can be used to generate automated, data-driven personalized hints and explana-
tions, Wikipedia-based explanations, and mathematical hints. Feedback generated
this way takes the individual needs of students into account, does not require
expert intervention or hand-crafted rules, and is easily scalable and transfer-
able across domains. Secondly, we demonstrate that the personalized feedback
leads to substantially improved student learning gains and improved subjective
feedback evaluation in practice. To support our claims, we utilize our feedback
models in Korbit, a large-scale dialogue-based ITS.

2 Korbit Learning Platform

Korbit is a large-scale, open-domain, mixed-interface, dialogue-based ITS, which
uses ML, NLP and reinforcement learning to provide interactive, personalized
learning online. Currently, the platform has thousands of students enrolled and is
capable of teaching topics related to data science, machine learning, and artificial
intelligence.

Students enroll based on courses or skills they would like to study. Once a
student has enrolled, Korbit tutors them by alternating between short lecture
videos and interactive problem-solving. During the problem-solving sessions, the
student may attempt to solve an exercise, ask for help, or even skip it. If the
student attempts to solve the exercise, their solution attempt is compared against
the expectation (i.e. reference solution) using an NLP model. If their solution
is classified as incorrect, the inner-loop system (see Fig. 1) will activate and
respond with one of a dozen different pedagogical interventions, which include
hints, mathematical hints, elaborations, explanations, concept tree diagrams,
and multiple choice quiz answers. The pedagogical intervention is chosen by
an ensemble of machine learning models from the student’s zone of proximal
development (ZPD) [10] based on their student profile and last solution attempt.
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3 Automatically Generated Personalized Feedback

In this paper, we present experiments on the Korbit learning platform with
actual students. These experiments involve varying the text hints and explana-
tions based on how they were generated and how they were adapted to each
unique student.

Personalized Hints and Explanations are generated using NLP techniques
applied by a 3-step algorithm to all expectations (i.e. reference solutions) in our
database: (1) keywords, including nouns and noun phrases, are identified within
the question (e.g. overfitting and underfitting in Table 1); (2) appropriate sen-
tence span that does not include keywords is identified in a reference solution
using state-of-the-art dependency parsing with spaCy1 (e.g., A model is under-
fitting is filtered out, while it has a high bias is considered as a candidate for a
hint); and (3) a grammatically correct hint is generated using discourse-based
modifications (e.g., Think about the case) and the partial hint from step (2) (e.g.,
when it has a high bias).

Table 1. Hint generation. Keywords are marked with boxes

Question Expectation Generated hint

What is the difference between A model is underfitting Think about the case

overfitting and underfitting ? when it has a high bias when it has a high bias

Next, hints are ranked according to their linguistic quality as well as the
past student–system interactions. We employ a Random Forest classifier using
two broad sets of features: (1) Linguistic quality features assess the quality of
the hint from the linguistic perspective only (e.g., considering length of the
hint/explanation, keyword and topic overlap between the hint/explanation and
the question, etc.), and are used by the baseline model only. (2) Performance-
based features additionally take into account past student interaction with the
system. Among them, the shallow personalization model includes features
related to the number of attempted questions, proportion of correct and incorrect
answers, etc., and the deep personalization model additionally includes lin-
guistic features pertaining to up to 4 previous student–system interaction turns.
The three types of feedback models are trained and evaluated on a collection of
450 previously recorded student–system interactions.

Wikipedia-Based Explanations provide alternative ways of helping students
to understand and remember concepts. We generate such explanations using
another multi-stage pipeline: first, we use a 2 GB dataset on “Machine learn-
ing” crawled from Wikipedia and extract all relevant domain keywords from
1 https://spacy.io.

https://spacy.io
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the reference questions and solutions using spaCy. Next, we use the first sen-
tence in each article as an extracted Wikipedia-based explanation and the rest
of the article to generate candidate explanations. A Decision Tree classifier is
trained on a dataset of positive and negative examples to evaluate the qual-
ity of a Wikipedia-based explanation using a number of linguistically-motivated
features. This model is then applied to identify the most appropriate Wikipedia-
based explanations among the generated ones.

Mathematical Hints are either provided by Korbit in the form of suggested
equations with gapped mathematical terms for the student to fill in, or in the
form of a hint on what the student needs to change if they input an incor-
rect equation. Math equations are particularly challenging because equivalent
expressions can have different representations: for example, y in y(x + 5) could
be a function or a term multiplied by x + 5. To evaluate student equations, we
first convert their LATEX string into multiple parse trees, where each tree repre-
sents a possible interpretation, and then use a classifier to select the most likely
parse tree and compare it to the expectation. Our generated feedback is fully
automated, which differentiates Korbit from other math-oriented ITS, where
feedback is generated by hand-crafted test cases [9,16].

4 Experimental Results and Analysis

Our preliminary experiments with the baseline, shallow and deep personaliza-
tion models run on the historical data using 50-fold cross-validation strongly
suggested that deep personalization model selects the most appropriate person-
alized feedback. To support our claims, we ran experiments involving 796 anno-
tated student–system interactions, collected from 183 students enrolled for free
and studying the machine learning course on the Korbit platform between Jan-
uary and February, 2020. First, a hint or explanation was selected at uniform
random from one of the personalized feedback models when a student gives an
incorrect solution. Afterwards, the student learning gain was measured as the
proportion of instances where a student provided a correct solution after receiv-
ing a personalized hint or explanation. Since it’s possible for the ITS to provide
several pedagogical interventions for a given exercise, we separate the learning
gains observed for all students from those for students who received a person-
alized hint or explanation before their second attempt at the exercise. Table 2
presents the results, showing that the deep personalization model leads to the
highest student learning gains at 48.53% followed by the shallow personalization
model at 46.51% and the baseline model at 39.47% for all attempts. The differ-
ence between the learning gains of the deep personalization model and baseline
model for the students before their second attempt is statistically significant
at 95% confidence level based on a z-test (p = 0.03005). These results support
the hypothesis that automatically generated personalized hints and explanations
lead to substantial improvements in student learning gains.
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Table 2. Student learning gains for personalized hints and explanations with 95%
confidence intervals (C.I.).

Model All attempts Before second attempt

Mean 95% C.I Mean 95% C.I

Baseline (No personalization) 39.47% [24.04%, 56.61%] 37.93% [20.69%, 57.74%]

Shallow personalization 46.51% [31.18%, 62.34%] 51.43% [33.99%, 68.62%]

Deep personalization 48.53% [36.22%,60.97%] 60.47% [44.41%,75.02%]

Experiments on the Korbit platform confirm that extracted and generated
Wikipedia-based explanations lead to comparable student learning gains. Stu-
dents rated either or both types of explanations as helpful 83.33% of the time.
This shows that automatically-generated Wikipedia-based explanations can be
included in the set of interventions used to personalize the feedback. Moreover,
two domain experts independently analyzed a set of 86 student–system interac-
tions with Korbit, where the student’s solution attempt contained an incorrect
mathematical equation. The results showed that over 90% of the mathematical
hints would be considered either “very useful” or “somewhat useful”.

In conclusion, our experiments strongly support the hypothesis that the per-
sonalized hints and explanations, as well as Wikipedia-based explanations, help
to improve student learning outcomes significantly. Preliminary results also indi-
cate that the mathematical hints are useful. Future work should investigate how
and what types of Wikipedia-based explanations and mathematical hints may
improve student learning outcomes, as well as their interplay with student learn-
ing profiles and knowledge gaps.
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Allowing Revisions While Providing
Error-Flagging Support: Is More Better?

Amruth N. Kumar(&)

Ramapo College of New Jersey, Mahwah, NJ 07430, USA
amruth@ramapo.edu

Abstract. In this study, we studied whether the number of revisions allowed
per problem when error-flagging feedback is provided has a significant effect on
learning. We used a partial cross-over study and analyzed the data collected by
two adaptive tutors on while loops and for loops over six semesters. We found
that when students were unfamiliar with the concepts, they solved fewer
problems and therefore, learned significantly less when they were provided more
opportunities for revision with error-flagging feedback. But, once they became
more familiar with the concepts, allowing for more revisions had no deleterious
effect on learning.

Keywords: Error-flagging feedback � Revisions � Adaptive tutor

We had conducted several studies of the effect of providing error-flagging feedback,
i.e., error-detection but not error-correction support, in the context of code-tracing
tutors. In the first study [1], we found that students scored better on tests with rather
than without error-flagging support even though the tests did not use multiple-choice
format. In a follow-up study [2], we found that when error-flagging feedback was
provided, students saved time on the problems that they already knew how to solve,
and spent additional time on the problems for which they did not know the correct
solution. But, we also found that students may abuse error-flagging support to find the
correct solution by trial and error. In a subsequent study [3], we compared not pro-
viding error-flagging feedback against providing it with a limit placed on the number of
revisions during testing. We found that even with a limit placed on the number of
revisions per problem, students revised more often and scored higher with rather than
without error-flagging feedback. We found that placing a limit on the number of
revisions may discourage students from using error-flagging feedback as a substitute
for their own judgment during tests.

In the current study, we wanted to study whether the number of revisions allowed
per problem when error-flagging feedback is provided has a significant effect on
learning. So, we compared error-flagging feedback with 3 revisions allowed per
problem versus 5 revisions. We conducted the study using two tutors that did not use
multiple-choice format. So, students could not guess the correct answer merely through
brute-force trial-and-error in the presence of error-flagging feedback.

The two adaptive problem-solving tutors were on while loop and for
loop. while loop tutor covered 9 concepts and for loop tutor covered 10 concepts in
C++/Java/C#. The tutors presented code-tracing problems on these concepts: in each
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problem, they presented a complete program and asked the student to identify the
output of the program, one output at a time.

The tutors provided error-flagging feedback while the student was entering the
solution to the problem (See bottom right panel in Fig. 1). Once the student submitted
the solution, if it was incorrect, the tutors provided step-by-step explanation of the
correct solution in the style of a worked example [4, 7].

The two tutors were configured to administer pre-test-practice-post-test protocol
during each session [5]. During pretest, they administered one problem per concept.
During adaptive practice that followed [6], they administered problems on only the
concepts on which the student had solved the pretest problem incorrectly. They did so
until the student demonstrated mastery of the concept by solving at least 60% of the
problems correctly. During posttest, they administered problems on only the concepts
mastered during practice. The tutors administered all three stages back-to-back online
without interruption.

In this controlled study, the tutors allowed control group to revise the solution of
each problem no more than 3 times and experimental group to revise the solution up to
5 times per problem. The interface always displayed the remaining number of revisions
allowed for each problem (Title bar of bottom right panel in Fig. 1). The duration of the
tutoring session was set to 30 min for control group and 32 min for experimental group
in order to accommodate additional revisions. It was also a partial cross-over study:
students who were assigned to control group on while loop were assigned to
experimental group on for loop and vice versa.

Fig. 1. Error-Flagged answers in bottom right panel
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We used the data collected by the two tutors over six semesters: Fall 2014-Spring
2017. The tutors were used by students in introductory programming courses in C++,
Java and C#. Typically, students used the tutors as after-class assignments. Students
could use the tutors as often as they pleased. Table 1 lists the number of students and
the number of times they used the two tutors with each of the two treatments.

If a student solved the pretest problem incorrectly on a concept, solved sufficient
number of problems during practice to demonstrate mastery, and went on to solve the
post-test problem on the concept with a normalized score of at least 0.8, the student was
categorized as having learned the concept. For our study, we used the number of
concepts learned as a dependent variable.

In while loop tutor, students who were allowed 5 revisions learned significantly
fewer concepts per session (1.30) than those who were allowed 3 revisions (1.40,
p = 0.02). They solved significantly fewer problems than those who were allowed 3
revisions during practice (4.44 ± 0.32 with 3 revisions versus 3.87 ± 0.20 with 5
revisions, p = 0.003). One explanation for the differences is that students who were
allowed more revisions engaged in more revisions and therefore, took longer to solve
problems.

No such differences were found between treatments for for loop tutor. One
explanation is that since students used for loop tutor after while loop tutor and the
concepts covered by the two tutors were similar, students had less need for revisions in
for loop tutor. Students may revise their answers more when allowed more revisions
when the concepts are unfamiliar to them. This may lead them to initially learn fewer
concepts per session. But, with increased familiarity of concepts, students do not find
the need to revise their answers as much, and any deleterious effect of allowing more
revisions on the amount of learning fades.

Mixed factor ANOVA analysis of while loop data of learned concepts with
pretest and post-test score and pretest and post-test time as repeated measures and
treatment (3 versus 5 revisions allowed) as between-subjects factor yielded:

• Significant within-subjects effect for score [F(1,2349) = 3803, p < 0.001]: mean
score increased from 0.57 ± 0.01 on pretest to 0.99 ± 0.002 on post-test;

• Significant within-subjects effect for time [F(1,2349) = 13.66, p < 0.001]: time
decreased from 94.95 ± 15.23 s on pretest to 66.64 ± 2.19 s on posttest;

• No significant between-subjects effect of treatment on score [F(1,2349) = 1.67,
p = 0.20] or time [F(1,2349) = 0.48, p = 0.49] and no significant interaction
between pre-post change in score and treatment [F(1,2349) = 0.82, p = 0.37] or
pre-post change in time and treatment [F(1,2349) = 1.3, p = 0.25].

Table 1. Number of tutor users and uses in each treatment

while loop for loop

Max 3 revisions 1185/2162 1550/2957
Max 5 revisions 1647/2991 1141/2034

Allowing Revisions While Providing Error-Flagging Support 149



So, students solved the post-test problem significantly more correctly and faster
than pre-test problem, but there was no difference between treatments. We found no
significant main effect of treatment on the number of practice problems solved on the
learned concepts, or the mean score per practice problem. But, we found a significant
main effect of treatment on the mean time per practice problem solved [F
(1,2683] = 8.29, p = 0.004]: students spent 68.73 ± 2.46 s per problem with 5 revi-
sions compared to 63.80 ± 2.15 s per problem with 3 revisions. So, students who were
allowed 5 revisions spent significantly more time per practice problem than those who
were allowed 3 revisions.

Mixed factor ANOVA analysis of for loop data of learned concepts with pretest
and post-test score and pretest and post-test time as repeated measures and treatment (3
versus 5 revisions) as between-subjects factor yielded:

• Significant within-subjects effect for score [F(1,2165) = 5140.84, p < 0.001]: mean
score increased from 0.52 ± 0.01 on pretest to 1.00 on post-test;

• Significant within-subjects effect for time [F(1,2165) = 269.30, p < 0.001]: time
decreased from 106.95 ± 5.80 s on pretest to 55.80 ± 1.95 s on posttest;

• Significant between-subjects effect of treatment on score [F(1,2165) = 5.33,
p = 0.02]: Students who were allowed 3 revisions scored a mean of 0.75 ± 0.009
whereas, those who were allowed 5 revisions scored 0.77 ± 0.01. The interaction
between pre-post and treatment was also significant [F(1,2165) = 5.09, p = 0.02]:
students who were allowed 3 revisions improved from 0.51 on pretest to 0.997 on
post-test whereas those who were allowed 5 revisions improved from 0.54 on
pretest to 0.997 on post-test. We discounted this result because of ceiling effect, 1.0
being the maximum normalized score per problem.

• No significant between-subjects effect of treatment on time [F(1,2165) = 1.83,
p = 0.18] or interaction between pre-post time and treatment [F(1,2165) = 0.53,
p = 0.47].

Again, students solved the post-test problem significantly more correctly and faster
than pre-test problem, but the difference between treatments was minimal. We found
no significant main effect of treatment on the number of practice problems solved on
the learned concepts, the mean score per practice problem or the mean time per practice
problem solved. In contrast, treatment had a significant effect on mean time per practice
problem solved on while loop tutor, the first tutor to be used by students. This once
again reinforces that any negative effect of allowing for more revisions wears out with
increased familiarity with the concepts.

Students did not score more per problem when allowed more revisions – so,
allowing for revisions with error-flagging feedback was not a substitute for knowing
the concepts underlying problems. They did not score less per problem either, although
they spent more time per problem on while loop tutor. This might suggest that
allowing for more revisions with error-flagging by itself may not invite gaming of the
system by students, especially when solutions to problems are not of multiple-choice
nature.

In this study, we evaluated the effect of allowing a limited number of revisions (as
saliently displayed in the user interface of the tutor), not the effect of the number of
revisions actually undertaken by students. In the future, we plan to analyze the data to
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check whether allowing for more revisions invites students to revise more, and if not,
the effect of the number of revisions actually undertaken by students on the learning of
students.
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Abstract. The following paper is a proof-of-concept demonstration of a
novel Bayesian model for making inferences about individual learners and
the context in which they are learning. This model has implications for
both efforts to create rich open leaner models, develop automated person-
alization and increase the breadth of adaptive responses that machines
are capable of. The purpose of the following work is to demonstrate,
using both simulated data and a benchmark dataset, that the model
can perform comparably to commonly used models. Since the model has
fewer parameters and a flexible interpretation, comparable performance
opens the possibility of utilizing it to extend automation greater variety
of learning environments and use cases.

Keywords: Context modelling · Personalization · Individualization ·
Open learner model · Bayes

1 Introduction

1.1 Learner-Context Models

The growth of artificial intelligence in education will be determined to some
extent by our ability to expand into new formats and data collection contexts
and of machines to model the learner across these disparate environments [9,11].
Here we take a tentative step towards an extensible learner model that would
allow individual learner modelling across many different contexts and task types,
as well as content domains. We build on work to create a Bayesian Learner-
Context model that can support a wide range of task formats [6,7] and provide
an alternative to other context modelling attempts [1,3,8]. The purpose of this
paper is to introduce the model and benchmark it against other models with
respect to prediction accuracy. Based on the results presented here we believe
the model can find utility in expanding automated responses due to its simpler
parameterization and more flexible interpretation. The research questions we
intend to answer are:

1. How does the model perform on simulated data with respect to the recover
of exact values? (i.e. if we knew the exact thoughts of learners)

2. How does the model compare to other models based on performance on bench-
mark data sets?
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2 Methods

To capture the relationship between internal and external random variables,
we appeal to Bayes rule, construing the internal factors as the learner’s prior
knowledge and the external factors as the likelihood of the context given the
learner’s belief. A Bayesian learner would take input from her environment to
calculate a posterior probability of the truth of a hypothesis, given the cur-
rent that environment (P (H|D)), from the likelihood of the data in light of the
hypothesis (P (D|H)) and their prior belief in the hypothesis from their accu-
mulated experience (P (H)) [4]. The likelihood is the degree to which the data
confirms or dis-confirms the learner’s belief in the hypothesis. The modeller’s
job then becomes to generate estimates of each individuals’ likelihood and prior,
to best predict their individual behavior at a task represented by the posterior
probability. Within this framework, if we can characterize probabalistically a
learner’s prior knowledge and how that learner interprets their conditions we
should be able to accurately predict their behavior. In other words, modelling
learner behavior becomes a matter of resolving what each individual learner
brings to the table vs. what the table brings to each learner :

Behavior ∝ Context × PriorKnowledge (1)

The likelihood is what gives this model its ability to cover many different
contexts, as long as the contexts can be coded, a probability distribution can be
fit to them for each individual learner, represented as the Inverse Bayes Rule [10]:

θ =
β − αβ

α − 2αβ + β
(2)

where θ is the posterior probability, α is the number of times the learner was cor-
rect and had experienced the specific context and θ is the prior probability. Code,
data and further explanation is available in the following GitHub Repository.

2.1 Data

The data set used for analysis consists of 8,09, 12–14 year olds in the eighth grade
of a school district in the North East of the United States during the 2009–10
school year. Student data were collected through ASSISTments, a web-based
math tutoring system designed to prepare students for state standardized tests.
Data consist of 603,128 log records. Each record is comprised of a timestamp
recording when the learner answered the item, an item ID, student ID, the
student’s answer, the skill (of 153 possible skills) the item was testing and the
type of item: multiple choice question, algebraic equation or text answer. All
data was retrieved from ASSISTments [5]. No students can be identified.

3 Results

Figure 1A demonstrates certainty as we increase the number of conditions that
the model is attempting to resolve while holding the number of hypotheses con-
stant. Figure 1B demonstrates the reduction in error (represented by RMSE) of

https://github.com/charles-lang/learner-context-model
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the estimate of the prior value over the number of items. For a single skill or
hypothesis the estimate reaches within 0.1 of the true value within ten items.

Fig. 1. Simulation results showing the relationship between number of items and the
accuracy of belief estimation (A), decreasing error rates estimating prior probabilities
over sequences of answers (B).

A comparison to other prediction algorithms on a benchmark prediction task
can provide an idea of the relative efficacy of this model. Pardos and Heffernan
2011 have published performance of Bayesian Knowledge Tracing (both indi-
vidualized and standard) on this same ASSISTments data set with an average
cross validated AUC of 0.67 and 0.69 respectively [8]. The context-learner model
achieves a cross-validated average AUC of 0.64.

4 Discussion

This paper presents a novel algorithm for predicting learner actions within
automated systems, building on previous work that characterized learners as
Bayesians [6,7]. The method involves making predictions about individual learn-
ers using the sequence of actions and the environment that they are operating in.
We further quantified how successful the model is at forecasting learner scores
using simulated learner data and a benchmark data set drawn from the ASSIST-
ments online tutoring system.

Since the data is manufactured we have the control to measure how well the
model can infer the true belief of the learner. This is not possible in reality but is
informative to understand some characteristics of the model and infer what may
happen when it is applied. Of particular concern is whether or not the model
has useful statistical power, in other words, whether its ability to estimate the
learner’s state across a given number of skills and conditions given the number of
items they have attempted. Whether these estimates have the requisite statistical
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power to be of use is an interesting and open question that will take more study.
What is certain is that it is context driven, whether 100 items is too onerous
for the learner depends a lot on what the item is. If it is moves within a game
this may not be onerous at all, if each item is a essay question, collecting 100
over a short period of time may well be unrealistic. In the simulation run here
it appeared that on average a single skill could be estimated within 0.1 of the
true prior value within 15 items.

The validation model demonstrates some interesting characteristics of the
method. In opposition to the findings in the simulated data, here there does
not seem to be a strong relationship between accuracy and the number of times
a skill is tested. Skills with greater number of items devoted to them do not
see greater prediction accuracy than those with fewer. One possible reason for
this are that all skills had sufficient attempts so there was no observable effect.
But there were observable differences across contexts. Different item contexts
appear to have different false negative rates. The model does better at predicting
the answers to multiple choice questions than text based answers, with text
based answers having a higher false negative rate. That we can differentiate
contexts according to their accuracy rates suggests that contexts can be parsed
by this model to categorize learners. This may provide characterizations that
could be used to inform computer decision making. A model like BKT is limited
to the insights it can gain to its four parameters - knowing, demonstrating,
slipping, and guessing [2]. This model, although having fewer parameters, can
provide information across an infinite number of contextual factors because the
parameters refer directly to both the learner and the learner’s context.

There are three chief benefits of this model. 1. It expands the vocabulary
of outcomes that can be quantified beyond things that can be classified as cor-
rect/incorrect to anywhere any situation in any behavioral change can be quan-
tified. 2. It allows a distinction to be made between learner proficiency and the
impact of the environment that the learner finds herself within and 3. It is an
individualised measure that is defined absent reference to other learners so can
support flexible, bottom-up analysis of groups. There is currently no method
with these characteristics available and it may prove a useful addition to the
analytic methodology as it allows us to make more efficacious statements about
individual learners, rather than relying on subgroup allocation. The benefits for
automated personalization are substantial, but also for context modelling as this
is an essential part of the methodology. Since the model requires context to be
numerically estimated, context cannot be ignored nor treated as noise.
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Abstract. Public Speaking Anxiety (PSA) and Foreign Language Anx-
iety (FLA) afflict most English Language Learners (ELLs) during a pre-
sentation. However, few tools are available to help multicultural learners
clearly identify which type of anxiety they are feeling. In this paper, we
present a field study conducted in real language classrooms. We devel-
oped machine learning models based on features of electrodermal activity
(EDA) to predict non-verbal behaviors manifested as PSA and FLA. The
students were labeled with the anxiety categories both PSA and FLA,
PSA more, FLA more, or no anxiety. To classify the ELLs into their
respective anxiety categories, prominent EDA features were employed
that supported the predictions of anxiety sources. These results may
encourage both ELLs and instructors to be aware of the origins of anxi-
ety subtypes and develop a customized practice for public speaking in a
foreign language.

Keywords: EDA Features · Speaking anxiety · Emotional clarity

1 Introduction

English Language Learners (ELLs) reported more anxiety over speaking than
other language skills including reading, writing, or listening [9,14] because Pub-
lic Speaking Anxiety (PSA) known as social anxiety (e.g., being afraid of audi-
ence’ attention) [17] and Foreign Language Anxiety (FLA) (e.g., fear of making
mistakes in using a foreign language) [1,8,11] are accompanied particularly dur-
ing presentation performance. Even though ELLs struggle with these subtypes
of speaking anxieties, many studies and educators focus on external proper-
ties in training [4,6,12,15] rather than careful examination of discrete anxieties
[2,7] influencing performance. To improve performance, the ELLs need emo-
tional clarity, which refers to abilities to identify the origins of emotions [3]. By
clearly identifying and distinguishing speaking anxieties as the first step, they
can determine emotional regulation strategies such as adapting to changing con-
ditions to cope with it [16]. In this context, this study noted the potential to use
physiological arousal of electrodermal activity (EDA), which is often considered
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as a biomarker to measure individual anxiety levels, [5,13] in a way to support
augmented emotional clarity of ELLs. The main research question of this study
is “Can EDA features extracted from wearable sensors classify the main source
of speaking anxiety (PSA and FLA) among English language learners during an
oral presentation in English?”

2 Method

33 students (16 males, 17 female) with intermediate English proficiency were
recruited from Speaking classes in the English Language Institute (ELI) at
the University of Maryland, Baltimore County (UMBC). The participants were
ranged in age from 19 to 43 (mean age ±5.67 years). The experimental protocol
was approved by the university’s Institutional Review Board. The investigators
took the presentation task from the ELI instructors to have an authentic exper-
imental setting. To elicit a natural performance from participants, the location
of an audio-video recording device was offset slightly to make the presenters less
conscious of the camera and being recorded.

3 Analysis

As shown in Fig. 1 (a), we developed a framework of four sources of anxiety
based on manual behavioral annotations of 33 audio-video recordings: eye con-
tact linked to PSA more (P) as a social anxiety, the number of pauses and filler
words (i.e. “um” and “ah”) linked to FLA more (F), Both anxieties (B), and No
anxiety (N).

Fig. 1. (a) Four anxiety framework referring to behavioral annotation data as: partici-
pant ID (ratio of eye contact (%), the number of pauses and filler words (%)). (b) Ten
features of each phasic and tonic from EDA signal

The students were divided into two groups named Look (low PSA) and Not
Look (high PSA) based on a 50% ratio of eye contact with the audience in the
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annotation. These two groups were divided into two subgroups again based on
accumulated behavioral annotation on the number of pauses and filler words.
These groups were labeled High pauses and filler words (high FLA) and Low
pauses and filler words (low FLA). The reference percentage of dividing these
coordinates was the 25%, which corresponded with the interviewees’ statements.

The EDA data collected from 33 participants underwent multiple cleaning
and feature extraction steps. To reduce the severity of artifacts in EDA data,
we used a smoothing method based on Hann function with a window size of
1 s. Once we removed artifacts in the EDA signal data, we used a range nor-
malization function to normalize EDA data of all participants to mitigate the
individual EDA signal differences between subjects and reduce bias. Once the
data was cleaned, we extracted two sets of features from the EDA data. One
set consisted of phasic and tonic components of one-dimensional EDA data, and
the other set consisted of time-frequency (TF) and energy distribution extracted
based on Hilbert Huang Transformation (HHT) method. The phasic and tonic
features were further processed to extract mean, standard deviation, minimum
and maximum values in a component, locations of minimum and maximum val-
ues, mean peak amplitudes, number of peaks, slope, and area under the curve
as shown in Figure 1 (b). These EDA features were extracted based on a sliding
window of 10 s with an overlap of five seconds that translates to 5326 windows.
Similar to the phasic and tonic features, the TF features were extracted based
on the same sliding window method.

3.1 Model Development

To understand the importance of different EDA features on ELL anxiety clas-
sification, we divide the datasets into multiple subsets based on features and
labels. One subset of data consists of all features from Tonic and Phasic compo-
nents of EDA signal, and time-frequency features from HHT. The other subsets
include either tonic-phasic or HHT features. To classify ELL into one of the
four anxieties framework,we adopted five machine learning algorithms: Decision
Tree, Auto Multilayer Perceptron, Gradient Boosted Tree, Random Forest and
Support Vector Machine. All the models are validated using a 10-fold cross-
validation method that uses nine subsets of data for training and one for test-
ing, and then it iterates until the algorithm predicts for all samples in a dataset.
All the classification algorithms in this study are developed in the RapidMiner
data science platform [10]. This study also focuses on identifying features that
play a significant role in model prediction using LIME based feature importance
method.

4 Result

The performance of each classifier is evaluated based on four metrics: Accu-
racy, Cohens Kappa, Recall, and Precision. Based on the comparison of these
performance metrics between different classifiers on multiple datasets, gradient
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boosting algorithm outperformed other classifiers as shown in Table 1. Further-
more, we also developed binary classifiers to classify 18 ELLs with 2622 samples
that belong to either PSA or FLA anxiety types. GBT classifier performed well
in predicting ELL anxiety type based on different input feature sets. Table 1
shows that the performance of GBT classifier with all features (HHT + Phasic-
Tonic) is the highest. Finally, we also extract the feature importance of both
multiclass and binary class GBT model predictions with varying inputs based
on a LIME method mentioned in the earlier section. The Table 2 shows the top
three supporting features of each classifier.

Table 1. The performance of multi-class and binary class gradient boosting classifier
on different feature inputs.

Input

Features
Accuracy Kappa Recall Precision

Class Multi Binary Multi Binary Multi Binary Multi Binary

PhasicTonic

HHT
60.01 100.00 0.45 1.00 61.67 100.00 85.87 100.00

PhasicTonic 75.76 94.44 0.67 0.89 75.56 94.44 75.56 95.00

HHT 57.78 88.89 0.41 0.78 54.55 88.89 60.42 90.91

Table 2. Top three supporting features of a GBT algorithm on different data subsets
based on a LIME method

Class

Support

Attribute

Multi

Phasic

Tonic

HHT

Binary

Phasic

Tonic

HHT

Multi

Phasic

Tonic

Binary

Phasic

Tonic

Multi

HHT

Binary

HHT

1

HHT

Feature

(0–0.1 Hz)

HHT

Feature

(0–0.1 Hz)

Min.Tonic

component

value

Sd. of

Tonic

data

HHT

Feature

(0–0.1 Hz)

HHT

Feature

(0–0.1 Hz)

2

Min. Tonic

component

value

Slope of

Tonic

data

Min. Phasic

component

value

Sd. of

Phasic

data

HHT

Feature

(1.8–1.9 Hz)

HHT

Feature

(1.8–1.9 Hz)

3

Max. Phasic

component

value

Sd. of

Phasic

data

Max. Phasic

component

value

Max. Phasic

component

value

HHT

Feature

(1.5–1.6 Hz)

HHT

Feature

(1.5–1.6 Hz)

5 Conclusion and Future Work

Our findings demonstrate the potential in using EDA to develop a classification
model to identify subtypes of speaking anxiety (PSA and FLA). Our future work
will focus on developing and evaluating an interactive education system where
ELLs can identify their predominant speaking anxiety and apply it to emotional
regulation strategies to cope with their anxiety.
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Abstract. Classroom activity detection (CAD) aims at accurately rec-
ognizing speaker roles (either teacher or student) in classrooms. A CAD
solution helps teachers get instant feedback on their pedagogical instruc-
tions. However, CAD is very challenging because (1) classroom conversa-
tions contain many conversational turn-taking overlaps between teachers
and students; (2) the CAD model needs to be generalized well enough
for different teachers and students; and (3) classroom recordings may
be very noisy and low-quality. In this work, we address the above chal-
lenges by building a Siamese neural framework to automatically iden-
tify teacher and student utterances from classroom recordings. The pro-
posed model is evaluated on real-world educational datasets. The results
demonstrate that (1) our approach is superior on the prediction tasks
for both online and offline classroom environments; and (2) our frame-
work exhibits robustness and generalization ability on new teachers (i.e.,
teachers never appear in training data).

Keywords: Multimodal learning · Neural networks · Class activity
detection

1 Introduction

It is essential to equip instructor training with informative dialogic feedback
on their classroom activities, which allows teachers to adjust and refine their
teaching instructions [1,4,10,17,24]. Prior researches have been demonstrated
that pedagogical teaching styles and instructions may significantly influence stu-
dents’ engagements and academic achievements [18,22,26]. Traditionally, provid-
ing such feedback is very logistically complex and expensive, as it heavily relies
on human annotations [3,14,20,21]. This makes it inapplicable in real-world edu-
cation scenarios. Thus, in this work, we focus on building an automatic AI driven
solution to solve this fundamental class activity detection (CAD) problem. More
specifically, we aim at automatically annotating classroom audio recordings by
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recognizing different speakers’ roles, i.e., student or teacher. CAD solutions pro-
duce basic information about the quantities and distributions of classroom con-
versations, which are one of the essential steps for deep classroom analysis [16].

A large spectrum of models have been developed to solving the CAD problem
[2,6,8,22]. Owens et al. proposed a machine learning algorithm that captures dis-
tinctive patterns in different instructional techniques and classifies the classroom
sound into different class activities [22]. Cosbey et al. targeted on the same class-
room sound classification problem as in [22] and adopted deep recurrent neural
networks to extract meaningful features from audio frames [6]. Wang et al. con-
ducted CAD by using LENA system [11] and identified three discourse activities
of teacher lecturing, class discussion and student group work [30].

However, CAD in real-world scenarios is still extremely difficult because of
three challenges: (1) conversational turn-taking overlap: Classroom conversations
usually contain many frequent talk exchanges between teachers and students,
which leads to a number of inextricable speech overlaps; (2) vocal variability and
uniqueness: Every person’s voice is different and unique, which poses a difficult
question on the generalization ability of the CAD solution; and (3) classroom
noise: Both online and offline classrooms in reality are dynamic, complex and
noisy. In the attempt to solve the aforementioned challenges, we develop the
Siamese neural framework to precisely detect teacher and student activities from
classroom audio recordings. The contributions of this work are summarized as
follows: (1) It presents a pioneer research on the CAD problem and proposes a
novel Siamese neural framework to tackle this problem; and (2) we comprehen-
sively evaluate our framework with different realizations and their benefits on
both online and offline real-world, large-scale classroom datasets.

2 The Siamese Neural Framework

In this section, we describe our end-to-end Siamese neural framework for the
CAD problem in details. Our framework consists of three key components: (1)
feature extraction module that extracts window-level raw embeddings from a
pre-train large-scale audio encoding neural network; (2) the representation learn-
ing module, which extracts semantic representations from each classroom audio
segment; and (3) an attentional prediction module that predicts the activity type
for each window. The overall framework architecture is shown in Fig. 1.

Feature Extraction. We first utilize a well-studied voice activity detection
(VAD) system to segment audio streams into pieces of utterances and filter out
the noisy and silent ones [23,25,27]. Then we transform each segment into frames
of pre-defined width and step, and log-mel-filterbank energies of dimension 40
are extracted from each frame. After that, we obtain windows by using non-
overlapping sliding windows of a fixed length on these frames. Once we create
these audio windows from both teachers’ vocal sample segments and classroom
recording segments, we extract windows’ corresponding low-dimensional dense
vocal representations from a pre-trained acoustic neural network.
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Fig. 1. The overview of our Siamese neural framework. VAD is short for voice activity
detection.

Representation Learning. We learn a refined vocal representation for each
window by utilizing the contextual dependencies within each segment (either
from teachers’ vocal samples or classroom recordings). In our framework, any
existing sequential modeling function such as long short-term memory (LSTM),
gated recurrent unit (GRU), etc. can be used [7,13,29]. By considering the con-
textual windows across entire segment, we are able to model the changes of tones
and pitches in the audio stream smoothly and reduce the noises and outliers in
the raw feature extraction component.

Attentional Prediction. We design an attentional prediction module focusing
on the window-level class activity detection tasks. Our attentional prediction
module is inspired by the intuition that all the audio windows spoken by the
teacher share common attributes that are very different from those shared from
student’s audio windows. Thus, we use teachers’ vocal samples as an aggregated
query and compute an attention score with each individual window from class-
room recordings. The higher the attentional score is, the more likely the audio
window is spoken by the teacher. Based on this idea, we first add a mean pooling
layer to aggregate all the teacher’s vocal sample representations. This yields a
robust and representative query embedding of the teacher’s voice signals. The
obtained vector is used as a voice biometrics query to compute attention scores
with each individual window representation. In order to effectively train our
framework, we design a cross-entropy loss function as the optimization objec-
tive. We use mini-batch stochastic gradient decent algorithm to minimize the
objective and update the our model parameters.

3 Experiments

We evaluate our framework with two real-world K-12 education datasets: (1) the
online dataset, which includes 400 classroom recordings and 300 distinct teachers
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from a third-party online education platform1; and (2) the offline dataset that
includes 100 recordings and 36 distinct teachers from physical offline classrooms.
We randomly select 100 and 10 recordings from online and offline dataset respec-
tively as our test sets. The prediction results are denoted as “Main”. Moreover,
in order to evaluate the model generalization ability to new teachers, we further
filter out teachers from above test set if the teachers appear in the training set
and the prediction results are denoted as “Generalization”. We choose to use
area under curve (AUC) score to evaluate the model performance [9].

We choose the following approaches as our baselines: (1) Average: Vocal rep-
resentations from feature extraction component are directly used for attentional
prediction; (2) DNN/GRU/LSTM : A single layer fully connected neural net-
work/a bidirectional GRU/a bidirectional LSTM is used in the representation
learning component [5,12,19]. We use 128 neurons and ReLU as the activation
function; and (3) Transformer : A transformer is used in the representation learn-
ing component [28]. We choose to use 2 layers in the transformer and set 4 heads
for each layer. We set the dimension of each head to 16.

Experimental Results: The results are shown in Table 1. For the main task,
we find that (1) the Average performs much worse than any other method.
This suggests that the fine-tuned representation learning plays an important
role in the final prediction; (2) compared to GRU, LSTM, and Transformer,
DNN has achieve a lower detection accuracy. This is expected as it is not able
to capture the contextual information of windows within each segment; (3) the
performance of all methods on online dataset is generally better than results on
offline dataset. We argue that this is because the signal to noise ratio of offline
recordings is much higher than the ratio in online recordings [16]; and (4) both
GRU and Transformer have comparable performance, which is consistent with
the previous findings [15]. For the generalization task, we have similar observa-
tions. The high accuracy achieved by Transformer and LSTM demonstrates the
generalization ability of the proposed framework.

Table 1. Experimental results on the online and offline datasets.

Task Dataset Average DNN GRU LSTM Transformer

Main Online 0.895 0.926 0.936 0.933 0.942

Offline 0.713 0.810 0.881 0.858 0.858

Generalization Online 0.895 0.922 0.932 0.931 0.937

Offline 0.749 0.840 0.880 0.805 0.882

1 https://www.xes1v1.com/.

https://www.xes1v1.com/
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4 Conclusion

We present a Siamese framework to tackle the CAD problem. Experiments
demonstrate both detection performance and generalization ability of our frame-
work. In the future, we would like to design models that can combine both audio
and video data to generate more comprehensive classroom activity feedback.
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Abstract. Aims to provide flexible, effective and personalized online learning
service, micro learning has gained wide attention in recent years as more people
turn to use fragment time to grasp fragmented knowledge. Widely available
online knowledge sharing is one of the most representative approaches to micro
learning, and it is well accepted by online learners. However, information
overload challenges such personalized online learning services. In this paper, we
propose a deep cross attention recommendation model to provide online users
with personalized resources based on users’ profile and historical online beha-
viours. This model benefits from the deep neural network, feature crossing, and
attention mechanism mutually. The experiment result showed that the proposed
model outperformed the state-of-the-art baselines.
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1 Introduction

As a novel online learning style, micro learning aims to utilize users’ fragmented spare
time by helping them to carry out effective personalized learning activities [1–3]. Such
online learning activities could be formal, informal, and non-formal [4], and online
knowledge sharing is one way of non-formal learning. Quora,1 Zhihu, 2and Stack-
overflow3 are the most representative and successful online knowledge platforms,
where users share knowledge by asking and answering questions. In the meantime, the
online platforms continuously recommend questions and topics to the users based on
their interests, background, and learning requirements.

As the key to the personalized online learning service, the recommendation strategy
determines what information will be finally delivered to the target user [5]. As for a
new online learning service in the big data era, conventional recommendation strate-
gies, such as collaborative filtering and content-based filtering [6], are no longer
suitable for catering the personalized learning requirements. A recommender system
always needs to handle and merge different types and format of information ranging
from the user’s profile to the resource’s profiles. Moreover, higher-order feature
interaction is crucial for good performance [7]. How to precisely weight different
features is also vital for a recommender system, as different features have various
importance levels for a personalized recommendation task [8].

In this paper, we propose a novel model, which combines several advantages from
different state-of-the-art recommender systems and offers them in a smooth one-stop
manner. The rest of this paper will be organized as follows. Section 2 discusses some
prior related work about recommender system used in micro learning. The proposed
model is introduced and explained in Sect. 3. The relevant experiment of this study is
discussed and analysed in Sect. 4. The conclusions are discussed in Sect. 5.

2 Related Work

The recommendation problem has been investigated for many years in different
domains. However, the recommendation task in online education always involves some
unique requirements or characteristics [9, 10]. In one prior study [11], the ant colony
optimization (ACO) algorithm was proposed to recommend personalized learning
paths to users based on the demographic information. The ontology-based method was
used to add extra user’s profile information and relieve the cold-start problem for micro
learning service [12, 13]. Another study [14] investigated the learning path recom-
mendation from micro learning service from an exploitation perspective. So far, there
are little efforts on deep learning solutions to this problem.

Feature interaction means features involved in a recommendation task tend to
influence each other with various combinations. Factorization machine (FM) [15] uses

1 https://www.quora.com/.
2 https://www.zhihu.com/.
3 https://stackoverflow.com/.
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embedding techniques to model the latent features in low dimensional space and
represents the pair-wise feature interactions by using the inner product. It also shows a
satisfactory performance when the dataset is in high sparsity, whereas SVMs fails [15].
However, due to the high computational complexity, in many cases, only 2-order
feature interactions are involved in the FM.

Deep learning has demonstrated its powerful strength in modelling non-linear
transformation in various AI tasks. Besides using deep neural for a recommendation
task in isolation (for example [16]), many researchers argue that combining the
advantages of deep neural networks (DNN) with classical methods such as linear model
or FM could better learn sophisticated feature interactions [17–19].

3 The Proposed Model

In this study, we aim to effectively combine these functionalities: mining and gener-
ating high-order feature interaction, distinguishing the importance difference of both
implicit and explicit features, and maintaining the original input information in a single
network. To this end, we proposed a new deep cross attention network (DCAN) model
for the recommendation task of the online knowledge sharing service. The input of the
model contains both user-side and question-side information, and the embedding layer
maps such information onto a low dimensional space. The embedding vectors are then
passed into the DNN network and crossing network separately for mining latent
information and high-order feature interactions. The processed results are combined
together, and an attention network is used to distinguish the importance differences of
different features. Finally, the output layer is used to make predictions with weighted
features.

4 Experiments and Analysis

4.1 Evaluation Metrics and Baselines

Evaluation Metrics. As a binary classification task, the first evaluation metric used is
Area Under Curve (AUC), which indicates how much a model is capable of distin-
guishing the two labels. Another metric used in our experiments is mean squared error
(MSE), which directly reflects the prediction error of the involved models. Moreover,
we also compared the binary cross entropy of the involved models.

Baselines. We compared our model with several state-of-the-art recommendation
models, ranging from DeepFM [17], AutoInt [7], DCN [20], AFM [21], and FM [15].
The characteristics of used baselines are introduced in the previous sections.
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4.2 Dataset

The dataset is collected from an online knowledge-sharing platform, which contains
around 1.8 million questions and users, and more than 4 million answers for the
questions. Nearly 10 million <question, user> pairs are involved in this dataset.

4.3 Experiment Results

Based on the experiment results from Table 1, we can clearly see FM and AFM have
lowest AUC values and highest MSE scores. These two models only involve low-order
feature interactions. While others involve high-order feature interactions. Hence, high-
order (complex) feature interactions are vital in the online learning resource recom-
mendation tasks.

According to Table 1, the AUC scores of our proposed model and AutoInt model
are the highest two. These two models refine the results of high-order feature inter-
action via the attention mechanism [22]. Such performance improvement demonstrates
that different features/feature combinations are not equally important for personalized
learning service, and attention mechanism can automatically distinguish the importance
differences of the latent features or the feature combinations generated by the prior
layers of the network.

5 Conclusions

In this study, we proposed a deep cross attention network (DCAN) for recommending
personalized online learning resources to online learners. The experiment results clearly
demonstrated that our model had potential in handling complex online learning rec-
ommendation problem. More specifically, according to the experiment results with
authentic online knowledge sharing data, the strengths of DCAN can be concluded into
two points: 1.this model can automatically mine and generate high-order feature
interactions in both explicit and implicit ways; 2. the proposed model can further
distinguish the importance differences of different features.

Table 1. Experiment results of different models

Model AUC MSE Binary cross entropy

FM 0.6934 0.1243 0.4060
DCN 0.7603 0.1134 0.3690
AFM 0.6881 0.1255 0.4094
AutoInt 0.7613 0.1130 0.3679
DeepFM 0.7404 0.1128 0.3671
Proposed model 0.7848 0.1071 0.3442
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Abstract. This study aims to investigate the role of politeness in online-
tutoring practices by analyzing a large-scale human-human tutorial dia-
logue dataset. To this end, we employed linguistic theories of politeness to
identify the politeness strategies contained in utterances made by tutors
and students, and these strategies were further combined to quantify the
politeness levels of tutors and students in a tutorial session. The results
revealed that tutors had a similar level of politeness at the beginning of
all dialogues, while students were more polite at the end if they success-
fully solved problems.
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1 Introduction

Dialogue-based Intelligent Tutoring Systems (ITS), which are expected to act
as professional human tutors to teach and interact with students, have been
long desired and investigated [7,9,20,21]. Though being popular, most of the
existing dialogue-based ITS are still plagued by their ineffectiveness in provid-
ing students with personalized learning experiences [1]. The reasons behind such
ineffectiveness are multifaceted, among which the lack of sufficient pedagogical
expertise was often blamed by researchers [2,5,8,11–14]. In addition to the exist-
ing research, we posit that the inability of acting as polite as human tutors might
play as another influential role here, which is widely recognized as an integral part
of civil behavior in social communications and has been demonstrated essential
in several educational settings [10,15–19,22–25]. Instead of directly equipping
existing dialogue-based ITS with the ability to deliver polite conversations with
students, we first suggest investigating the importance of politeness in human-
human online tutoring. Specifically, this paper proposes an approach to measure
the politeness level of tutors and students in human-human online tutoring.
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Formally, our work was guided by the following research question: to what
extent are tutors and students acting politely in human-human online tutoring?
To answer this question, we relied on a dataset consisting of over 15K dialogues
collected in the setting of one-on-one online tutoring. Specifically, we identified
the politeness strategies used by tutors and students by applying the linguistic
theories of politeness developed in [3], i.e., the application of a politeness strat-
egy can be indicated by the use of certain words and phrases (e.g., “thank” and
“appreciate” are often used to express gratitude). Then, we defined a metric
called UP-Score, which measures the overall politeness level of tutors and stu-
dents by taking all of the observed politeness strategies into account. Our work
contributes to the literature on dialogue-based ITS with the following main find-
ings: (i) overall, both tutors and students acted politely across the whole tuto-
rial process, among which dialogues with successful problem solving displayed a
lower level of politeness than those without; (ii) tutors displayed a similar level
of politeness at the beginning of all categories of dialogues, while students were
more polite at the end if they successfully solved problems.

2 Approach

In human-human online tutoring, each tutorial session can be regarded as a
series of requests, e.g., students request help from tutors to solve problems and
tutors also request students to perform certain actions to solve the problems. As
indicated in [6], a request from one person to another is likely to and mainly to
give rise to negative politeness strategies, which recognize the friendliness with
the other person but assume the expressed content would likely pose imposi-
tion on the other person [3]. For instance, the negative strategy Gratitude is an
effective one for a requester (i.e., student) to help balance out the burden placed
on a tutor (e.g., “I would really appreciate if you could help me.”). Therefore,
we mainly considered negative politeness strategies here. The embodiment of
a politeness strategy can be revealed by the use of certain politeness markers
and the positions of these markers. We identified the politeness strategies con-
tained in utterances by employing the politeness strategy classifier constructed
by Danescu et al. [6] with Support Vector Machines. In total, we considered a
total of 21 politeness strategies in this study, which are explained in detail in [6].

It should be noted that the application of a politeness strategy can incur a
sense of both politeness and impoliteness, For instance, when the word “please”
is placed at the beginning of an utterance (e.g., “Please do ...”), it often incurs a
sense of impoliteness. To measure the politeness level of an utterance, we further
distinguished the 21 strategies into polite and impolite according to the empir-
ical evidences shown in [6] and defined the Politeness score of an Utterance
(UP-Score for short): UP-Score = # Polite strategies - # Impolite strategies. A
positive UP-Score implies that the utterance is polite, while a negative value
suggests an impolite one. Then, the UP-Scores of utterances generated by tutors
or students were aggregated to answer the research question.
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3 Dataset and Results

This study used the same tutorial dialogue dataset in [4] for analyses and experi-
ments, which consists of over 15K dialogues crafted by tutors and students work-
ing together to solve problems covering subjects like mathematics and chemistry.
To gain a better understanding of the role played by politeness in human-human
online tutoring, we manually labelled the dialogues to one of the following cat-
egories based on the progress made by a student towards solving a problem:
(i) Gap-clarified, which shows no clue whether the student made any learning
progress or not; (ii) Gap-explained, the student identified what the underlying
problem or error was but did not identified a correct or full solution; and (iii)
Gap-bridged, the student successfully solved the problem or a similar problem.
Most of the dialogues were of the category gap-bridged (57.1%), followed by
gap-clarified (22.4%) and then gap-explained (20.5%).

The average UP-Score of students and tutors across different dialogues are
given in Table 1. When considering all of the utterances made by tutors and
students across all dialogues (Row 1), the UP-Score is 0.80, which implies that
the tutorial sessions took place in a relatively polite atmosphere. Also, tutors
were far more polite than students (1.01 vs. 0.49). When delving into the UP-
Score values of different dialogues, we observe that, surprisingly, Gap-clarified
dialogues, where students achieved the least amount of learning, were the most
polite one (0.99), followed by Gap-explained (0.76) and then Gap-bridged (0.74).
These results motivated us to further check the UP-Score of the utterances made
by tutors and students at the beginning and the end of the dialogues (Fig. 1).

Table 1. The avg. UP-Score of students and tutors across dialogues of different cate-
gories. Differences were tested with Mann-Whitney test between any two of the three
dialogue categories and are all significant (p < 0.001).

All G-clarified G-explained G-bridged

1. Avg. UP-Score (tutor & student) 0.80± 0.30 0.99± 0.38 0.76± 0.26 0.74± 0.24

2. Avg. UP-Score (tutor) 1.01± 0.41 1.27± 0.54 1.00± 0.35 0.91± 0.31

3. Avg. UP-Score (student) 0.49± 0.39 0.63± 0.53 0.39± 0.32 0.47± 0.33

Figure 1(a) shows that tutors of all types of dialogues displayed a similar level
of politeness at the beginning, but the tutors in the Gap-clarified sessions became
more polite than the others starting from the 7th utterance. By analyzing the
frequent strategies adopted by tutors between 7th and 15th utterances, we found
that the tutors in the Gap-clarified sessions used much less impolite strategies of
Direct Start and Direct Question than the tutors in the Gap-explained and Gap-
bridged sessions. This is probably because, in Gap-explained and Gap-bridged
sessions, the tutors had successfully identified the difficulties encountered by
students after the first few utterances and started to help students solve problems
by giving direct opinions or concrete suggestions, and thus a higher usage of
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Direct Start and Direct Question. When it comes to the end of the dialogues
(Fig. 1 (b)), we notice that the politeness of the tutors in the Gap-clarified and
Gap-explained sessions had a sudden increase from about 1.0 to 1.8 at the last
utterance, while the politeness level of the tutors in the Gap-bridged sessions
stayed relatively stable. This is because the polite strategy Apologizing was often
employed by the tutors at the last utterance of Gap-clarified and Gap-explained
dialogues to convey their apologies to the students for not being able to help.
Lastly, we can observe that the students in Gap-bridged sessions were much
more polite than the others at the end of dialogues, which is in line with our
commonsense that students were likely to use strategies like Gratitude to express
the acknowledgment and appreciation for the help provided by the tutors.

(a) The beginning of tutorial dialogues: tutors (left) and students (right).

(b) The end of tutorial dialogues: tutors (left) and students (right).

Fig. 1. The avg. UP-Score of tutors/students at the beginning/end of tutorial sessions.

4 Discussion and Conclusion

Our study brought several implications for online-tutoring practices. Firstly,
though Gap-bridged tutors were likely to be less polite by employing more impo-
lite strategies like Direct Start, and Direct Question to guide students after the
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first few utterances, these tutors had helped the students successfully solve prob-
lems. This implies that it may be worthy for online tutors to achieve a balance
between polite strategies and impolite strategies so as to deliver effective tutor-
ing to students. Secondly, it would be helpful to encourage students to maintain
their politeness since the start of a tutorial session, as we observed that students
with successful problem solving (i.e., the Gap-bridged ones) were slightly more
polite than those without, though the causal relationship between the politeness
levels of students and their performance needs to be further verified.
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Abstract. Drawing on the social interdependence theory, we experimentally
compared the between-group effects of social learning gamification, competition
gamification, and non-gamification on the academic performance in the within-
group socio-cognitive conflict learning. Findings show that the positive learning
effects of socio-cognitive conflict in within-group are strengthened when the
between-group gamification is designed by social learning or competitive
strategy.

Keywords: Gamification � Socio-cognitive conflict � Academic performance

1 Introduction

Socio-cognitive conflict occurs within a group when a learner is confronted with dif-
ferent ideas and conceptions that other group members embrace [1]. We have
acknowledged the positive power of socio-cognitive conflict in the setting of within-
group learning for a long time, but less understood the outsider between-group effects
on within-group socio-cognitive conflict learning. Our aim is the generation of testable
prediction about how the between-group effects might shape the learning results of
within-group socio-cognitive conflict.

We framed the research in the context of between-group gamification because it is a
more selective, funny, and constructive between-group avenue. Gamification, gener-
ally defined as “the use of game design features in non-game contexts” [2], has been
used across a variety of scenarios to motivate people to engage in particularly targeted
behaviors. Gamification in group learning situations could be driven by social
influence-oriented strategies, such as social learning and competition, which are
effective at motivating the learner to accomplish target behavior [2, 3]. Social learning
strategy, based on Bandura’s Social Learning Theory, states that people learn from
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others through observing what they are performing towards the target behaviors. While
competition strategy, derived from the human natural motivation to outperform one
another, drives them to perform some desired behavior and provides opportunities for
users to compete with one another. In the present study, we adopt a mixed-design
experiment to testify experiences of socio-cognitive conflicts in the gamification of
social learning or competition that are likely to trigger stronger positive academic
performance.

2 Method and Results

Undergraduate Participants. 106 undergraduates at a general university in China were
recruited to participate in exchange for extra course credits. They all had no related
learning experience in the research method (experimental material). Four volunteers
were dropped from the dataset because their finishing time of the experiment was over
3 standard deviations above average time. This resulted in a final sample of 102
participants (68 female and 34 males, mean age = 21.08 yrs).

Mixed Design. The study involved a 4 (Socio-cognitive Conflict Induction: true-false,
false-true, false-false, true-true) � 3 (Gamification Strategy: social learning strategy,
competition strategy, no gamification) mixed design. Participants received all four
types of socio-cognitive conflict induction in a Graeco-Latin Square order and were
randomly assigned to one of the gamification strategy conditions. Proportional aca-
demic performance was computed as (posttest - midtest)/(1 − midtest).

Socio-cognitive Conflict Induction Manipulation. Similar to D’Mello et al. [4], socio-
cognitive conflict induction was operationalized by varying contradictory information
in agent agreement and information correctness during the trialogues (three-party
conversation: a participant and two pedagogical peer agents) phase. In the control
condition, both animated agents agreed on the correct information (true-true), while in
the other three experimental conditions, two agents either disagreed with each other or
agreed with the incorrect information. After both agents presented their respective
opinions, then one of them would ask the participant to express himself. The contra-
diction between the agents’ opinions was expected to trigger the participant’s socio-
cognitive conflict (see Fig. 1).

Gamification Strategy Manipulation. Like the within-group factor of socio-cognitive
conflict induction, the between-group factor of gamification strategy was also manip-
ulated during the trialogues phase in the experiment. Following Oinas-Kukkonen’s
guideline, we operationally defined the social learning strategy as providing a game
board listing effective cognitive strategies adopted by participants in other groups with
higher scores, such as critically writing opinions and reasons contrary to group
members [3]. The competition strategy was operationalized by presenting a leaderboard
after each trialogue round. We drew attention to the group who fell behind on the
leaderboard by flashing their teams’ names and scores. Their name and score were
intentionally showed in the last 16–20 positions. This failure feedback was also rein-
forced by hue - the late five positions were red and the former fifteen white, and by
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toggling the display of the scores. We chose feedback about failure position in com-
petition here as research suggests that individuals contribute more to the group when
the group performance is worse [5] (see Fig. 2).

Procedure. All research content and procedure were presented via an intelligent
tutoring system environment developed for the purposes of this study (see Fig. 1 for a
screenshot). The experiment occurred over five phases (total 2.5 h): the participants
(1) took a pretest for prior knowledge, (2) acquired research method knowledge
through multimedia learning to identify the contradictory of information in later tria-
logues, (3) took a mid-test to assess and control over academic performance in mul-
timedia learning, (4) attended eight trialogues (each about one concept) that offer
contradictory and gamification information to induce the participant’s socio-cognitive
conflict in between-group different atmospheres (see Fig. 1 and 2), and last (5) took a
post-test to check each one's overall academic performance. Each trialogue in the fourth
phase began with a description of a research method practice case. The research
methods contents mainly consist of fundamental design principles (e.g., random
assignment and control groups).

Academic Performance Measurement. We tested the learning content about eight
concepts of research method covered in eight trialogues for three times, including
pretest, mid-test, and post-test. The academic performance served as the dependent
variable was used to assess the benefit of socio-cognitive conflict induction, indicated
by the score gap between the post-test and mid-test. Each test had 24 multiple-choice
questions with three questions per concept. The three types of items were based on the

Table 1. Means (M) and Standard Deviations (SD) of academic performances.

SLS (N = 34) M
(SD)

CS (N = 34) M
(SD)

NS (N = 34) M
(SD)

Total (N = 102) M
(SD)

True-false .37 (.16) .39 (.19) .26 (.2) .34 (.19)
False-true .39 (.13) .33 (.16) .28 (.22) .33 (.18)
False-false .33 (.12) .2 (.14) .19 (.11) .24 (.14)
True-true .18 (.09) .21 (.16) .2 (.09) .2 (.11)

Notes. SLS = Social Learning Strategy, CS = Competition Strategy, NS = No Gamification.

Fig. 1. Screenshot of the learning interface. Fig. 2. Leaderboard with both color feedback
and displayed score. (Color figure online)
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first three levels of Bloom’s Taxonomy (knowledge, comprehension, and application).
Three alternate test versions and assignments were counterbalanced across participants.

Results of Academic Performance. To test which strategy of gamification benefited the
participant’s academic performances and whether these effects were dependent on the
socio-cognitive conflict occurrence, we ran a 4 (Socio-cognitive Conflict Induction) � 3
(Gamification Strategy) mixed-model analysis of variance (ANOVA), with repeated
measures on the factor of Socio-cognitive Conflict Induction. This analysis yielded a
significant interaction between socio-cognitive conflict induction and gamification
strategy, F(6, 297) = 4.46, p < .001, ηp

2 = .09. Simple-effects analyses suggested that
participants experiencing socio-cognitive conflict under the true-false condition reported
more learning gains in social learning (Table 1, MSLS-NS = .12, SD = .04, p < .05) and
competition strategy gamification groups (Table 1, MCS-NS = .13, SD = .04, p < .05)
than the control group. However, socio-cognitive conflict experience under false-false
condition only showed better performances in the social learning strategy group (Table 1,
MSLS-NS = .15, SD = .03, p < .001) than the control group and a nonsignificant pattern in
the competition strategy group. As anticipated, there was no significant difference in the
none socio-cognitive conflict experience condition (Table 1,MSLS-NS = −.02, SD = .02,
p = .79;MCS-NS= .01, SD = .01, p = .98).

3 Discussion

Drawing on social-functional perspectives on group learning [5] and Social Interde-
pendence Theory [6] in particular, we developed and tested the idea that learners facing
within-group socio-cognitive conflicts acquire more knowledge when they are in
between-group gamification. Due to using the between-group gamification design, this
study extended the preceding studies by addressing the issue of environmental
boundary conditions of socio-cognitive conflict in learning. We also obtained addi-
tional evidence about the different impacts of the outside between-group gamification
environment on the complex learning effects of within-group socio-cognitive conflict.
More specifically, under simple and clear socio-cognitive conflict condition (true-
false), participants acquired more knowledge about scientific research content in the
social learning and competition gamification strategy group rather than the control
condition. However, among the participants in the false-false condition of socio-
cognitive conflict which were complex and obscure the effect for them was only
observed in the social learning gamification strategy group. An explanation could be
that when the participants with low knowledge background face complex learning
tasks, they need cognitive support more than motivational support.

This conclusion suggests that between-group environments should not be treated as
little relevant cues. Instead, they should be incorporated in team learning, theorizing as
informative social signals that help learners make sense of both within-group and
between-group social situations. The next step is to investigate whether between-group
gamification strategies have the power to change other forms of within-group learning
activities.
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Abstract. Driven by the fast advancements of deep learning techniques,
deep neural network has been recently adopted to design knowledge trac-
ing (KT) models for achieving better prediction performance. However,
the lack of interpretability of these models has painfully impeded their
practical applications, as their outputs and working mechanisms suffer
from the intransparent decision process and complex inner structures. We
thus propose to adopt the post-hoc method to tackle the interpretability
issue for deep learning based knowledge tracing (DLKT) models. Specif-
ically, we focus on applying the layer-wise relevance propagation (LRP)
method to interpret RNN-based DLKT model by backpropagating the
relevance from the model’s output layer to its input layer. The experi-
ment results show the feasibility using the LRP method for interpreting
the DLKT model’s predictions, and partially validate the computed rel-
evance scores. We believe it can be a solid step towards fully interpreting
the DLKT models and promote their practical applications.

Keywords: Knowledge tracing · Interpretability · Deep learning

1 Introduction

The rapid development of ITS and MOOC platforms greatly facilitates building
KT models by collecting a large size of learner’s learning and exercise data in
a rapid and inexpensive way. Yet, the collected massive and consecutive exer-
cise questions are usually associated with multiple concepts, and the traditional
KT models cannot well handle the questions without explicit labels and capture
the relationships among a large size of concepts (e.g., 100 or more concepts).
Accordingly, deep learning models are recently introduced into the KT domain
because of their powerful representation capability [12]. Given the sequential and
temporal characteristics of learner’s exercise data, the recurrent neural network
(RNN) [14] is frequently adopted for building the deep learning based knowl-
edge tracing (DLKT) models. Since it is difficult to directly measure the actual
knowledge state of a learner, the existing DLKT models often adopt an alterna-
tive solution that minimizes the difference between the predicted and the real
c© Springer Nature Switzerland AG 2020
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responses on exercise questions. Hence, the major output of DLKT models are
the predicted performance on next questions. As a popular implementation vari-
ants of RNN, the long short-term memory (LSTM) unit [11] and GRU [7] are
widely used in the DLKT models, and have achieved comparable or even better
prediction performance in comparison to the traditional KT models [6,12].

Similar as the deep learning models operating as a “black-box” in many other
domains [10], the existing DLKT models also suffer from the interpretability
issue, which has painfully impeded the practical applications of DLKT mod-
els in the education domain. The main reason is that it is principally hard to
map a deep learning model’s abstract decision (e.g. predicting correct on next
question) into the target domain that end-users could easily make sense of (e.g.,
enabling the ITS designers or users to understand why predicting correct on
next question). In this work, we attempt to tackle the above issue by intro-
ducing the proper interpreting method for the DLKT models. In particular, we
adopt a post-hoc interpreting method as the tool to understand and explain the
RNN-based DLKT models, and the experiment results validate its feasibility.

2 Related Work

As indicated earlier, deep learning models are recently introduced into the KT
domain, as they have enough capacity to automatically learn the inherent rela-
tionships and do not require explicit labels on the concept level. Deep knowl-
edge tracing (DKT) [12] that utilizes LSTM can be regarded as the pioneer work,
while some limitations have been reported [15]. Subsequently, other DLKT mod-
els [5,6,17,18] are proposed to improve KT performance.

The interpretability can be categorized into ante-hoc and post-hoc inter-
pretabilities. Among different methods for post-hoc interpretability, the LRP
method [3] can be regarded as a typical one, where the share of model output
received by each neuron is properly redistributed by its predecessors to achieve
the relevance conservation, and the injection of negative relevance is controlled by
its hyperparameters. LRP method is applicable and empirically scales to general
deep learning models. It has been adopted for image classification [1], machine
translation [8] and text analysis [2]. In the education domain, researchers have
started interpreting KT models [16], but most studies target on the traditional
simple-structured Bayesian network-based ones [4,13]. In this work, we mainly
focus on explaining the DLKT models by using the LRP interpretability method.

3 Interpreting RNN-Based KT Model

3.1 RNN-Based DLKT Model

A number of DLKT models, such as DKT [12], adopt LSTM or similar archi-
tectures (e.g., GRU) to accomplish the KT task. As a typical RNN architec-
ture, the model maps an input sequence vectors {x0, ...,xt−1,xt, ...} to an out-
put sequence vectors {y0, ...,yt−1,yt, ...}, where xt represents the interaction



Towards Interpretable Deep Learning Models for Knowledge Tracing 187

between learners and exercises, and yt refers to the predicted probability vec-
tors on mastering the concepts. The standard LSTM unit is usually implemented
in the DLKT models as follows:

ft = σ (Wfhht−1 + Wfxxt + bf) (1)
it = σ (Wihht−1 + Wixxt + bi) (2)

˜Ct = tanh (Wchht−1 + Wcxxt + bc) (3)

Ct = ft � Ct−1 + it � ˜Ct (4)
ot = σ (Wohht−1 + Woxxt + bo) (5)

ht = ot � tanh (Ct) . (6)

After getting the LSTM output ht, the DLKT models usually further adopt
an additional layer to output the final predicted results yt as below:

yt = σ (Wyhht + by) (7)

From the above implementations, we see that the RNN-based DLKT models
usually consist of two types of connections: weighted linear connection , i.e.,
Eq. (1), (2), (3), (5), (7), and multiplicative connection , i.e., Eq. (4) and (6).
The two types would be interpreted by LRP in different ways.

3.2 Interpreting DLKT Models Using LRP Method

Considering the RNN-based DLKT model given in Eq. (1) to (7) and the LRP
method, interpreting can be accomplished by computing the relevance as below:

Rht =
Wyhht

Wyhht + by + ε ∗ sign(Wyhht + by)
∗ Rd

yt
(8)

RCt
= Rht

(9)

RftCt−1 =
ftCt−1

Ct + ε ∗ sign(Ct)
∗ RCt

(10)

RCt−1 = RftCt−1 (11)

RitC̃t
=

itC̃t

Ct + ε ∗ sign(Ct)
∗ RCt

(12)

RC̃t
= RitC̃t

(13)

where Rd
yt

is the value of the dth dimension of the prediction output yt, and the
item ε ∗ sign() is a stabilizer. Finally, the calculated relevance value Rxt

for the
input xt can be derived as

Rxt
=

Wcxxt

Wchht−1 + Wcxxt + bc + ε ∗ sign(Wchht−1 + Wcxxt + bc)
∗ RC̃t

Note that the above process is applicable to computing the relevance of the
model inputs (e.g., xt−1), while computing RCt−1 might be slightly different.
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4 Evaluation

We choose the public educational dataset ASSISTment 2009–2010 [9], and the
dataset used for training the DLKT model consists of 325,637 answering records
on 26,688 questions associated with 110 concepts from 4,151 students. The built
DLKT model adopts the LSTM unit with the hidden dimensionality of 256.
During the training process, the mini-batch size and the dropout are set to 20
and 0.5 respectively. Considering KT as a classification problem and the exercise
results as binary variables, namely 1 representing correct and 0 representing
incorrect answers, the overall prediction accuracy achieves 0.75.
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Fig. 1. Histogram of the consistent rate on both positive and negative prediction groups

We conduct the experiment to understand the relationship between the LRP
interpreting results and the model prediction results. Specifically, we choose
48,673 exercise sequences with a length of 15, i.e., each sequence consisting
of 15 individual questions, as the test dataset for the interpreting tasks. For
each sequence, we take its first 14 questions as the input to the built DLKT
model, and the last one to validate the model’s prediction on the 15th ques-
tion. As the result, the DKLT model correctly predicts the last question for
34,311 sequences, where the positive and negative results are 25,005 and 9,306
respectively. Based on the correctly predicted sequences, we adopt the LRP
method to calculate the relevance values of the first 14 questions, and then inves-
tigate whether the sign of relevance values is consistent with the correctness of
learner’s answer. Specifically, we define consistent question among the previous
exercise questions as “either the correctly-answered questions with a positive
relevance value” or “the falsely-answered questions with a negative relevance
value”. Accordingly, we compute the percentage of such consistent questions in
each sequence, and name it as consistent rate. Intuitively, a high consistent rate
reflects that most correctly-answered questions have a positive contribution and
most falsely-answered questions have a negative contribution to the predicted
mastery probability on the given concept. Figure 1 shows the histogram of the
consistent rate on both groups of positive prediction (i.e., the mastery proba-
bility above 50%) and negative prediction (i.e., the mastery probability below
50%). Clearly, we see that the majority of the exercise sequences achieve 90%
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(or above) consistent rate, which partially validates the question-level feasibility
of using LRP method to interpret DLKT model’s prediction results.

5 Conclusion

We have introduced a post-hoc interpretability method into KT domain, which is
applicable to general RNN-based DLKT models. We demonstrated the promise
of this approach via using its LRP method to explain DLKT models. We con-
ducted the preliminary experiments to validate the proposed method.
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Abstract. The popularity of online learning, such as MOOCs (Massive
Open Online Courses), continues to increase among students. However,
MOOCs dropout remains high. Prediction of student performance that
could feed instructors’ dashboards and help them adapt their course
structure and material, or trigger help and tailor interventions to spe-
cific groups of students, is a valuable research objective. Towards that
end, this paper focuses on three predictive metrics (student attendance
rate: AR, utilization rate: UR, and watching index: WI ) of how students
interact with MOOC videos in order to predict which group of students
will pass or fail the course. Results show that these metrics, taken after
the first week and the midpoint, can be highly effective for predicting
the students that will pass or fail the course.

Keywords: MOOC · Video watching traces · Attendance rate ·
Utilization rate · VBL · Watch index

1 Introduction

Can the analytics of student interaction with videos provide effective predic-
tors of their academic performance? With thousands of students registering for
online courses every year, it is of great interest to both MOOC developers and
instructors to predict, early on in the course, those students that may drop out
or who are instead likely to complete the course successfully. Yet, by using data
directly from student behaviours with video-based-learning (VBL), we believe
we can predict student performance with minimal research bias while helping
the student to avoid failing the course. The interactions during the first week of
the course are a key reference point in predicting student performance through-
out the course [8], should the student remain enrolled in the MOOC. This can
inform the MOOC developers, and instructors, of those students who are likely
to persist and perform better in the MOOC if the course was tailored to their
learning needs rather than focus on large-volume enrollment to the detriment of
successful student performance. The aim of this paper is to investigate charac-
teristics of video utilization that can determine if a student will likely fail or pass
at an early stage of the MOOC; even as early as after one week of interaction
with VBL modules.
c© Springer Nature Switzerland AG 2020
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2 Related Work

A fair amount of research is devoted to study student video interactions, includ-
ing specific characteristics of video watching behaviors.

For instance, Giannakos et al. [4] found a relationship between video inter-
actions, repeated viewing, and the level of cognition required for a specific video
segments. Li et al. [13], also studied the link between student behavior patterns
and learning performance. Their study included features as: videos lectures, lec-
ture slides, shared assignments and open-forum messages. They concluded that
video lectures and lecture slide were the most used by students. He et al. [7]
measured the student’s utilization of video in a MOOC and its relation to aca-
demic performance. They proposed indicators based on student interaction data
to measure the utilization of video resources such as: attendance and utilization
rates plus watch ratio. Our study measures the utilization and attendance rates
for performance prediction. Hughes et al. [9], show how the use of data analysis
techniques in MOOCs can help to predict at risk of dropout students before
it happens. Some studies used learners’ behaviour by defining engagement [12],
online social networking [3] to predict performance [10] or predict dropouts [6].
Then it is possible to identify student that might dropouts early enough [11]
to give them proper help before it happens [14]. The student performance can
be influenced by some features of the videos themselves [5] bringing students to
play a video more than others [2,17], or spend more time on video than on other
online resources [16].

Beyond video interactions, prediction of success and failure was done by
Baker et al. [1] based on student online activity using Soomo Learning Environ-
ment. Using many prediction models they show that using the logistic regression
model of their propose combined model they can identify up to 59.5% of stu-
dents who will perform poorly in the course way better than chance performance.
Recently, Adithya et al. [18] analyzed students logs of three blended courses to
predict student performance, (see also Owen et al. [15] with student profile for
performance prediction). The results of their research show that it is possible to
predict student performance through student level of use of online system.

3 Methodology

The general objective of this study is to use video interaction metrics to assess
the likelihood that a student will succeed in a MOOC. We also aim to evaluate
the accuracy of these estimates as a function of the MOOC timeline; earlier
estimates are deemed to be less accurate but more useful for remedial purposes.
We first describe the three metrics involved and then describe how they are used
to define groups. The metrics such as AR and UR are inspired from [7].

The attendance rate ARs,c of a student s on a given week c since the begin-
ning of the course, is the number of videos that the student played over to the
total number of videos up to that period in time of the course schedule.
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The utilization rate URs,c of a student s on a given week c since the beginning
of the course is the proportion of video play time activity of the student over
the sum of video lengths for all videos up to week c.

ARs,c =
|Ws,c|
|Vc| (1)

URs,c =
∑n

i=1 Wts,i
∑N

j=1 Vtj
(2)

The watch index (WI ) is defined as:

WI s,c = URs,c ×ARs,c (3)

Where: URs,c is utilization rate of student s at week c, Vtj is the duration of
video j, N the total number of videos released up to week c, Wts,i is the total
time student s played video i, n is the number of unique videos that student s
played up to week c. ARs,c is the attendance rate of student s after week c, Vc is
the course’s total number of videos released after week c, Ws,c is the collection
of different videos watched by student s after week c.

The rule for grouping and testing is taking from the classification of a single
student compared to the average value of the group of student. The student that
has metrics over the average value of the group of student enrolled in the course
is likely to pass the course. The algorithm for groupings student is:

IF (WI i,c < WI OR (student i did not submit assignment))
THEN {Student i in GROUP I}
ELSE {Student i in GROUP II}

Where WI is the average WI over all students.

4 Data Set

Our study uses the traces of an online course at McGill University on the edX
platform that had 30,640 students interacting with learning videos. The course
has 138 videos (plus one live session). It has 13 weeks duration. Among stu-
dents who interacted with the videos, 10,424 students are honors and 970 passed
the course. Here, the first week of the course had nine (9) videos with a total
length of 41 min. We extracted 2,733,169 different student watching events (play,
pause, seek forward/backward, stop). Event data is structured such that we can
compute the play time of each student for each video.

5 Results

Table 1 shows the results of classifying students into two groups according to the
rule defined above. We find that after a week of data, students who passed the
course overwhelmingly fall into group II (78%). The trend is even stronger after
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week 6 (93%). However, for the students who failed (or dropped) the course,
the split is almost even between the two groups. Then, 60% of the students
who fail are in Group I, and that ratio grows to 2/3 after the sixth week. We
can see that around 4/5 of the students that will succeed the course will be
in Group II, whereas around 60% of students who will fail will be in Group I.
These results show an improvement compared to previous study using the same
kind of metrics to red flag at risk of failing students. Comparing these results to
the one that we obtained using the methodology of He et al. [7] (results shown
within parenthesis), we see that after the first week there is no majority class
separating student who will pass or fail between the two groups. The majority
of students who will pass and the majority of student who will fail are all in
group II according to He et al. [7] methodology. After six week the results based
on their methodology identify majority classes (majority of students who passed
are in group II and majority of students who fail are in group I) but there are
still 35% of students who passed in group I.

Table 1. Breakdown of success rates and groupings for first and sixth week

After first week After six weeks

Pass Fail Pass Fail

Group I 22% (15%) 60% (9%) 7% (35%) 67% (93%)

Group II 78% (85%) 40% (91%) 93% (65%) 33% (7%)

100% (100%) 100% (100%) 100% (100%) 100% (100%)

Values within parenthesis are the results of He et al. [7], reported for
comparison purpose.

6 Conclusion

Through quantitative analysis that includes metrics such as Attendance Rate
(AR), Utilization Rate (UR), and Watch Index (WI ), as defined in this paper,
it is possible to identify failure patterns of up to 60% of students who will dropout
or fail the course based on the first week student interaction with MOOC videos,
based on a total course length of thirteen (13) weeks, and can identify 78% of
successful students.

Using the metrics defined, educational institutions can flag students at risk
of failing, or dropout, of the MOOC based on the student’s interactions with
the learning videos in the early stages of the course. Our study shows a better
classification compared previous study results of He et al. [7]. Results such as
these should help MOOC developers better identify those students that might
dropout or fail the course and thus take actions to prevent it.
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Abstract. Open-ended constructed responses promote deeper processing of
course materials. Further, evaluation of these explanations can yield important
information about students’ cognition. This study examined how students’
constructed responses, generated at different points during learning, relate to
their later comprehension outcomes. College students (N = 75) produced self-
explanations during reading and explanatory retrievals after reading. The
Constructed Response Assessment Tool (CRAT) was used to analyze these
responses across multiple dimensions of language and relate these textual fea-
tures to comprehension performance. Results indicate that the linguistic features
of post-reading explanatory retrievals were more predictive of comprehension
outcomes than self-explanations. Further, these models relied on different
indices to predict performance.

Keywords: Natural language processing � Science learning � Stealth
assessment

1 Introduction

Learning from text is a critical skill, but many students struggle with content-based
reading [1]. Prompting students to generate constructed responses (e.g., verbal pro-
tocols, summaries) is beneficial because it encourages active processing [2, 3] and these
responses can also serve as “stealth assessments” [4, 5] of in situ learning that con-
tinually update a learner model and drive feedback without needing to wait for more
formal checkpoint quizzes or module exams.

In the current study, we explore the use of explanatory retrieval prompts as stealth
assessments. Explanatory retrievals are a type of constructed response in which stu-
dents explain what they have just read from memory. As an elaborative or constructive
version of retrieval practice, explanatory retrieval may yield superior comprehension as
compared to free recall prompts or completing multiple-choice or fill-in-the-blank tests
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[6, 7]. Not only is this approach effective, but it is also practical in the sense that asking
students to “explain what you have just read about [topic]” rather than answer a series
of quiz questions reduces the need for instructors or instructional designers to generate
numerous items. Finally, these activities may have value as stealth assessments that can
track students’ learning processes and progress.

Although explanatory retrievals are beneficial for learning, they are often
underutilized in the classroom due to the arduous nature of scoring open-ended
responses [8]. Fortunately, natural language processing (NLP) tools have afforded an
increased use of constructed responses within educational technologies [9, 10]. NLP
analyses can be used to automate scoring and provide targeted feedback for a variety of
constructed responses including think-alouds [11], self-explanations [12], summaries
[13, 14], and essays [15]. Notably, the indices implicated in these analyses vary across
constructed response type, presumably because they reflect different strategies and
cognitive processes. Taken together, this research demonstrates the potential for ana-
lyzing explanatory retrievals as a mode of stealth assessment, but also highlights the
need to consider how explanatory retrievals might differ from other forms of con-
structed response.

Thus, in the current study, we examine how linguistic features of explanatory
retrievals (ERs) relate to comprehension test performance. We also examine how ERs
compare with another type of constructed response, self-explanation (SE), for which
linguistic features have been studied. The prior research guides two primary
hypotheses: 1) The linguistic features of the responses will provide information pre-
dictive of subsequent comprehension test performance and 2) The features of ERs that
predict comprehension performance will differ from the predictive features in SEs. In
other words, as a retrieval (i.e., memory-based) process, post-reading ER may bring to
bear different strategies and processes than what is found in concurrent SEs.

2 Method

2.1 Design and Procedure

College students (N = 75; Mage = 25.04; 72% female; 13% ESL) read two science
texts. At nine points in each text, students were directed to generate an SE. After
reading, participants were prompted to produce an ER. The instructions specified the
goal was not to simply recall as much as possible, but to provide a coherent explanation
of the information in the text. After reading and explaining both texts, participants
completed multiple-choice comprehension tests for each text. Each test included four
memory items and four inference items.

2.2 Data Processing

SEs were combined to create an “aggregated SE” for each text [16–18]. These
aggregated SEs and the ERs were submitted to the Constructed Response Analysis
Tool (CRAT) [19]. CRAT calculates more than 700 indices related to 1) similarities
(key words overlap, latent semantic analysis) between a source text and a constructed
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response and 2) lexical sophistication and text properties. After the SEs and ERs had
been analyzed by CRAT, the dataset was reduced based on multicollinearity and
relation to the dependent variable. Thus, when two variables were highly multicollinear
(r > .70), only the index most strongly related to the dependent variable was retained.
Additionally, indices that exhibited a weak or absent relationship with the dependent
variable (r < .10) were removed from the dataset. After this process, there were 50
CRAT indices remaining for the machine learning analyses.

2.3 Supervised Classification and Validation

Supervised machine learning techniques were used to predict students’ comprehension
scores. Caret for R [20] was used to train Linear Regression, Support Vector Machine
(SVM), and Random Forest models. All models were evaluated using leave-one-out
cross-validation (LOOCV) in which k − 1 instances were used in the training set and
the model was tested on the instance not used in the training data. This process was
repeated k times until each instance was used as the test set. LOOCV develops models
that are more generalizable when applied to new data.

3 Results

On average, students’ aggregated SEs contained 172.69 (SD = 99.75) words, whereas
their ERs contained 90.97 (SD = 45.52) words. Word count was included as a control
variable in our models; however, it was not an important feature of any of the models.

The response types (SE, ER) were tested independently using the same regression
algorithms (Linear Regression, SVM, Random Forest). A summary of model accura-
cies is presented in Table 1. Overall, the SVM performed the best for both SE and ER
data. The CRAT indices accounted for 15% (SE) and 25% (ER) of variance in com-
prehension scores, suggesting that the properties of the retrievals were more infor-
mative of students’ comprehension of text content.

To more closely examine the CRAT indices driving the model predictions, we
examined the scaled variable importance of indices in the SVM models. Four of the top
five variables in the SE model were adjective keywords from the COCA corpus. They
related to academic adjective keywords, magazine adjective keywords, fiction adjective
keywords, news adjective keywords, and academic bigram keywords. In comparison,

Table 1. Description of model accuracy.

Self-Explanation (SE) Explanatory Retrieval (ER)
Algorithm RMSE R2 RMSE R2

Linear Regression 1.97 0.04 1.76 0.12
SVM (Polynomial) 1.67 0.15 1.52 0.25
Random Forest 1.67 0.13 1.50 0.24
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the top five variables in the ER model were academic bigram keywords, word
imageability, academic keywords, age of acquisition for content words, and fiction
keywords. These results indicate that the descriptive content (i.e., adjectives) of the SEs
were most predictive of comprehension scores, whereas the ERs were related to a wider
variety of textual information, particularly lexical sophistication.

4 Discussion

This study examined the potential of explanatory retrievals (ERs) to serve as a form of
stealth assessment of reading comprehension performance. Given that open-ended
retrieval attempts can vary widely in quality [7], automating the evaluation of ER
practice can make it more feasible to include ER tasks in the classroom. This study
demonstrated modest, but promising results. In particular, our best model (SVM
Polynomial) accounted for 15% and 25% of the variance using the properties of SEs
and ERs, respectively. These results support the extant work demonstrating that natural
language processing techniques can be used to model important comprehension pro-
cesses [11–15].

A more novel finding in this present study is that, as predicted, different types of
constructed responses were not uniformly related to reading comprehension perfor-
mance. That is, SE responses and ER responses relied on some different features to
predict comprehension and did so to different degrees of success. This supports the idea
that different constructed responses influence and predict comprehension in different
ways. Further work will more closely examine these different linguistic features in
context to understand why different types of linguistic features are more or less pre-
dictive in a particular type of response and how these different processes impact dif-
ferent aspects of learning (i.e., memory vs. inference and application). The goal of this
study was to compare and contrast across types of constructed responses and how each
might provide different insights into learning processes. However, in future work, we
plan to leverage the unique contributions of both in a combined model in which
features of SEs and ERs are used to predict performance.

One limitation of note is that LOOCV was conducted at the item level, with the
same participants generating multiple items. Further research with larger data sets will
examine how these models generalize to entirely independent datasets. In addition, this
study relied only on the CRAT tool to analyze linguistic features of the constructed
responses. Existing work on analysis of constructed responses [15–18] suggests that
our models will have higher accuracy if they include indices that characterize text
across multiple dimensions (e.g., lexical, syntax, cohesion). Thus, future work will
examine the value of employing additional linguistic analysis tools to account for
variance in other dimensions of language.

Overall, the results of this study suggest that ERs can serve as both powerful
learning activities and as assessments of developing comprehension. However, more
work is needed to improve and refine automated procedures for scoring and providing
feedback based on these responses. The ultimate goal of this research is to use these
linguistic indices to facilitate nuanced assessments of constructed responses that can
drive improved formative feedback and personalization in educational technologies.
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Abstract. Early literacy and numeracy skills are developed during
childhood at kindergarten level. Among the many factors that influence
the development of such skills, the literature shows that the executive
function of inhibition – i.e. the blocking out or tuning out of information
or action that is irrelevant to the learning task – is one of the most impor-
tant. There are many tests to assess children’s inhibition skills; however,
such tests are generally time-consuming and have a short lifespan. In this
context, we propose a computational approach to model children’s inhi-
bition skills by using only student traces from a learning app as input.
We propose a mathematical formalization of three related inhibition fea-
tures, which could be used as input to classification algorithms.

Keywords: Learning · Student model · Inhibition · Executive function

1 Introduction

The development of early literacy and early numeracy skills begins at a very
young age. Children’s acquisition of competences, such as reading and math, is
critical to their long-term academic and career success [10]. A child with problems
acquiring literacy and numeracy skills will continue to face academic issues in
the future [7]. It is thus essential to identify and help such students.

Among the many factors that influence the acquisition of early literacy and
numeracy, the cognitive executive functions play a major role [6]. Executive
functions are “high-level cognitive processes that facilitate new ways of behaving
and optimize one’s approach to unfamiliar circumstances” [3].

Miyake and Friedman [8] define three different skills of executive functioning:
updating (constant monitoring and rapid addition/deletion of working memory
contents), shifting (flexible switching between tasks or mental sets), and inhibi-
tion (deliberate overriding of dominant or prepotent responses).

c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 203–207, 2020.
https://doi.org/10.1007/978-3-030-52240-7_37

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52240-7_37&domain=pdf
http://orcid.org/0000-0001-5283-9228
https://doi.org/10.1007/978-3-030-52240-7_37


204 G. Medeiros Machado et al.

According to the related literature, inhibition is particularly important to
child development. Compared to other self-regulatory skills, the inhibition func-
tion is found to be the most important variable related to early literacy and
early numeracy ability at kindergarten level [1]. Inhibition is generally assessed
through specific tests that measure verbal and visuospatial abilities.

There are many specific tests to assess children’s inhibition; however, for those
under the age of 8, the options are more limited [4]. Moreover, such tests are also
time-consuming and deliver results that are valid only for a short-term period of
time. So, a computational assessment of inhibition from learning data could be a
very interesting tool. The possibility to easily identify children’s inhibition skills
both in a short-term or in a longitudinal study could allow responses tailored to
the needs of children with inhibition dysfunction during their first learning.

Searching the literature, we did not find any papers addressing the automated
identification of inhibition. Therefore, we propose a new approach to automat-
ically collect inhibitory features from students traces at kindergarten level. We
collected the learning traces from an app used to aid children from 4 to 5 years old
in the development of such skills. We identify and derive three distinct features
by combining different definitions of inhibition from the literature of psychol-
ogy and neuroscience. Then, we propose three strategies to model these features
based on the students’ traces (Sect. 3). To the best of our knowledge, this is the
first attempt to isolate inhibitory features.

2 Conceptual Foundation

Early literacy could be defined as the acquisition of the skills, knowledge, and
attitudes that are the developmental precursors of conventional forms of reading
and writing [11]. On the other hand, early numeracy refers to a lot of concepts
and skills that develop together following the same learning trajectory [10].

According to Diamond, inhibition “involves being able to control one’s atten-
tion, behavior, thoughts, and/or emotions to override a strong internal predispo-
sition or external lure, and instead do what is more appropriate or needed” [2].
Another well-known definition of inhibition is given by Miyake et al.: “one’s abil-
ity to deliberately inhibit dominant, automatic, or prepotent responses when nec-
essary” [9]. In both definitions, it is clear that the notion of inhibition is related to
a deliberate suppression/override of a (wrong) predisposition/response. There
is an important difference between this effort-aware suppression of prepotent
answers and automatic suppression of a wrong answer. In the first case, the
executive function of inhibition is required (interest of this paper). The second
case is when a correct behavior/answer is already internalized.

Despite having clear definitions and tests, designing an approach to predict
inhibition is still very challenging. How can we identify and isolate the effort-
aware behavior to suppress a wrong answer? In this sense, Henry and Bettenay
[4] define Executive Dysfunction as the opposite of inhibition functioning, i.e.,
deficits in the ability to inhibit well-learned patterns of behavior and derive new
ways of solving problems. The authors affirm that children with such deficits
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become trapped in “repetitive cycles” of a previously learned pattern, and also
have some troubles to accommodate their behavior to novel situations. Such
“repetitive cycles”, on the other hand, are easier to be identified, from the stu-
dents’ traces, than an effort-aware behavior of inhibition.

3 Proposed Inhibition Features

We describe the three proposed variables used to model the dysfunctional behav-
ior of inhibition. Our input data is made up of student traces resulting from their
interaction with a learning application we have developed. In the remainder of
this paper, we will use the following notation. Let S = {s1, s2, ..., s|S|} be the
set of all students and A = {a1, a2, ..., a|A|} the set of all proposed activities.
Rsa = 〈r1, r2, ..., r|Rsa|〉 is the sequence of responses the student s has given to
the activity a. Each response (ri ∈ Rsa) also belongs either to the set of possible
wrong answers Wa = {w1, w2, ...w|W |}, or to the set of possible correct answers
Ca = {c1, c2, ..., c|C|} of a specific activity. The responses r also carry informa-
tion about the time demanded to the student answer. We also have Rsa ∩ Wa

the set of wrong answers given by student s in activity a and Rsa ∩ Ca the set
of correct answers given by student s in activity a. Note that this last set is
either the empty set, if the student gave no correct answers, or the singleton
that corresponds to the correct answer if the student gave the correct answer.

Students that Insisted on the Same Error: In their definition of Dys-
functional Behavior of the Executive Functioning, Henry and Bettenay [4] say
that the person “becomes trapped in ‘repetitive cycles’ of a previous learned
pattern”. For this reason, we propose to look at the repetitive behaviors and,
more specifically, to look at the sum of each sequence of recorded errors in each
question.

Considering the dataset is ordered by timestamp, we can formally define:
SEsa = {ri ∈ Rsa ∩ Wa|∀j ∈ {1, 2, ..., k}, ri = rj}. Where SEsa is the same
error a student s committed in an activity a. The reason why j starts with 1, is
because we are interested in the errors the students committed from their first
answer to each activity. The reason for that is once the students make an effort
to change their first wrong answer, the executive function of inhibition is already
put in place; since the inhibition serves to suppress a “prepotent response”. The
value k represents the minimum value for the answer to be characterized as a
repetitive error. In our case k = 2. We get SISE (students that insisted on the

same error) our first variable as a function of s: SISE(s) =

∑

a
|SEsa|

∑

a
|Rsa| . We divide

∑

a
|SEsa| by the total number of traces/responses of the student s to get the

proportion of this variable compared to all other traces.

Students that Failed Very Fast: The second of our three variables is based
on Miyake’s definition of inhibition (“one’s ability to deliberately inhibit dom-
inant, automatic, or prepotent responses when necessary”). The goal is to
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identify failures in suppressing the automatic, dominant, or prepotent responses
by looking at the time information present in the student traces.

Our hypothesis is the following: the students that answered wrongly, and in
a very fast way, present a dysfunctional behavior of inhibition. One prerequisite
with this hypothesis is to define what is a “very fast” answer. To accomplish this,
we need to look at the dataset and define what a fast answer to each activity is.

Since different activities demand different times to be answered, we need to
isolate the set of wrong answers of each activity. Let AWa be the set of all wrong
answers given by the students for exercise a ordered by increasing timestamp. We
then use the cut point φa of the first (lower) quartile as a reference to represent
a fast answer to such activity. Quartiles are commonly used to split data because
of their insensitivity to outliers and preserve information about the center and
spread [5]. Once we get φa, the student’s subset of answers representing a very
fast failure attempt is easily defined as: V Fsa = {ri ∈ Rsa ∩ W |time(ri) ≤ φa}.

Finally,
∑

a
|V Fsa| is divided by

∑

a
|Rsa| to get the proportion of these traces

when compared to the whole set of the student traces, then: SFV F (s) =∑

a
|V Fsa|

∑

a
|Rsa| .

Students that Committed the Most Common Error in such Activity:
This third variable was also inspired by the definition of inhibition as an effort-
aware suppression of a prepotent response, but looking at the Recorded Answer
information instead of the Time Demanded to Answer. The reason to do so is
that the prepotent response can be seen as a previous knowledge/belief of the
student, which demands effort to be suppressed. This belief can be identified
as the most frequent error of each activity. For instance, if one of the activities
requires that the student selects a regular pen, but instead, the student selects a
pencil, and if most of the students make this same mistake in this activity, then
we assume a high effort is required to suppress the response.

To isolate this variable, we need to list each most common error of each
activity. Let mca be the most common error of each activity a defined as mca =
arg max

r

∑

r′
δrr′ , where {r, r′ ∈ AWa} and δ is a Kronecker delta function. For

each activity a and each student s, we then define the set of responses that
correspond to the most common error as MCsa = {ri ∈ Rsa|ri = mca}. The

third variable is then: SMCE(s) =

∑

a
|MCsa|

∑

a
|Rsa| .

4 Conclusions and Future Work

The design and implementation of a computational approach to model children’s
inhibition skills is a challenging task. One of the reasons is that there is little
literature on the computing field treating this subject. At the same time, this
is a critical topic when treating children’s skills at early numeracy and literacy.
Since this is a subject already broadly explored in neuroscience and psychology
fields, we took the seminal definitions of inhibition in these fields and proposed a
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mathematical formalization of three variables to model a dysfunctional inhibition
behavior. To the best of our knowledge, this is the first attempt to model the
inhibition behavior. As future work, we are interested in modeling not only the
dysfunctional inhibition but also the functional inhibition behavior.
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Abstract. Prior studies have explored the potential of erroneous examples in
helping students learn more effectively by correcting errors in solutions to
decimal problems. One recent study found that while students experience more
confusion and frustration (confrustion) when working with erroneous examples,
they demonstrate better retention of decimal concepts. In this study, we inves-
tigated whether this finding could be replicated in a digital learning game. In the
erroneous examples (ErrEx) version of the game, students saw a character play
the games and make mistakes, and then they corrected the characters’ errors. In
the problem solving (PS) version, students played the games by themselves. We
found that confrustion was significantly, negatively correlated with performance
in both pretest (r = −.62, p < .001) and posttest (r = −.68, p < .001) and so was
gaming the system (pretest r = −.58, p < .001, posttest r = −.66, p < .001).
Posthoc (Tukey) tests indicated that students who did not see any erroneous
examples (PS-only) experienced significantly lower levels of confrustion
(p < .001) and gaming (p < .001). While we did not find significant differences
in post-test performance across conditions, our findings show that students
working with erroneous examples experience consistently higher levels of
confrustion in both game and non-game contexts.

Keywords: Digital learning game � Erroneous Examples � Affect � Affect
detection � Confusion � Frustration � Gaming the system � Learning outcomes

1 Introduction

Researchers have investigated the value of solving problems using non-traditional
approaches to problem solving. Worked examples [1–3] and erroneous examples [4–6]
have been of particular interest. Worked examples demonstrate a procedure to arrive at
a correct solution and may prompt students to provide explanations to correct steps of a
solution while erroneous examples require them to identify and fix errors in incorrect
solutions. The reason these approaches improve learning has been attributed to their
role in freeing up cognitive resources that can then be used to learn new knowledge [7].
Factors not specific to a particular approach may also interact with learning. Of these,
affect and behavior have garnered the most attention [8–11]. In particular, states of

© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 208–213, 2020.
https://doi.org/10.1007/978-3-030-52240-7_38

http://orcid.org/0000-0002-0045-6855
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52240-7_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52240-7_38&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52240-7_38&amp;domain=pdf
https://doi.org/10.1007/978-3-030-52240-7_38


confusion, concentration and boredom have been shown to persist across computer-
based learning environments (dialog tutors, problem-solving games, problem-solving
intelligent tutors) [12].

In a recent study, we found that students who were assigned erroneous examples
implemented in an intelligent tutor [13] experienced higher levels of confrustion [14], a
mix of confusion and frustration, than those who were asked to answer typical
problem-solving questions. However, we found that confrustion was negatively cor-
related with both immediate and delayed learning, albeit less so for students who
worked with erroneous examples.

This study, which is a replication of our recent findings but in a game versus ITS
context, was motivated by two observations. First, in order to determine whether this
relationship is robust, it is important to explore whether our recent findings persist in
other digital learning environments. This is because levels of affective states such as
frustration and behaviors such as gaming the system have been shown to vary across
learning environments and user interfaces [12, 15].

Second, research has shown that students who engage in gaming the system also
experience frustration [10], though frustration does not always precede gaming [12].
Therefore, it is interesting to explore if this association persists when erroneous
examples are implemented in a digital learning game context.

Participants were divided into four groups where two groups worked with either
Erroneous Examples (ErrEx) or Problem Solving (PS) questions only and the other two
worked with a mix of either ErrEx then PS or PS then ErrEx questions. We expected
that students in all four groups would perform better from pretest to posttest. We then
tested the following hypotheses:

H1: Confrustion and gaming will be negatively related to performance, even when
controlling for prior knowledge.
H2: Students in any of the conditions that include erroneous examples will expe-
rience higher levels of confrustion and gaming the system.
H3: Students in any of the conditions that include erroneous examples will perform
better than their PS-only counterparts in the posttest.

2 Methods

The data used in this study was collected in the spring of 2015. Participants were
recruited from four teachers’ classes at two middle schools, and participated over four
to five class sessions. Both schools are located in the metropolitan area of a city in the
United States. The analysis for this study included the data of 191 students, divided into
four conditions within the game context.

Materials consisted of the digital learning game, Decimal Point [16], and three
isomorphic versions of a test administered as a pretest and posttest. The Decimal Point
game is laid out on an amusement park map, with 24 mini-games in which students
play two rounds of each. All tests and the game used the Cognitive Tutor Authoring
Tool (CTAT) [17] as a tutoring backend. The game was designed with focus on
common misconceptions middle school students have about decimals [18].
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We used gameplay data to generate machine learning models to detect confrustion
and gaming the system. In this study, we applied text replay coding [19, 20] to student
logs to label 1,560 clips (irr j = .74). To predict confrustion and gaming, the detectors
used 23 features of the students’ interaction with the decimal tutor, involving the
number of attempts, amount of time spent and restart behavior.

After evaluating the performance of several classification algorithms in terms of
Area Under the Receiver Operating Characteristic Curve (AUC ROC) and Cohen’s
Kappa (j), we built the confrustion detector using the Extreme Gradient Boosting
(XGBoost) ensemble tree-based classifier [21] (AUC ROC = .97, j = .81) and the
gaming detector using the J-Rip classifier [22] (AUC ROC = .85, j = .62).

3 Results

Confrustion was significantly, negatively correlated with performance on the pretest
(r = −.62, p < .001) and posttest (r = −.68, p < .001). A multiple regression model
tested using confrustion to predict posttest performance while controlling for pretest
was also significant, F(2, 188) = 181.14, p < .001. Within the model, both pretest,
(b = .57, p < .001) and confrustion (b = −.32, p < .001) were significant; confrustion
was a significant, negative predictor of posttest performance even after controlling for
pretest.

Gaming was significantly, negatively correlated with performance on the pretest
(r = −.58, p < .001) and posttest (r = −.66, p < .001). A multiple regression model
tested using gaming to predict posttest performance while controlling for pretest was
also significant, F(2, 188) = 181.14, p < .001. Within the model, both pretest,
(b = .59, p < .001) and gaming (b = −.31, p < .001) were significant, indicating that
gaming was also a significant, negative predictor of posttest performance even after
controlling for pretest.

Mean levels of confrustion and gaming for each condition are reported in Table 1.
A one-way analysis of variance (ANOVA) comparing gaming and confrustion levels
across conditions indicated a significant effect of condition on confrustion, F(3,
187) = 14.01, p < .001, and gaming, F(3, 187) = 10.07, p < .001. Posthoc (Tukey)
tests indicated that students in the PS-only condition experienced significantly lower
levels of confrustion (ps < .001), while there were no differences among the other
conditions (ps > .97). Similarly, posthoc (Tukey) tests indicated that students in the
PS-only condition experienced significantly lower levels of gaming (ps < .001), while
there were no differences among the other conditions (ps > .91).

Table 1. Gaming, confrustion, and test performance by condition.

Measure PS ErrEx ErrEx/PS PS/ErrEx

Pretest (SD) 23.37 (8.20) 23.39 (9.05) 20.92 (8.00) 20.48 (8.41)
Posttest M (SD) 28.72 (6.18) 27.63 (7.61) 25.75 (7.15) 26.40 (7.43)
Gaming M (SD) .16 (.11) .27 (.17) .28 (.13) .29 (.13)
Confrustion M (SD) .24 (.16) .46 (.26) .45 (.20) .47 (.18)
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Finally, a repeated-measure analysis of variance (ANOVA) indicated that students
across all conditions improved significantly from pretest to posttest, F(3,
187) = 167.04, p < .001. See Table 1 for means and standard deviations across con-
ditions. A series of ANOVAs indicated no significant differences across conditions on
pretest, F(3, 187) = 1.63, p = .18, or posttest, F(3. 187) = 1.65, p = .18.

4 Discussion

In this study, we implemented erroneous examples in a digital learning game context
and found that students who played the erroneous examples versions of the game
experienced higher levels of confrustion. There was also a significant correlation
between gaming the system and confrustion. Future research might further explore the
relationship between frustration and gaming, as previous research using affect detectors
has found that frustration did not tend to precede gaming the system [12].

A previous study using a web-based intelligent tutor showed that students working
with erroneous examples performed better than their problem-solving counterparts [6].
This study, however, did not replicate that finding.

While it is not possible to make a direct comparison between confrustion levels in
the game and intelligent tutor versions of the ErrEx condition, it is worth noting that
students who played the game experienced higher levels of confrustion (M = 0.46,
SD = 0.26) than those who used the intelligent tutor (M = 0.34, SD = 0.16) [13].
Since confrustion has been shown to be significantly, negatively correlated with
learning, these higher levels of confrustion may explain why we did not see better
learning effects of erroneous examples in the game context.

Alternatively, integrating the game interface with a feature where students watch a
game character play the game for them may have negatively impacted both the game
experience and the intended benefit of erroneous examples.

In an upcoming study, we will explore mechanisms intended to reduce the negative
impact of confrustion and gaming on learning with erroneous examples in a digital
learning game.
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Abstract. A typical medical curriculum is organized as a hierarchy
of learning outcomes (LOs), each LO is a short text that describes a
medical concept. Machine learning models have been applied to pre-
dict relatedness between LOs. These models are trained on examples of
LO-relationships annotated by experts. However, medical curricula are
periodically reviewed and revised, resulting in changes to the structure
and content of LOs. This work addresses the problem of model adap-
tation under curriculum drift. First, we propose heuristics to generate
reliable annotations for the revised curriculum, thus eliminating depen-
dence on expert annotations. Second, starting with a model pre-trained
on the old curriculum, we inject a task-specific transformation layer to
capture nuances of the revised curriculum. Our approach makes signifi-
cant progress towards reaching human-level performance.

Keywords: Learning outcome(s) · Data drift · Model adaptation

1 Introduction

The LO-relationship extraction task, recently introduced in [8], seeks to predict
the degree of relatedness between learning outcomes (LOs) in a curriculum. The
authors examine the curriculum of the Lee Kong Chian School of Medicine,
which spans five years of education and covers about 4000 LOs; each LO is a
short statement describing a concept that students are expected to master. A
hierarchy, designed by curriculum experts, groups these LOs at different levels
of granularity. A successful clinical encounter requires students to conceptually
relate and marshal knowledge gained from several LOs, spread across years and
across distant parts of the curriculum hierarchy. This underscores the need for
an automatic LO-relationship extraction tool (hereafter called LReT).

In our earlier work [8], this is abstracted as a classification task, where a
pair of LOs is categorized as being strongly related (high degree of conceptual
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similarity), weakly related (intermediate conceptual similarity), or unrelated (no
conceptual similarity). An LReT is trained on annotated data obtained from
subject matter experts (SMEs), who are both faculty and doctors.

However, this curriculum is periodically reviewed and revised. Modifications
are made to both content (emphasising some LOs, dropping others, merging a
few), as well as organization (grouping LOs differently, re-evaluating classroom
hours dedicated to each). Table 1 compares an old LO with its revised counter-
part. Note that the textual formulation (hence underlying concept) of the LO
has been modified. Additionally, the LO has been re-grouped under a separate
set of verticals - Longitudinal Course, Module, and Assessment Type, while
doing away with Clinical Block, the only vertical in the previous version.

Table 1. Semantic and curricular change in LOs after curriculum revision

Old curriculum Revised curriculum

Learning Outcome (LO) Identify the main mineralocorticoid

in humans and describe its

principal actions

Describe the synthesis, principal

actions and control mechanisms of

glucocorticoids, mineralocorticoids and

adrenal steroids

Theme Scientific Basis of Medicine Scientific Basis of Medicine

Fundamental Structure & function of the human

body in health (HSF)

Structure & function of the human

body in health (HSF)

Fundamental Unit Anatomy, Physiology, Biochemistry Biochemistry

Clinical Block Renal and Endocrine –

Longitudinal Course – Foundations of Clinical Practice (FCP)

Module – Endocrine System

Assessment Type – Written Exercise, Oral Presentation

As the curriculum drifts, so do relationships between its constituent LOs.
An LReT trained on one version of the curriculum may not perform well on the
revised version. Re-obtaining SME annotations carries appreciable cognitive and
cost overheads, making it impractical to train an LReT from scratch.

We present a systematic approach towards LO-relationship extraction under
curriculum drift. Beginning with the SME-labelled dataset on the old curricu-
lum, we employ heuristics to create a pseudo-labelled dataset for the revised cur-
riculum. With some supervision now available, we tune the existing pre-trained
model to the nuances of the revised curriculum, and compare its efficacy against
human performance.

This aligns with existing work on domain adaptation and transfer learning
[6,10]; both study scenarios where training and test data do not derive from the
same distribution. In contrast, not only do we adapt the model to a modified
domain, but also generate data pertinent to this domain, thus eliminating the
need for human intervention. This bridges the gap between building a reliable
LReT, and deploying it against a changing curriculum landscape.
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2 Silver Standard Dataset Generation

Starting with SME-annotated old LO pairs, which serves as the gold-standard
dataset, we proceed in two steps. First, we define a mapping that links an LO
from the old curriculum (OC) to its closest matching counterpart in the revised
curriculum (RC):

M(p) = {r|sim(p, r) ≥ sim(p, r′), ∀r′ ∈ RC}, p ∈ OC. (1)

where sim is an appropriate semantic textual similarity metric. Intuitively, the
mapping score, sim(p,M(p)) captures the extent of semantic drift in the content
of an LO.

Fig. 1. (A) base-model trained on gold-standard data from OC. (B) Model trained
from Scratch on silver-standard data from RC. (C) Manually map features (MF)
from RC to OC, and then use base-model. (D) Learn a feature transform (FT) from
RC that approximates OC-like features by leveraging weak correspondence between
RC and OC. The base-model can be further smoothed (FT-S).

Thereafter, we rely on pruning. Recall that the gold-standard dataset (Dold)
consists of old LO pairs (p, q), along with an SME-annotated class label. A silver-
standard dataset for the revised curriculum (Drev) is derived by pruning the
mapping scores of an old LO pair at a pre-defined threshold (τ), while retaining
its class label. Formally,

Drev(τ) = {(M(p),M(q), label) | sim(p,M(p)) ≥ τ and sim(q,M(q)) ≥ τ}
∀(p, q, label) ∈ Dold.

(2)
Effectively, we propagate the SME-label from a LO pair in old curriculum to
their corresponding maps in the revised curriculum, only if the both mapping
scores exceed the threshold. These pseudo-labeled instances constitute the silver-
standard dataset.
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3 Proposed Model Adaptation Approaches

The base-model (Fig. 1(A)), trained on gold-standard LO pairs of the old cur-
riculum, predicts posterior probabilities for Strong, Weak, and None classes. As
a comparative baseline, we train a model from scratch on the silver-standard
dataset, without leveraging the base-model. We then explore three approaches
to adapt base-model:

1. Manual Feature Mapping (MF), where we manually map features
from the revised curriculum to the old curriculum, and drop features that
cannot be mapped (Fig. 1(C)). The resultant feature set can be fed to the
base-model for predicting LO relatedness in new curriculum.
2. Feature Transformation (FT): In this novel approach (Fig. 1(D)), we
inject a fully connected layer that transforms the revised feature set to an
approximate old feature set, which can then be fed to the base-model. The
silver standard dataset is leveraged to train only this transformation layer,
i.e. base-model layers are frozen.
3. Feature Transformation with Smoothing (FT-S): Once the trans-
formation weights converge to an extent, we unfreeze the base-model param-
eters and train for a few epochs to allow fine-grained updates to the entire
network.

4 Experiments and Analysis

Table 2a compares model adaptation techniques outlined in Sect. 3. All
approaches that leverage the base-model outperform training from Scratch,
to various degrees. Feature transformation with smoothing (FT-S) yields the
highest macro-F1, thus establishing that a) the base-model encodes some
task-specific information independent of the specific curriculum, b) the revised
feature-set can be adequately modeled as a linear transformation of the old
feature-set, and c) additional smoothing over parameters of the base-model
allows it to learn curriculum-specific nuances.

Furthermore, as shown in Table 2b, the high variance in model performance
stems from the small size of training and test sets for each cross-validation split,
and the macro-F1 score is sensitive to samples in the specific test split. We
perform paired t-test to ascertain that except for two pairs, FT vs MF (p = 6.8×
10−2) and FT vs FT-S (p = 6.6×10−2), differences between all other technique-
pairs are statistically significant at 95% confidence interval.

Finally, for a small held-out set (n = 229), we obtain annotations separately
from two SMEs and compute the inter-annotator agreement (71.7% macro-F1),
which serves as a skyline. As shown in Table 2d, considering one SME as ground-
truth and comparing against FT-S’s predictions, the human-machine agreement
turns out to be 64.4%. Compared to human performance, our reported results
are moderately high, with, of course, some further scope of improvement.
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Table 2. (a) Macro-average F1 (mean± standard deviation in %) for base-model and
several model adaptation approaches (b) per fold Macro-F1 (in %) of Scratch vs FT-S
on SS-5. Note the high variance across splits, but consistent improvement of FT-S over
Scratch. (c) Human vs human and (d) human vs algorithm agreement.

(a)
Dataset (τ) Size Scratch MF FT FT-S
SS-1(0.85) 195 35.5±10.8 45.3±10.8 54.0±16.5 54.4±12.5
SS-2(0.80) 315 35.0±10.3 46.2±10.7 50.7±12.8 54.0±12.3
SS-3(0.75) 466 35.1± 7.6 46.7± 9.1 50.1± 8.2 51.4± 6.8
SS-4(0.70) 692 35.7± 7.7 46.0± 7.0 49.4± 9.6 49.4± 8.8
SS-5(0.65) 963 35.6± 8.6 48.1± 4.9 50.4± 5.1 52.0± 4.2

Macro-average F1 of base-model on gold standard : 59.2±1.2

Gold-standard : 2,276 LO pairs (Strong: 314, Weak: 471, None: 1,491)

(b)
Fold Scratch FT-S
1 25.7 49.4
2 23.9 48.3
3 29.2 53.9
4 48.9 54.7
5 42.1 53.7
6 44.3 55.3
7 32.7 48.8
8 43.4 57.1
9 35.6 55.4
10 29.7 43.7
- 35.6±8.6 52.0±4.2

(c)

Confusion Matrix
Annotator 2

Strong Weak None Total

Annotator 1
Strong 30 10 0 40
Weak 7 24 32 63
None 0 1 125 126
Total 37 35 157 229

Macro-Average F1= 71.74, Accuracy= 78.16

(d)

Confusion Matrix
FT-S

Strong Weak None Total

Annotator 1
Strong 29 3 8 40
Weak 15 17 31 63
None 2 1 123 126
Total 46 21 162 229

Macro-Average F1= 64.4, Accuracy= 73.7
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Abstract. Teaching how to program in Primary Education has attracted a great
deal of attention in the last years. However, it is still unclear the approach to
achieve higher learning and satisfaction levels. In this paper, the proposal is
focused on the use of an emotional learning companion called Alcody. To
compare whether to insert emotional elements have an equal or more significant
effect on students’ satisfaction and learning than personalization and execution,
137 children between 10–12 years were randomly split into four groups for three
months. The higher learning and satisfaction levels are registered for the stu-
dents in the group with execution, personalization and emotion management.

Keywords: Learning companion � Teaching programming � Primary
Education � Emotions

1 Introduction

Teaching programming to children has attracted a great deal of research interest in the
last years [1, 2]. Many approaches are being tried to develop educational environments
to teach programming concepts or to allow children to create their own programs.
Another area that has received a great deal of research in the last decades is the use of
learning companions [3]. A learning companion can be defined as a computer agent in
the educational environment that supports the student. It can try to empathize with the
student so that the student feels understood (e.g. Jake and Jane [4]).

In the review of the literature, no emotional learning companion has been found to
be used to teach children how to program. Our previous work was focused on the
design of the educational environment to teach Primary Education children how to
program called Alcody [5]. The hypothesis is that by empowering Alcody with an
emotional learning companion, the satisfaction and learning levels of the students will
be increased. To test the hypothesis, an experiment with 137 children between 10–12
years was carried out in a private school in Ecuador. The higher improvement and
satisfaction levels were registered for the students who used Alcody with personal-
ization, execution and emotion management.
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2 Alcody

Alcody is an educational environment to teach programming to Primary Education
children. The name AlCODy comes from “Algorithms and CODe”. Alcody is available
on-line, in Spanish, at alcody.site (a demo can be accessed with the user “diana” and
the password “123”). A co-design with 66 children between 10–12 years old took place
to develop the first prototypes of Alcody [5].

In this study, three new factors are under investigation because of their interest in
increasing the learning gains and satisfaction of the students: execution with a new
button to run the program (see Fig. 1), personalization with options to change the
interface (see Fig. 2 left) and emotion identification from the dialogue with the student
(see Fig. 2 right with a sample recommendation message shown by Alcody as the
student has told Alcody he is sad and Alcody tries to motivate him).

Fig. 1. Questionnaires screen without the run button (left), with the run button (right)

Fig. 2. Personalization (left), Emotion management (right)
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3 Experiment

137 children between 10–12 years enrolled in Primary Education participated in the
experiment. The reason to carry out the experiment in that school was the willingness
of the Head of the School to let them go to the school to teach programming to the
students. Half of the sample were boys, and the other half were girls. Children were
randomly split into four groups who used different options of Alcody for three months:
group TEST-EPNE with execution, personalization, and without emotions; group
TEST-EPE with execution, personalization and emotions; group CONTROL without
personalization, execution, emotion; and, group TEST-ENPNE with execution and
without personalization, emotions.

Each group was at this class with their computers (one computer per child) and they
could use it (each group with their configuration of factors) for one hour per week.

The first week, all students took the same pre-test with two questions focused on
the first introduction basic programming concepts to be taught: program, sequence,
variable, memory, input and output. The test questions were the following:

Q1. Write a program to show “Hello” on screen. (program, sequence, output
concepts)
Q2. Write a program to show the name you type on screen. (program, sequence,
memory, variable, input concepts).

The last week all students took the same test with the same questions. Finally, all
students were asked to fill in a satisfaction questionnaire with the following three
questions: “Do you like using Alcody?”, “Do you like to learn programming?” and
“Would you like to keep learning how to program by using Alcody?”. Two metrics
have been registered: scores of the pre-post test (quantitative) and satisfaction
(qualitative).

Paired samples t-test for the data are used. A comparative between pre-test and
post-test is shown in Table 1. There are very significant differences for all groups
(p < 0.001). Main conclusion is that all participants improved significantly from the
pre-test to the post-test. The size of this significant improvement is measured using d-
statistics of Cohen. All values indicate a huge effect. To find out, whether a group

Table 1. t-test: comparative pre-post tests by groups

Group TEST N X sd t test df p-value

TEST-EPNE PRE 32 0.53 0.40 T = 25.142 31 <0.001
POST 32 7.78 1.59

TEST-EPE PRE 36 0.83 0.89 T = 29.250 35 <0.001
POST 36 9.02 1.40

CONTROL PRE 34 1.62 0.90 T = 11.507 33 <0.001
POST 34 6.07 1.99

TEST-ENPNE PRE 35 0.52 0.59 T = 19.432 34 <0.001
POST 35 7.31 2.03
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improved more than others, a one-way ANOVA is performed. The variation of Alcody
used (this is, group variable) is statistically significant (p < 0.001). A post-hoc analysis
is used to yield more information about these differences. Tukey’s HSD tests is used to
compare each intervention method with every other intervention twice, exposing sig-
nificant differences (p < 0.001) between all pairs of groups except between TEST-
EPNE and TEST-ENPNE.

Finally, from the answers of the children to the satisfaction questionnaires, some
qualitative analysis of the satisfaction levels of the groups can be performed. The
groups that worked with the new factors were more satisfied using Alcody. All of them
answered that they enjoyed using Alcody to learn how to program. Moreover, they
showed higher desires to continue learning to program with Alcody unlike the other
children who showed less interest in the platform although they could be interested in
improving their programming.

4 Conclusion

The satisfaction and learning gains of children learning how to program can be
improved by incorporating a learning companion in the educational environment. In an
experiment with 137 children between 10–12 years, students using a system with
execution, personalization and emotion management had the highest improvement in
their scores to a pre-post programming test. Moreover, they also registered the higher
satisfaction levels with respect to other group of students.
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Abstract. The integration of digital learning technologies into higher
education enhances students’ learning by providing opportunities such as
online examinations. However, many online examinations tend to have
multiple-choice questions, as the marking of text-based questions can
be a tedious task for academic staff, especially in large classes. In this
study, we utilised SBERT, a pre-trained neural network language model
to perform automatic grading of three variations of short answer ques-
tions on an Introduction to Networking Computer Science subject. A
sample of 228 near-graduation Information Science students from one
research-intensive tertiary institution in West African participated in
this study. The course instructor manually rated short answers provided
by the participants, using a scoring rubric and awarded scores ranging
from 0 to 5. Some of the manually graded students’ answers were ran-
domly selected and used as a training set to fine-tune the neural network
language model. Then quadratic-weighted kappa (QWKappa) was used
to test the agreement level between the ratings generated by the human
rater compared with that of the language model, on three variations
of questions, including description, comparison and listing. Further, the
accuracy of this model was tested on the same questions. Overall results
showed that the level of the inter-rater agreement was good on the three
variety of questions. Also, the accuracy measures showed that the model
performed very well on the comparison and description questions com-
pared to the listing question.

Keywords: Neural network · Natural language processing ·
Similarity · Short answer grading · BERT

1 Introduction

Language model pre-training and transfer learning have led to significant perfor-
mance increase in NLP tasks [2,3]. The deployment of self-training methods such
as Embeddings from Language Model (ELMo) [6], Generative Pre-trained Trans-
former (GPT) [8], Bidirectional Encoder Representations from Transformers
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(BERT) language model [3], cross-lingual language model (XLM) [4] and XLNet
[10] resulted in significant gains in performance. Thus, enabling researchers to
smash several benchmarks with minimal task-specific fine-tuning and providing
the rest of the NLP community with pre-trained models that could be easily
fine-tuned and applied to generate the state-of-the-art results (with fewer data
and less computation time). Consequently, generating sentence encoder mod-
els that are already trained on a large corpus and subsequently transferred to
other tasks. For instance, Conneau et al. [1] showed how universal sentence rep-
resentations trained using data from the Stanford Natural Language Inference
datasets can consistently outperform unsupervised bag-of-words models such as
word2vec-SkipGram and unigram term frequency-inverse document frequency
(TFIDF) model.

Reimers et al. [9], argued that even though the BERT [3] and RoBERTa
[5] language model have laid down new state-of-the-art sentence-pair regression
tasks, such as semantic textual similarity, which allow all sentences to be fed into
the network, the resulting computing costs overhead is massive. In their work,
they proposed Sentence-Bidirectional Encoder Representations (SBERT), as a
solution to reduce this bottleneck. SBERT modifies the BERT network using a
combination of siamese and triplet networks to derive semantically meaningful
embedding of sentences. This adjustment allows BERT to be used for some new
tasks which previously did not apply to BERT, such as large-scale semantic
similarity comparison, clustering, and information retrieval via semantic search.
In this study, we utilised the SBERT language model to perform automatic
grading of students short answer questions.

2 Method and Procedures

In this research, three variations of short answer questions, including description,
comparison and listing, on an Introduction to Networking Computer Science
subject (see Table 1), were administered to a sample of 228 near-graduation
Information Science students from one research-intensive tertiary institution in
West African. These questions were designed and administered by the course
tutor, using the online Google form. Then the course instructor manually rated
short answers provided by the students using a scoring rubric. The result of each
answer scored one of the six possible ratings, 0, 1, 2, 3, 4, 5.

In order to generate the reference answers that was used as a training dataset
to fine-tune our language model, we wrote a python code that randomly selected
a maximum of ten distinct student answers for each rating scores. In order words,
the code randomly selected 50% of distinct answers that got a particular rating
score, and if the total count was greater than ten, it used the top ten selected
answers. Otherwise, if the total count was less than ten, it used all the selected
answers. The code also appended the standard answer provided by the course
tutor to the list of randomly selected answers with ratings of 5. Then the SBERT
language model was adapted and used to predict the rating scores. This model
mainly functions by performing a search through all the reference answers used to
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Table 1. Three variations of questions requiring short answers.

Type Question

Description What is server virtualization?

Comparison Differentiate with examples between IPV4
and IPV6

Listing Outline at least 5 networking devices that
will be used for the integration process

fine-tune the model, in order to determine the one that has the closest similarity,
for each provided answer to predict a rating score.

We used the quadratic-weighted kappa (QWKappa) [7,11] for assessing the
agreement among the grades assigned by the different raters. Instead of the
traditional Cohen’s Kappa, we adopt QWKappa, because the former can capture
the order information of the scores. For illustration purpose, suppose a response
can have scores of up to 3 ratings (0, 1, 2), the first-rater scores a response as
0, the second-rater scores the same response as 1, and the third-rater scores
the response as 2. While both the second and third raters disagree with the
first-rater, it is clear that the second-rater is more similar than the third-rater.
That difference cannot be captured by the traditional Cohen’s Kappa, while
QWKappa can. Finally, we applied Precision, Recall, and F1 measures to test
the accuracy performance of this language model in predicting each variety of
the question.

3 Result

Our language model achieved an average score of 0.70 on the QWKappa metric
for all the question types, which is considered an outstanding score. The language
model predicted comparison questions with the highest accuracy, followed by the
description questions. In contrast, the listing question has the lowest accuracy,
this result is not surprising, given the nature of the question; “Outline at least five
networking devices that will be used for the integration process.” The standard
answer provided by the instructor had about ten items, and for any five correct
answers, the students get a rating of five. Hence, there were several permutations
in the answers students provided, and this may have contributed to the low
prediction performance of this model on the listing question.

4 Summary

This study found that a pre-trained neural network model can be fine-tuned
using minimal reference answers to predict the rating scores of a variety of ques-
tions type with reasonable accuracy. Results suggest that students can obtain
timely feedback, and lecturers can reduce their workload by utilising automatic
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grading systems for their students’ short type answers. Furthermore, from the
observed result on comparing the performance based on the precision, recall,
F1-score and accuracy, we conclude that the prediction for the comparison and
description answer type outperformed the listing answer type. Although the list-
ing answer type obtained a reasonable score, there is an indication that answers
that have several permutations do not necessarily perform well in this model.
Hence, cases of complex questions of this nature may not work with an opti-
mal level of accuracy. Despite the success demonstrated, a significant limita-
tion is that this model does not provide reasoning and explanation capabilities,
such as feedback to each learner with his particular mistakes. Also, in an online
course with low instructor workload, the consistency of grading is very critical
for learner’s progress. This model generated some false-negative scores, which
can be particularly severe due to confusion and time-wasting trying to find out
the wrong mistakes in the answers, whereas they were correct. In future research,
we hope to validate our proposed model by testing the model performance with
standard datasets. We also aspire to see how this model performs in other subject
areas. Other interesting aspects may also be explored further, including compar-
ing the performance of this model with other existing models and providing a
hint to correct answers.
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Abstract. Theories of discourse argue that comprehension depends on the
coherence of the learner’s mental representation. Our aim is to create a reliable
automated representation to estimate readers’ level of comprehension based on
different productions, namely self-explanations and answers to open-ended
questions. Previous work relied on Cohesion Network Analysis to model a
cohesion graph composed of semantic links between multiple reference texts
and student productions. From this graph, a set of features was derived and used
to build machine learning models to predict student comprehension scores. In
this paper, we build on top of the previous study by: a) extending the CNA
graph by adding new semantic links targeting specific sentences that should
have been captured within the learner’s productions, and b) cleaning the self-
explanations by eliminating frozen expression, as well as entries which seemed
nearly identical to the source text. The results are in line with the conclusions of
the previous study regarding the importance of both self-explanations and
question answers in predicting the students’ reading comprehension level. They
also outline the limitations of our feature generation approach, in which no
substantial improvements were detected, despite adding more fine-grained
features.

Keywords: Multi-document comprehension modeling � Cohesion Network
Analysis � Natural Language Processing

1 Introduction

Reading comprehension is a complex task composed of numerous steps, phases, and
parallel processes. It involves extracting ideas from a text at multiple levels, including
individual sentences, paragraphs as macro-constituents, and even entire documents
when multiple texts are considered. Concurrently, a coherent mental representation of
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the text is established through connections between various text-based information, as
well as with prior knowledge. One key aspect of a reader’s mental representation is its
coherence, or interconnectedness [1]. Our objective in this project is to develop
automated measures of the coherence of readers’ mental representation both during and
after reading to provide dynamic indicators of readers’ level of comprehension.

In our work, we analyze semantic distances (considered a good estimator for
coherence) between a set of documents and productions generated by learners under
two conditions: a) self-explanations (SEs), generated at specific target sentences while
reading the reference documents, and b) open-ended comprehension questions
(QAs) that relate to one or more documents. Our aim is to predict multi-document
comprehension based on semantic features denoting the links between the reference
documents and the student productions. Similar approaches were previously attempted
for single text comprehension [2, 3], as well as multiple document scenarios [4].

Cohesion Network Analysis (CNA) [3] was applied in a study by Nicula, Perret,
Dascalu and McNamara [5] in a multiple document setting to model the coherence of
learner productions, and predict their comprehension level. CNA relies on Natural
Language Processing [6] techniques to model discourse in terms of semantic links.
CNA is inspired by and transcends Social Network Analysis [7] by considering
semantic relatedness between text segments. Its core purpose is to represent cohesion as
a graph composed of multiple types of links reflecting semantic distances between
elements of different granularity levels (i.e., n-gram sequence, sentence, paragraph, or
texts). Several semantic models (such as: LSA [8], Wu-Palmer semantic distance in
WordNet [9], word2vec [10] or GloVe [11]) can be used to compute these distances, all
of them being available within the ReaderBench framework [12]. For the current study,
the CNA graph modeled how information from the reference texts was extracted and
structured by readers, while analyzing the links between their productions and the
source texts.

Three enhancements were considered while relating to the initial study performed
by Nicula, Perret, Dascalu and McNamara [5]. First, we examined the effects of adding
features targeting the relation between SEs and specific reference sentences from the
target text sequence. This was done in order to better assess whether students’ SEs
related to relevant information from the prior text. Second, we performed a thorough
SE cleaning to check for copy and paste, as well as specific frozen expressions, to
provide feedback. Third, a more rigorous and in-depth analysis was performed by
calculating the regressions for multiple iterations in an attempt to obtain more infor-
mative results less prone to possible outliers.

2 Method

2.1 Corpus

The same corpus in [5] was used, consisting of self-explanations and answers to open-
ended questions from 146 students on 4 texts, discussing the same topic. Readers are
prompted to write an SE to a sentence at several intervals throughout each text to help
them generate inferences within a text. In contrast, the QAs have a target text, but,
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depending on the question type, they may require linking information from the other
texts as well. The students’ answers to the 12 questions (3 per text) were graded,
resulting in a comprehension score with values ranging from 0 to 12. The students also
produced 30 self-explanations on specific target sentences distributed throughout the
texts, but these self-explanations were not individually scored.

2.2 Feature Extraction and Selection

A set of features was generated based on the students’ responses (i.e., SEs and QAs)
reflecting the overlap between the information covered by each response and the
information available in the target text. The SE features contain information regarding
the semantic similarity between each SE and the four reference texts, the sequences of
text targeted by the SEs, and the paragraphs targeted by the SEs. In the case of links
between SEs and paragraphs, the extracted features represent aggregate statistics such
as the mean, maximum, or standard deviation of the semantic similarity scores cor-
responding to the links from one SE to all the paragraphs in the targeted text. The
information extracted per SE is then aggregated per student by computing the mean,
maximum, or standard deviation of these values for all the SEs generated by that
student. This results in 272 SE-related features per student.

Compared to previous work, efforts were made to clean up the SEs by eliminating
information that is not relevant to our task and by removing SEs that copy-pasted
information from the original texts. An approach based on pattern matching with
regular expressions was employed to eliminate redundant, uninformative content. In
terms of eliminating self-explanations that seemed to be copied, an approach using both
n-grams and bag-of-words was applied, eliminating entries that had a high overlap with
the source texts. The QA features in the original paper contained information regarding
the semantic similarity between the QAs and the 4 texts, and the paragraphs targeted by
the QAs. As part of this work, extra information has been added to the model described
by [5] in the form of specifying the exact sentences and self-explanations to which a
question refers. The semantic distance between the questions and the specified
sentences/self-explanations was computed using the same approach. This increased the
number of QA-related features from 90 to 330. The extended set of features was passed
through the same 2-stage filtering pipeline, which eliminates features with high intra-
correlation and features with low correlation to the reading comprehension score.
A grid search approach was used to find the most predictive combination of thresholds
for the 2 filtering stages. A set of reasonable values were selected for each of the 2
thresholds, and all combinations were tested to determine the best combinations.

3 Results

The 5-fold cross-validation experiments were run 10 times with different random seeds
to have more robust results, while the mean and best results were recorded. In this
setup, results were slightly different from the ones reported in the original paper, but the
conclusions mentioned there still hold using only the original features. When adding
the two enhancements (i.e., cleaning of SEs and the extra information regarding links
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between QAs, SEs, and specific targeted sentences), the best results were slightly
below those obtained in the original work; however, the results for all the models
except the linear regression improved, implying that threshold selection should be
improved. After the extended set of 602 features was generated on the cleaned SEs, the
two thresholds for the 2-stage feature filtering were sought using grid search.
Depending on the threshold parameters, the filtered set of features varied between 12
and 55 features, but the best performance in all of these experiments was still 2% worse
than the results obtained with the original set of features, on the original task (Table 1).

4 Conclusions

This study confirms some of the conclusions from the original paper [5], namely that
the usage of both QA and SE features yields better predictions, while the step of
filtering features by intra-correlation helps improve performance. Nevertheless, it
seems that that the additional information (i.e., specifically targeting the sentences that
should have been referred to by both SEs and questions) is not extremely helpful in the
final prediction. A possible explanation resides in the manner in which we extract the
semantic data at sentence-level (i.e., average word2vec representations of all words
[13]) – which may be too rudimentary.

Nevertheless, we must consider the limitations of this study. Extensions to addi-
tional datasets are required to validate and generalize our findings by building machine
learning models that take into account more features, without overfitting. This need for
larger datasets will also enable a better discrimination as a function of performance. In
addition, we will also consider linguistic features (i.e., textual complexity indices),
which, in general, are less predictive, but more generalizable.

Despite these limitations, the ultimate value of this extended analysis resides in its
potential to provide stealth assessments and scaffolding to students who have not

Table 1. Results obtained with features from the 602-feature extended set.

Experimental setup # SE
features

# QA
features

Best average
performance
(MAE)

Best performing
model

Original set + intra-corr. < .90 + comp. r > .40 7 13 1.305 Linear
regression

Extended set + intra-corr. < .90 + comp. r > .40 10 46 1.329 Support Vector
Regression

Extended set + intra-corr. < .90 + comp. r > .50 1 19 1.424 Extra trees
Extended set + intra-corr. < .85 + comp. r > .40 8 33 1.319 Support Vector

Regression
Extended set + intra-corr. < .95 + comp. r > .40 12 72 1.338 Support Vector

Regression
Extended set + intra-corr. < .95 + comp. r > .50 1 32 1.389 Linear

regression

* intra-corr =intra-correlation above threshold; comp. r = reading comprehension score
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understood the targeted documents. Feedback can be provided either after self-
explaining or after the questions and can include additional interventions – such as
functionalities to go back and redo a task, or hints, with the aim to provide better
answers (reflecting more coherent understanding of the text). The proposed models also
deliver more rapid student assessments that provide valuable insights on understanding
performance by estimating how well students are capable of conceptualizing and
linking ideas from the initial documents.
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Abstract. For the training of interpersonal skills, such as those required
in the medical field, virtual agents can provide a safe environment for
practice. However, many agent systems are not developed with the ability
to understand non-verbal input. Being able to automatically parse such
input is essential for the practice of interpersonal skills such as empathy.
Currently, it is still an open question which prosodic or visual features
would aid automatic classification of empathy and how this knowledge
can be used to support the practice of these skills. As a first step towards
this goal, we report on 42 second-year nursing students practicing their
empathy skills with a virtual patient or through collaborative role play-
ing. We found that across both the role playing and simulation, students
assessed their empathy as increasing over time but as higher during the
role playing. This work contributes to the continued development of vir-
tual agents for the training of interpersonal skills.

Keywords: Virtual agents · Interpersonal skills · Role playing

1 Introduction

As with many areas of vocational education, the medical field has challenges in
teaching skills to students in safe environments where the risk from mistakes
is minimal and in a way that is scalable. One proposed solution that has been
effective across a range of skills has been to use virtual agents [4,14,20,25].
Outside of the medical domain, virtual agents can take on many different roles to
support the learning process including those of instructor [1], students for teacher
training [9,10], or role-player [24]. Across studies, environments that include
virtual agents have been found to enhance learning compared to those that do not
[15,29]. Within medical trains, researchers have used virtual patients, a subset of
virtual agents, to support both the acquisition of theoretical knowledge [5,27] as
well as communication skills [22,31]. Virtual patients provide many advantages
to medical training including standardization, accessibility and efficiency, and
practice in a safe environment with feedback [5,27].

More recently, research within virtual agents has expanded from focusing pri-
marily on guidance and coaching to using agents’ social and affective capabilities
c© Springer Nature Switzerland AG 2020
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to support learning [18], specifically interpersonal behaviors [2]. For the train-
ing of interpersonal skills, students can respond realistically to virtual humans
[13] and can improve their target interpersonal skills [17,24]. Furthermore, these
skills practiced with the virtual agent may transfer to use with real humans [14].

Moreover, virtual patients can provide increased exposure to cases that take
extra care such as those with special needs [28] or dementia. With virtual
patients, students are able to practice in a safe environment [31] that prepares
them for emotionally-charged real-life encounters and to transfer their skills to
a more realistic situation [20]. When training students to deal with sensitive sit-
uations specifically, such as those when working with a dementia patient, there
is far less work. One specific challenge is to support the training of empathy,
which is critical to patient outcomes [16,30]. We define empathy as “a two-phase
process: (a) understand and appreciate another person’s feelings and emotions
and (b) communicate understanding back to the patient in a supportive way”
[21] with a focus on the communication through voice. In these situations, the
empathy exhibited by the student through both verbal and non-vernal actions
is key to fruitful interactions with the patient. Virtual agents have shown mixed
results in their ability to support empathy training with higher empathy with
real people in some studies [8] and lower in others [19]. One strength of using
virtual agents to support empathy training is their ability to provide feedback to
students [11,12] and support reflection on their responses [19]. However, virtual
patients are still limited in their ability to support complex communication skills
[5,7,27].

In this work, we investigate how a virtual agent can be designed and support
the training of empathy skills. Specifically, we evaluate the use of a virtual patient
for empathy training compared to that of standard practice – collaborative role
playing. Our research question is: how does the students’ empathy compare over
time between the virtual patient condition and the role playing condition? We
hypothesize that students will increase their empathy over time but that they
will have higher empathy when interacting with real humans [8]. This research
contributes to our understanding of using virtual patients to support empathy
training.

2 Methods

2.1 Virtual Patient and Collaborative Role Playing Conditions

We developed the patient simulation using Unity with a narrative design, in
which decisions the user makes results in different outcomes over time. We rep-
resented facial expressions and body posture through a 2-D sketch and speech as
both text and audio. The students worked individually with the patient through
simple text selections. At each decision point, the student could choose from
three answers. We designed the student choices together with experts to repre-
sent a range of choices. After making their choice, the students were asked to
read out loud the choice that they selected in the way that they would say it
to a patient. If they had not liked any of the choices, at this point they were
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also given the opportunity to rephrase their response. The students could then
replay their recording to reflect on the level of empathy. Based on their choice,
the next interaction scenario (i.e., dialogue of the patient) would appear on the
screen and the facial features of the patient would change subtly to indicate the
emotions of the patient (Fig. 1).

Fig. 1. Example screen of the virtual patient.

In the collaborative role-playing, the students were assigned to act out differ-
ent scenarios in either groups of two or three. In each group there was a patient
with dementia and a nurse. When there was a third student, they observed the
interaction and took notes. This role-playing set up followed the current school
practices. For instructions, we asked the students to speak in High German to
standardize the interactions across the different groups as there are multiple
dialects of Swiss German. Furthermore, the students were told that they could
take advantage of any of the furniture or items in the rooms as props.

2.2 Study Design and Procedure

We collected data from 42 second-year nursing students (16–25 years old)
enrolled in a Swiss vocational education program. Of the participants, 37 were
female and five male, which is similar to the proportion in the profession. For
the experiment, we conducted a within-subject design in which all participants
experienced both the virtual patient simulation and the collaborative role play-
ing. We randomly assigned students to experience the virtual patient or the role
playing first to counter-balance the order.

For each condition, the students were given three scenarios that were designed
to be different across the conditions, but equal. In between each of the scenarios,
the students were asked to reflect on the empathy level displayed by the nurse in
that scenario on a 1–5 Likert scale [26]. Additionally, they were asked to explain
which actions were taken that concretely displayed empathy and which did not
display empathy allowing them to reflect on their current actions to elicited
self-explanation [6].
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3 Results

Our research question related to the impact of the virtual patients on the learning
of empathy skills. Specifically, we were interested in the difference between the
students’ empathy levels between the two conditions, how students’ empathy
levels changed over time, and if the condition had any impact on this slope. To
investigate this question, we used a mixed model to account for the nested nature
of the data with each student having multiple scores within each condition. We
found a significant impact of time on students’ empathy ratings, t(157) = 5.15,
p < .001, with an increase over time. Moreover, we found a significant impact
of condition, t(38) = 3.13, p <.01, with students rating their empathy higher in
the role-playing condition. Finally, we found a marginally significant interaction
between the time and condition, t(157) = −1.84, p = .07, with the change over
time being positively steeper in the virtual patient condition.

4 Discussion and Conclusion

For virtual agents to support the training of interpersonal skills, it is not enough
to only capture the verbal content but to also provide training support for the
non-verbal content. In this paper, we conducted a study with 42 nursing stu-
dents to compare the impact of role playing and virtual patients on their empa-
thy training. Unsurprisingly, we found that the students rated their empathy
as being higher in the role-playing condition compared with the virtual patient.
One reason for this difference is that the virtual patient did not include many
of the channels through which people express empathy. These results support
previous work in which students were able to respond empathetically to virtual
patients, but not as well as a human [8]. In this case, much of the difference in
empathy was also related to the non-verbal aspects of the communication and
would be a place for future development of virtual agents. One limitation of our
ratings was that they were all self-assessed so may have contained bias, although
previous work has shown a correlation between self-assessed communication per-
formance and expert ratings [3,26]. Nevertheless, in this paper, we contribute to
the understanding of how virtual agents, specifically the use of virtual patients,
can be used to support the learning of interpersonal skills such as empathy. To
move in this direction, future work is needed to further develop the non-verbal
feedback support within virtual agents.

In this future work, we aim to provide objective ratings of the recorded
speech in each condition to further support these results. However, the software
is still very limited in being able to provide any feedback around non-verbal fea-
tures. Extracting prosodic features from the speech samples collected will enable
the development of an automatic empathy classifier, similar in approach to the
ones developed for engagement [23]. Although gestures and touching cannot be
reflected with the virtual patient, the speech support could be greatly strength-
ened with the automatic detection of prosodic features. Furthermore, we aim
to model these student futures to be able to integrate empathy attributes into
virtual patients.
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Abstract. Game-based learning environments hold significant potential for
supporting K-12 computer science (CS) education by providing CS learning
experiences embedded within engaging virtual worlds. However, many game-
based learning environments do not adaptively support individual students based
on their specific knowledge and skills. Often, this is because creating game
levels is highly labor-intensive, which limits the number of levels created to
support student learning. Procedural content generation (PCG) is a promising
direction for addressing this challenge by dynamically creating game levels that
address specific student needs without requiring extensive development effort.
In this paper, we investigate a PCG framework driven by answer set pro-
gramming (ASP), a variant of logic programming that utilizes well-formed
logical rules to express constraints for valid game levels. We demonstrate how
variations in CS learning objectives and game-playing skills can be incorporated
into ASP-based rules to generate learner-adaptive levels in a middle-grades CS
game-based learning environment. Evaluations of the generated levels suggest
that the ASP-based level generator not only reliably generates desired CS
educational game levels but also synthesizes a large set of diverse game levels.
The findings suggest that the ASP-based PCG approach has considerable pro-
mise for creating highly engaging and adaptive game-based learning experiences
for K-12 CS education.

Keywords: K-12 computer science education � Game-based learning �
Procedural content generation � Answer set programming

1 Introduction

Recent years have seen growing interest in game-based learning environments [1–4],
which engage students in situated problem-solving challenges within rich virtual
worlds [5]. In parallel, there is a growing recognition that computer science (CS) is a
fundamental skill required by many career paths, which has intensified the need to
develop K-12 students’ CS competencies [6–9] and highlighted the potential of game-
based learning environments to support CS education [10–12]. However, the
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conventional approach of utilizing a linear sequence of game levels is fundamentally
non-adaptive and may not effectively address the needs of different students based on
their level of concept and skill mastery. This lack of adaptivity may result in unde-
sirable learning experiences (e.g., students adopting a trial-and-error approach without
mastering concepts because a game-based learning environment is too difficult).
Likewise, students have different levels of game-playing skills, which can affect their
learning experiences [13]. Thus, adaptively generating challenges tailored to individual
students’ knowledge and game-playing skill is crucial for supporting mastery learning
and engagement in game-based learning by addressing limitations with “one-size-fits-
all” approaches.

Procedural content generation (PCG) automatically generates game content using a
range of algorithms that require limited human intervention [14]. In contrast to problem
generation in intelligent tutoring systems, in which problems are generated using
templates [15, 16], PCG explores the generation of game objects and their layout that
collectively constitute a game level. However, level generation in game-based learning
environments is challenging for PCG because game levels must exercise the desired
learning objectives for individual students as well as target an appropriate level of
difficulty for students based on their game-playing skill.

This paper presents a novel approach to generating game levels for game-based
learning environments. Our work is the first to introduce a PCG framework that
dynamically generates game levels to develop individual students’ CS competencies
using answer set programming (ASP) [17]. We evaluate our framework with respect to
the diversity of generated game levels and the presence of the CS learning objectives as
well as the game-playing skill specified as input for each generated level in the context
of a game-based learning environment for middle school CS education.

2 ASP-Based Level Generation in ENGAGE

ENGAGE is a game-based learning environment for middle school CS education, the
curriculum of which is guided by the K-12 CS Framework [18]. In ENGAGE, students
play the role of a protagonist who is sent to an undersea research station, where a rogue
villain has severed communication with the facility. In this work, we focus on gen-
erating levels for a specific type of challenge shown in Fig. 1a which requires students
in the game to connect their wrist computer with a quadcopter device using a pairing

Fig. 1. (a) In-game 3D view of the level, (b) top-down view, and (c) 2D tile-based representation.
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point, and program the quadcopter to navigate across a water-filled area while avoiding
obstacles. Figure 1b shows a top-down view of the room, which serves as the basis of
all the generated levels in this work.

Generated levels incorporate four key learning concepts, Loop, Conditional,
Sequence (i.e., requiring minimum of two controls in an unnested structure), and
Nested Control (i.e., requiring at least one nested control structure), based on the core
computer science concepts delineated in the K-12 CS Framework [18], and three game-
playing skills (Low, Medium, High) based on the required number of jumps and the
width of the path the student’s in-game avatar must navigate. To visualize the gener-
ated levels, we use a 2D tile-based level representation, as depicted in Fig. 1c.

Answer set programming (ASP) is a declarative programming paradigm, which has
its roots in logic programming. In ASP-based PCG, a set of basic requirements and
constraints needed for content generation is represented in logical terms (i.e., rules and
ground facts) [19]. Then a solver (e.g., Clingo [20]) produces all configurations of
content (e.g., game levels) that satisfy the specified constraints. ASP utilizes two
constructs: 1) Choice Rules to enable non-determinism in choosing ground facts, and 2)
Integrity Constraints which explicitly define what must not be true in the logical world.
Table 1 shows the specific constraints for the four CS learning objectives as well as the
three different rulesets for the game-playing skill variations we are considering in
ENGAGE.

3 Evaluation

Quantitative Evaluation. We measure the diversity among 100 levels created by the
ASP-based level generator using the Clingo [20] solver for each of the 12 categories
(four learning concepts combined with three game-playing skills) using a coordinate-

Table 1. Level category-specific Choice Rules and Integrity Constraints.

Category Choice Rules Integrity Constraints

Loop The number of repetitive parts There exists only one path that goes
through the repetitive pattern

Conditional Position of the conditional tile There exists only one path that
passes through the conditional tile

Sequence Conditional tile exists either at the
start of the loop or at the end of loop

There exists only one path that
requires a sequence programming

Nested
control

Conditional tile exists anywhere
within a repetitive pattern

There exists only one path that
requires nested control
programming

Game skills Positions where a jump is required
Lower the number of connected
ground tiles towards High level

The character can jump up to one
tile
The character can move diagonally
The character cannot jump
diagonally
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based distance metric presented in previous works [21, 22]. The average diversity
values of the ASP-generated levels within each category are shown in Table 2. A di-
versity of 0 indicates that every matched pair of tile types between two levels is
identical, while 1 indicates there are no tile types in common across the levels. The
average diversity score across all 12 categories is 0.290, which indicates that 29% of
tiles (i.e., 113 tiles out of 392 tiles) different between any pair of randomly chosen
levels on average. This demonstrates that our model generates levels different to a
certain degree consistently. While most categories achieved high diversity scores, Low
game-playing skill levels across all CS concepts show comparatively lower scores
because fewer variations are available within the walkable ground area in these levels.

Qualitative Evaluation. Two domain experts evaluated each level with respect to the
presence of the CS learning objectives as well as the game-playing skill required for the
level. The evaluators rated each level with game-playing skill (Low: 1, Medium: 2,
High: 3) and one binary value for each of the four CS concepts, where 1 indicates the
desired concept is present in the level, while 0 is not. The values reported in Table 3 are
the averages of the two evaluators’ ratings for 100 generated levels. Results for
presence of CS concepts suggest that Sequence, Loop, and Conditional exhibit com-
plete agreements between the human raters, while comparably less agreement occurs
for the Nested Control. This phenomenon can be explained because some levels have a
conditional barrier at the front or end of a path with a repetitive pattern that does not
necessarily require use of nested blocks (e.g., it can be solved with a loop followed by a
conditional block). Also, we found that there is a small degree of disagreement between
Medium and High game-playing skill levels, while Low skill levels were consistently
viewed as Low.

Table 2. Diversity of 100 levels generated for each of the 12 categories

Loop Conditional Sequence Nested Control Avg.
Low Med. High Low Med. High Low Med. High Low Med. High

0.132 0.327 0.299 0.234 0.244 0.369 0.135 0.248 0.307 0.135 0.248 0.307 0.290

Table 3. Average human-evaluated presence of CS concepts and game-playing skills (GS).

ASP Loop Conditional Sequence Nested Control

Low
(1)

Med.
(2)

High
(3)

Low
(1)

Med.
(2)

High
(3)

Low
(1)

Med.
(2)

Hig h
(3)

Low
(1)

Med.
(2)

High
(3)

CS 1 1 1 1 1 1 1 1 1 0.55 0.8 0.65
GS 1.05 2.55 2.85 1.2 2.1 2.65 1 2.4 2.95 1 1.95 2.75

Generating Game Levels to Develop Computer Science Competencies 243



4 Conclusion

Game-based learning environments show significant promise for creating engaging
learning experiences for students. However, manually crafting a large number of game
levels, which is typically required to adaptively support students’ mastery learning, is
labor-intensive. In this work, we presented an ASP-based PCG framework that auto-
matically synthesizes game levels, and we investigated its generation capabilities for a
middle-grade CS game-based learning environment. Evaluation results suggest that the
ASP-based level generation framework creates diverse levels, while dynamically
synthesizing levels that capture both the learning and game-playing skill-focused
specifications. Together, our framework shows significant potential for offering adap-
tive CS learning experiences with enhanced replayability. In the future, it will be
important to investigate robust student modeling techniques to inform the decision-
making of the PCG framework to provide student competency-adaptive levels and
effectiveness of personalized levels in terms of developing students’ CS competencies.
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Abstract. Data-driven programming hints are a scalable way to sup-
port students when they are stuck by automatically offering suggestions
and identifying errors. However, few classroom studies have investigated
data-driven hints’ impact on students’ performance and learning. In this
work, we ran a controlled experiment with 241 students in an authen-
tic classroom setting, comparing students who learned with and without
hints. We found no evidence that hints improved student performance
or learning overall, and we discuss possible reasons why.

Keywords: Data-driven hints · Computing education

1 Introduction and Background

A fundamental challenge in computer science (CS) education is supporting
novice students’ learning as they work on independent programming practice.
This practice is a common feature of CS courses, but it is challenging for novices
working without instructor assistance [3,6,8]. To address this, researchers have
designed adaptive, data-driven hints that help students right at the moment they
are stuck by offering a personalized suggestion for how to progress or fix an error
[14,19]. These are called data-driven hints because they are generated from prior
students’ data [5,11,12,19], allowing them to support diverse solutions [13,19]
and scale to support any number of students with little additional instructor
effort.

However, because they are generated from data, these hints only suggest how
to progress, without the expert-authored explanations and domain principles
found in many tutoring systems [22]. This suggests a need for careful evaluation
of data-driven hints’ impact on student performance and learning, especially in
authentic classroom settings. However, most prior evaluations have used experts
to evaluate the quality of these hints [7,11,12,15,17,23], rather than measuring
their effect on learners. Studies that do so provide interesting yet inconclusive
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results. One evaluation by Rivers suggests that data-driven programming hints
in the ITAP tutoring system had little impact on student learning [18]. However,
other work by Marwan et al. suggests that hints can promote learning, but only
when carefully designed to scaffold self-explanation [10]. These mixed results not
only suggest the need for further evaluation, but also that the effectiveness of
hints may depend on their design and the learning context.

In this work, we investigated the efficacy of data-driven programming hints
through a controlled study in an introductory CS course. We found that hints
had no impact on overall learning or performance, which may have been due to
specific choices in the design of hints and low hint quality for students with more
complex mistakes.

2 Data-Driven Python Hints

In this study, we used the SourceCheck data-driven hint generation algorithm
[12]. SourceCheck takes as input a database of correct student (or expert) solu-
tions to a given problem. When a student asks for a hint, the algorithm identifies
a solution that closely matches the structure of the student’s current code and
suggests small edits to the student’s code to bring it closer to that solution.
SourceCheck was originally developed for the block-based iSnap tutoring system
[14], but in this work we have adapted it to generate hints for the Python pro-
gramming language and integrated it into a new learning environment. We used
students’ solutions from a prior semester to generate hints for this study. In a
prior technical evaluation, SourceCheck hints were found to be of high-quality
compared to other data-driven hint generation approaches, on both iSnap and
Python datasets [15], but they have not been evaluated in a large-scale classroom
setting.

Fig. 1. An example of data-driven Python hints, annotating a student’s code. (Color
figure online)

In this study, hints were displayed by showing a copy of the student’s code,
annotated with three types of feedback, as shown in Fig. 1. The hints highlight
code that should potentially be: 1) deleted (red strikethrough), 2) replaced (pur-
ple strikethrough), or 3) inserted (gray plus). Students can hover over these
annotations for further explanation. Students are also shown a list of miss-
ing code elements. These suggestions do not directly give away solution code
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(e.g. add “a boolean value” rather than “False”), reducing the possibility for
bottom-out help-abuse [1,4,20]. We chose to provide multiple hints simultane-
ously, as prior work suggests that students often search through many hints to
find one that addresses their current goals [16]. We also chose to show hints
each time a student submitted their code to run and test it, given prior work
suggesting that many students avoid asking for hints even when they need them
[2,9,20].

3 Method

We investigated the following research question: What is the impact of data-
driven programming hints on students’ overall performance and learning?

Population: Our study took place in an in-person introductory Computer Sci-
ence course at a large public university in North America, consisting of CS-
majors and non-majors with little to no prior programming experience. Our
study focused on an optional, online review assignment, which students were
given in preparation for their final exam. The class included 1055 students, of
whom 401 consented to their data being collected for research and 241 (60.1% of
these) participated in the review assignment. Students were randomly assigned
to either the Hint condition (n = 119), which received hints on some problems,
or the Control condition (n = 122), which did not.

Procedure: During the review assignment, students completed 4 code writing
tasks in an online practice environment. In each problem, students completed a
function stub based on a brief description and examples of correct input/output.
Each time students submitted their code, it was checked with 4–7 test cases,
and the results were reported to the student. Students could submit as many
attempts to a given problem as they wanted, revising their solution until it passed
all test cases. The review assignment included 2 pairs of related problems (4–5
lines of code), respectively covering: 1) parallel list operations and 2) searching
parallel lists. Each pair consisted of an “A” problem, where students could receive
hints (depending on their condition), and a subsequent “B” problem, which was
used for assessment and provided no hints for either condition. The B problem
was a slightly more challenging version of the A problem and therefore allowed
us to measure what students learned during the A problem. Students completed
two A problems (1A, 2A), with hints in the Hint condition, and then the two
corresponding B problems without hints (1B, 2B). The problems were of typical
difficulty for the course, and they ranged from 32–46% of students getting them
correct on the first attempt (compared to 35% for the average problem in the
course).

Measures: We measured students’ performance (1A, 2A) and learning (1B, 2B)
on a given problem as the number of attempts that they made on that problem
until they got it correct (i.e. passed all test cases). Since students almost always
got the problem correct eventually (98.5% of the time), the number of attempts
captures how much the student struggled in that process. It also captures how
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much feedback they needed, since each attempt received feedback from the data-
driven hints (when provided) and test cases (both conditions).

3.1 Results and Discussion

To address our RQ, we compared students’ performance on practice problems
(1A and 2A), where the Hint condition had hints, and on assessment problems
(1B and 2B), which measured hints’ impact on learning. As shown in Table 1,
the averages are very similar for both conditions, and a Mann-Whitney U -tests
show that the difference is not significant on any of the problems, with a small
effect size. We also looked at the rate at which students correctly completed
problems in each group, since prior work suggests data-driven hints can increase
homework completion rates [21]. However, we found little difference between the
overall completion rate of the Hint (90.8%) and Control (87.7%) conditions. This
suggests that our data-driven hints did not have an overall effect on students’
performance or learning.

Table 1. For each problem, and each condition, the mean number of attempts per
student (lower is better), p-value from Mann-Whitney U test, effect size, and the
number of students who completed the problem correctly.

Mean attempts (SD) Completed correctly

Problem Hint Control p Cohen’s d Hint (n=119) Control (n=122)

1A 2.26 (1.83) 2.35 (2.72) 0.51 −0.04 117 (98.32%) 122 (100%)

2A 2.79 (2.65) 2.70 (3.79) 0.25 0.03 117 (98.32%) 117 (95.90%)

1B 2.32 (1.95) 2.25 (1.72) 0.77 0.04 109 (91.60%) 111 (90.98%)

2B 3.00 (3.78) 2.64 (2.14) 0.39 0.12 108 (90.8%) 107 (87.70%)

This result contrasts somewhat with prior work, as Marwan et al. found
that hints improved students’ immediate performance (on problems with hints)
[10], and Rivers also found suggestive evidence hints increased students’ speed
on practice problems [18]. We note that the way we designed our data-driven
hints may have been responsible for some of these differences. For example,
our implementation of data-driven hints did not include hand-authored textual
explanations (as in [10]). Our results that data-driven programming hints alone
did not improve students’ learning agree with those of both Rivers and Marwan
et al. [10,18]. These results may stem from limitations in data-driven program-
ming hints in particular, which can be inaccurate or difficult to interpret [16,17].
A manual investigation of the hints offered during our study suggests that the
adaptive hints varied across students and were not of equal quality. As in prior
work [15], they appeared most useful for students with small mistakes, and may
have been confusing for students far from a correct solution.
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4 Conclusion and Future Work

This work provides insight into the effectiveness of data-driven programming
hints, with additional evidence that these hints alone may not always promote
learning, or even performance. The latter result is surprising, given that hints
give away part of the correct solution, and it contrasts with prior work [10,
18]. This may be explained by our preliminary finding that hint quality varied
across situations, which suggests the need for future work investigating whether
contextual factors, such as student prior knowledge and problem difficulty, may
mediate hints’ usefulness.
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Abstract. In this work, we propose a Transformer-based model to trace
students’ knowledge acquisition. We modified the Transformer struc-
ture to utilize 1) the association between questions and skills and 2)
the elapsed time between question steps. The use of question-skill asso-
ciations allows the model to learn specific representation for frequently
encountered questions while representing rare questions with their under-
line skill representations. The inclusion of elapsed time opens the oppor-
tunity to address forgetting. Our approach outperforms the state-of-the-
art methods in the literature by roughly 10% in AUC with frequently
used public datasets.

Keywords: Bayesian Knowledge Tracing · Deep Knowledge Tracing ·
Transformer

1 Introduction

Bayesian Knowledge Tracing (BKT) is an established approach to modeling skill
acquisition of students working with intelligent tutoring systems. However, BKT
is far from an ideal solution, and multiple improvements and extensions were sug-
gested to it over the years. One of such extensions is Deep Knowledge Tracing
(DKT). The first DKT [6] adopted the Recurrent Neural Network (RNN) archi-
tecture from the deep learning community. Recent publications on DKT discuss
various RNN architecture modifications to adapt to student learning theories
as well as explore new deep learning models. Our work is inspired by both and
proposes to use the Transformer architecture to model students’ knowledge state.

The Transformer model was first proposed by the Google Brain team [9] to
generate better neural translations. It soon became the dominant model in many
Natural Language Processing (NLP) problems [2,7]. The main advantage of the
Transformer over RNN is its ability to learn long-range dependencies [2].
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We modified the Transformer architecture so that it does not directly learn
the representation of each question. Instead, it learns the representation of the
underlying W-matrix that relates knowledge components to question items,
including the cases when multiple knowledge components are associated with
an item. This modification allows the model to learn specific representation
for frequently encountered questions while represent rare questions with their
underline skill representations. Further, we allow the attention weight between
question items to decay as students work on questions or problems, which effec-
tively represents forgetting.

(a) Transformer-overview (b) Transformer-block

Fig. 1. Transformer architecture

2 Related Work

The original Deep Knowledge Tracing (DKT) Model [6] used an RNN based
architecture and claimed to outperform BKT by a large margin. However, latter
works [3,10] showed that RNN based DKT is not superior than BKT models
over a pool of datasets when data preprocessing errors are taken into account.

Recent work on DKT follows two general patterns. First, a group of studies
[4,11] tried to adjust the RNN structure so that it is consistent with the stu-
dents’ learning process. For example, the Dynamic Key-Value Memory Networks
[11] explicitly maintained knowledge components and knowledge states. Further,
Nagatan and colleagues [4] intentionally modeled students’ forgetting behavior
in RNN but achieved only limited success.

Another group of DKT papers seeks to leverage recently developed Trans-
former models [1,5,8]. Pandey and Karypis [5] used a self-attention model which
is a simplified version of the Transformer. Ralla and colleagues [8] used Trans-
former Encoder to pre-train students’ interactions. Choi et al. [1] experimented
with different alternatives to rewiring the components in the original Trans-
former. All these works showed inspiring results and motivated this study.
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3 Methods

Figure 1 represents a simplified version of our adapted Transformer model. The
main inputs to our adapted Transformer model is a sequence tuples xi = (qi, ci),
and timestamp ti. Here, qi represents the question item a student is trying to
answer, and ci ∈ 0, 1 represents whether the response is correct. The goal of
the model is a sequence of correctness estimates, ci+1, representing whether a
student correctly solved the next question qi+1. Formally, the Transformer model
is trying to predict P (ci+1 = 1|x0, .., xi, t0, ..., ti, qi+1).

Interaction Embedding Layer. A student interaction, xi, will be first
encoded as an index, di, and passed to the interaction mapping layer:

ei = softmax(Wdi.)S (1)

ei is the vector representation of a student interaction xi. Wdi. represents
the weights associated with all latent skills for di. Each column of S is a vector
representation of a latent skill. So, ei is a weighted sum of all underlying latent
skills.

Transformer Block – Masked Attention. The outputs of Interaction
Embedding Layer, ei, is directly passed to a Transformer Block:

qi = Qei, ki = Kei, vi = V ei (2)

Aij =
qikj + b(Δti−j)√

dk
,∀j ≤ i (3)

hi =
∑

j≤i

softmax(Aij)vj (4)

the masked attention layer first extracts query qi, key ki, and value vi from the
inputs ei. It then assign an attention, Aij , to a past interaction ej based on two
components: 1) qikj , the query-key agreement between ei and ej , which could
be interpreted as the degree of latent skills overlapping between interaction ei
and ej ; 2) A time gap bias, b(Δti−j), which adjusts the attention weight by
the time gap between interactions ei and ej . The hidden representation hi is
a weighted sum of the past value representations of ej . A Transformer block
also have feedforward layer, normalization layer, and residual connections. We
recommend readers to read the original paper [9] for more detail.

Linear Layer + Loss. The outputs of a stack of Transformer blocks is feed to
the linear layer before calculating the final loss. ei+1 and e∗

i+1 are the results of
applying Interaction Mapping Layer to (qi+1, 1) and (qi+1, 0).

pi+1 =
exp(hiei+1)

exp(hiei+1) + exp(hie∗
i+1)

(5)

Loss = −
∑

i

ci+1log(pi+1) + (1 − ci+1)log(1 − pi+1) (6)



Deep Knowledge Tracing with Transformers 255

4 Experiments

We ran 5-fold student-stratified cross-validation on three datasets that are fre-
quently used in the literature. Table 1 lists descriptive statistics for the datasets.

ASSISTments20171. Data from the ASSISTment online tutoring system.

STAT F20112. This data is from a college-level engineering statics course.

KDD, A3. This data is the challenge set A – Algebra I 2008–2009 data set from
the KDD 2010 Educational Data Mining Challenge.

Table 1. Dataset overview and student-stratified 5-fold cross validation

Datasets Overview AUC

Interactions Students Items Skills BKT Literature Our Model

ASSISTments2017 943K 1,709 4,117 102 0.628 0.734[5] 0.806

STAT F2011 190K 333 1,224 81 0.821 0.853[5] 0.947

KDD 2010, A 4,420K 3,287 1,379 899 0.744 0.784

Table 2. AUC under different architecture

Architecture ASSISTment 2017 STAT F2011 KDD 2010, A

Transformer: 1-layer original 0.709 0.917 0.772

Transformer: 1-layer + mapping 0.737 0.939 0.772

Transformer: 1-layer + time-bias 0.704 0.931 0.777

Transformer: 1-layer + all 0.773 0.946 0.784

Transformer: 6-layer + all 0.806 0.947 0.775

5 Results and Discussion

Table 1 summarizes our findings and compares them to the start-of-the-art Deep
Knowledge Tracing model results in the literature, as well as the Bayesian Knowl-
edge Tracing (BKT) model. Our adapted Transformer model is superior to BKT
on all datasets and outperforms the state-of-the-art DKT models from the litera-
ture by 9.81% and 11.02% on ASSISTments 2017 and STAT F2011 datasets. The
remarkable gain is not due to the structure of the original transformer model.
Pandey and Karypis [5]’s self-attention model is roughly equivalent to a 1-layer
Transformer. Their reported AUC score on ASSISTments 2017 and STAT F2011
is about 10% worse than our adapted Transformer.
1 https://sites.google.com/view/assistmentsdatamining.
2 https://pslcdatashop.web.cmu.edu/DatasetInfo?datasetId=507.
3 https://pslcdatashop.web.cmu.edu/KDDCup/.

https://sites.google.com/view/assistmentsdatamining
https://pslcdatashop.web.cmu.edu/ DatasetInfo?datasetId=507
https://pslcdatashop.web.cmu.edu/KDDCup/
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To further illustrate this point, we repeat the experiment on the original
Transformer with/without the modified components, as illustrated in Table 2.
The original Transformer gains an obvious performance boost by adding the
interaction skill mapping and time-bias to its structure.

To conclude, our adapted Transformer architecture generated promising
results on frequently used public datasets. For future work, we intend to explore
how to efficiently incorporate more feature information into the Transformer
architecture, as well as how to represent hierarchical relations between skills in
the interaction embedding layer.
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Abstract. In this paper we explore how Kinect body posture sensors can be
used to detect group collaboration and learning, in the context of dyad pairs
using augmented reality system. We leverage data collected during a study
(N = 60 dyads) where participant pairs learned about electromagnetism. Using
unsupervised machine learning methods on Kinect body posture sensor data, we
contribute a set of dyad states associated with collaboration quality, attitudes
toward physics and learning gains.

Keywords: Posture � Synchrony � Collaborative learning � Augmented reality

1 Introduction and Research Design

Body postures and gestures are nonverbal communication channels, which have been
shown to reveal valuable information about learners’ internal states, such as their
attitudes towards a learning activity [1], misconceptions [2], comfort with collaborators
[3, 4]. Additionally, when students collaborate with other students or teachers, the
amount of synchronization between their gestures and postures has been linked to
collaborative learning dimensions, such as affect [5], learning gains [1] and quality of
collaboration [6, 7]. In studies involving teachers and students, body synchrony has
been linked to increased learning gains [5, 10]. However, for some situations body
synchrony is negatively correlated with learning. Abney et al. [11] observed dyad
movement using computer vision algorithms, and found that synchrony was negatively
correlated with learning. Another study [12], which studied Kinect dyad movements,
found that body synchronization had no overall effect on any collaborative or learning
measures, but found that learning gains were correlated with cycles of “cognition and
action”, where dyads alternated between reflecting in the activity and interacting with
the system. These conflicting results indicate that further research is needed to
understand the links between posture and collaborative learning. To perform such
research, the traditional method is qualitative coding of video data, which requires large
time investment from manual coding. Over the last decade, researchers have been
investigating how automated methods can be used to detect body postures and their
links to student attitudes and learning [8]. In this paper we expand this research by
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contributing new methods for analyzing body posture data from Kinect sensors, and
new understanding of the relationships between posture synchronization and collabo-
rative learning.

The goal of this paper is to determine if static postures of paired participants can be
used as indicators of group learning, attitudes and collaboration. We perform this
investigation in the context of an augmented reality (AR) experience. Decreasing costs
and advanced body tracking technology make AR popular for educational use [15], and
it is valuable to understand user behaviors under this context. We use data from a
previous study (<Anonymized>) where 60 dyads interacted with a homemade speaker
system, a common activity in learning physics. Dynamic visual representations of the
electromagnetic concepts of the speaker are visualized through the AR headset (Fig. 1).

We measured several dependent measures of collaboration, attitudes and learning
gains. For this analysis, all variables were measured at the group level. Collaboration
was measured using a validated rating scheme described by Meier, Spada and Rummel
[20], measuring collaborative processes on subdimensions such as coordination (i.e.
whether participants divided tasks and managed time), information processing (i.e.
whether participants shared sharing information and reached consensus), etc. Attitudes
towards the user experience were measured using the survey instrument in [21] mea-
suring perception of aesthetics, endurability, focus, novelty, involvement and usability.
Learning was calculated as relative learning gains (RLG), which measure the amount of
knowledge gained between pre and post tests of electromagnetism knowledge. Relative
learning gains were calculated on the overall test score, as well as on specific subdi-
mensions such as the ability to answer transfer questions.

These dependent measures were correlated with dyad participant postures, calcu-
lated based on data collected from a Microsoft Kinect sensor, and from the Microsoft
Hololens headsets worn by participants. Through these sensors we collected joint
coordinates and gaze data from both participants, and calculated dyad posture metrics
such as closeness between participants (which may signal how comfortable participants
feel with each other), similarity between spine angles (which may indicate that par-
ticipants mirror each other’s posture), orientation towards peers (which may indicate
focus on discussion), forward lean (possibly indicating engagement with the task).

Fig. 1. Participants wearing the augmented reality headset (left) and interacting with a tangible
system which is augmented with virtual information visible through the headset (right)
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2 Method and Results

Participants were recruited from the study pool of a laboratory at a university in the
northeastern United States. Participation required subjects to not know each other, have
no significant prior physics knowledge, be born on/after 1976, speak English fluently,
have at least a bachelor’s degree, and wear no bifocal glasses. All participants first
individually completed a pre-test, then a 30-min paired activity of answering worksheet
questions while interacting with the apparatus, followed by individual post-test. Only
data from the paired activity was used for analysis. After data cleaning, the resulting
dataset contains 50 dyad sessions: 25 sessions with the AR visualizations and 25
sessions without. Prior to calculating Kinect metrics, the Kinect data was preprocessed
to remove noise and disambiguate between the seated participants and researcher.

We explored K-means posture clustering using the “elbow method”, exploring
combinations of clustering variables and number of clusters k = 2, 3, 4, 5. The optimal
configuration involved k = 4 clusters and variables of spine synchrony, mean distance
between participants, and discussion orientation (Fig. 2 left). Figure 2 (right lists the
significant correlations found between the time in each cluster and the measures, and
Fig. 3 shows the video frames at the datapoints that most closely represents each cluster.

Fig. 2. Left: Showing averages of body feature variables by clusters. Right: Significant
correlations (p < 0.05) between percentage of time in each cluster vs. dependent measures.

Fig. 3. The video frame closest to each cluster center.
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Cluster 0, what we labeled as “Turn Takers”, are characterized by low spine
similarity and positively correlated with coordination and overall collaboration.
Figure 3 (top left) shows one participant is leaning forward interacting with the setup
while the other is watching. This configuration indicates that low spine synchrony
could be indicative of a collaboration style where participants take turns interacting
with the setup. This is supported by research in [12] where cycles of leaning forward
and backward indicated cycles of reflection and action were found across successful
dyads.

Cluster 1 “Open to Collaboration”, is characterized by low distance between
participants and participants facing parallel to each other, and is correlated with
overall positive attitudes and learning. Figure 3 (top right) shows both participants
are sitting close to each other and are engaged in the task in front of them, and left
participant in a thinking pose. This configuration appears to show participants highly
focused on the task and which would explain a positive correlation with overall attitude
and learning.

Cluster 2 “Closed to Collaboration”, is characterized by high distance between
participants and with participants facing each other, and is negatively correlated
with overall positive attitudes toward the experience. This clustering configuration
seems to be indicative of a more negative experience where participants spend some
time facing each other yet remain more distant. The figure above shows a dominant
interaction where one participant dominates the activity while the other is sitting back.

Cluster 3 “Synchronized Lean”, is characterized by high average distance and
high spine synchronization, and is negatively correlated with overall coordination.
In contrast to Cluster 0, this may indicate the dyad does not spend much time taking
turns and that both participants were leaning forward and backward at the same time.

3 Discussion and Future Work

In this paper we used unsupervised machine learning methods on body posture sensor
data. We detected different posture clusters associated with collaboration and learning,
finding these metrics were correlated to dyad posture variables such as spine similarity,
distance between peers, and synchronized orientation of participants.

We found that when participant spines were not synchronized, the dyad pair tended
to show higher levels of coordination. This may indicate that dyads who are good at
coordinating tend to take turns, as participants move individually before sharing what
they gained from their individual explorations. This result aligns with results from [12],
where iterating between active and passive states was significantly correlated with
learning gains (interpreted as cycling through moments of reflection and action).
Alternatively, this may indicate participants are individually active at the same time,
leading to high levels of individual movement. Additionally, dyads who were physi-
cally closer to each other throughout the activity had better overall attitudes toward the
collaborative task. Also, participants who spent more time focused on the activity
rather than each other had more positive attitudes. One interpretation is that when
people are engaged in the activity, they will be highly focused on the task and enjoying
each others’ interactions; conversely, participants who are bored will turn to each other
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to talk more. Dyads also communicated better when leaning forward. People who were
leaning forward are likely to be more engaged in the activity, and people who are
leaning backward are likely to be more disengaged; this is likely to be reflected in their
communication.

The methodology and findings presented in this paper have larger implications for
the learning sciences community, as they can serve to indicate markers of successful
and unsuccessful collaborations, possibly applicable to other contexts where dyad pairs
are learning through interaction with physical objects, and useful to designing systems
that monitor student learning through body posture observations. We acknowledge the
potential statistical errors introduced by performing large numbers of correlations due
to the exploratory nature of our research.
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Abstract. We examine the use of computer-based learning in the classroom
and the effect of immediate feedback on student performance. Since it is well
known in educational research that it is possible to observe a “Matthew Effect”
in which the rich get richer, we wanted to see if feedback was useful for low
prior knowledge students, as defined by students whose pretest score was at or
below the median. In this counterbalanced randomized controlled trial, 243 tenth
and eleventh grade mathematics students were exposed to one of two condi-
tions, as we measured their learning from: 1) immediate feedback (where the
computer told them correctness and they could also ask for hints) or 2) practice
only (where they received feedback only after taking a posttest). Results suggest
that immediate feedback from computer-based learning tasks benefit both high
and low prior knowledge students, with low prior knowledge students exhibiting
greater gains. The implications of these findings support further investigation
into the use of computer-based learning tasks that provide immediate feedback.

Keywords: Computer-based learning � Mathematics education � Technology �
Prior knowledge � Urban high school

1 Introduction

Despite widespread acceptance of feedback in computer-based instruction, empirical
support for varying types of feedback has been inconsistent and contradictory [1].
Recent meta-analyses claim that the type and timing of feedback can have an effect on
student learning [2].

Studies in the field of learning science have posited several questions about feed-
back. What does productive or effective feedback look like when students are solving a
problem or working on a learning task? How does feedback affect student perfor-
mance? Do the effects of feedback vary from student to student? Ideally, feedback on
learning tasks should be constructed for each individual student. Researchers have
defined feedback—specifically formative feedback – as information communicated to
the student with the intent of modifying their thought process on a learning task and
improving their performance. Formative feedback, should be non-evaluative, sup-
portive, timely and targeted [3]. This feedback is commonly offered to students after
they started working on a task and is presented in a variety of ways. Examples include
informing the student of correctness or errors, providing hints, or providing completed
examples of the problem at hand or of a similar problem. Feedback can be presented to
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the student during the learning task, immediately after its completion or after some
interval of time.

A prior experiment with eighth grade students revealed that computer-supported
homework can lead to better results over traditional paper-and-pencil homework [4].
The study compared the use of immediate feedback and tutoring (treatment) to a
control condition in which students received feedback the next day in math class. The
study was conducted using, ASSISTments, the online learning platform also used in the
present work. The original experiment was counterbalanced, with each student
receiving each condition. The data collected suggested that students learned signifi-
cantly more (effect size 0.40) with computer-supported homework. This result had
practical significance, suggesting an improvement over widely used paper-and-pencil
homework [4].

In other related work, high school students participated in a controlled evaluation of
an interactive online tutoring system for math achievement test problem solving [5].
A sample of 202 students completed a pretest, were randomly assigned by their teacher
to receive either online tutoring (treatment) or regular classroom instruction without
online tutoring support (control). The posttest revealed that students using the online
platform performed better than students who received only classroom instruction. The
control group showed no improvement on the posttest. The use of multimedia hints
predicted pre- to posttest gains and the benefits of tutoring were greatest for students
exhibiting the weakest initial math skills [5].

With this past work as context, the present work examines the effects of immediate
feedback in comparison to no feedback. Specifically, a randomized controlled trial is
used to answer:

Research Question 1: Are there differences in student learning when comparing a
computer feedback condition (or “Tutor Mode”) to a business-as-usual condition (or
“Test Mode”) that simply provides practice?
Research Question 2: Is computer feedback effective for both high prior knowledge
and low prior knowledge students?

2 Methods and Experimental Design

2.1 Participants

Student inclusion was based on teachers who volunteered to participate in this study.
Content used for the assignment in ASSISTments was identical to the content that
students would have received if not participating in the study. Participants included 243
students across 10 classrooms. The demographic breakdown was 15.9% African
American, 7.1% Asian, 42.6% Hispanic, .2% Native American, 30.2% White, and
4.2% Multi-Race, Non-Hispanic. Fifty-five percent of students in the district from
which the sample was drawn identify their first language as a language other than
English, 33.4% are English Learners (EL), 18.8% are students with disabilities, 77.5%
are considered high needs, and 59.5% are economically disadvantaged.
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2.2 Design and Procedure

This study used ASSISTments, an online learning platform that provides correctness
feedback and supplemental tutoring. A counterbalanced randomized controlled
experiment was used to assign each student to condition. Specifically, this study
leveraged a within-subjects design in which each student experienced both the control
and the treatment conditions, allowing for measurement of the effect of each condition
on each student. Students were successfully randomized into two groups by
ASSISTments, as evidenced by a near equal distribution of students in each condition.
In the treatment condition, students received math problems in “Tutor Mode,”
receiving both immediate feedback on the correctness of their answers and optional
hints on demand. In Tutor Mode, students were also given: 1) an unlimited number of
attempts, and after each attempt students were given an indicator of correctness (yes/no
feedback) 2) a button that depicted the existence of multiple hints. If a student was
confused, the last hint would provide the answer before to enter before progressing to
the next problem. In the control condition, or “Test Mode,” students practiced solving
the same math problems as those in the treatment, but received feedback only after
completing a posttest. In Test Mode, students also only had one attempt to answer each
question. Conditions were counterbalanced after five questions, thereby allowing all
students to experience each condition. Randomization and counterbalancing were also
meant to address any potential order effects of domain content, with students answering
questions on either trigonometry or factoring in each condition. Each student had a
class period lasting 42 min to complete the experiment but teachers varied in specific
pretest and posttest assignment protocol.

3 Results

3.1 Descriptive Statistics and Overall Performance

On average, students scored lower on the pretest (M = .50, SD = .35) than on the
posttest (M = .63, SD = .31). Students assigned to Test Mode performed approxi-
mately the same as students assigned to Tutor Mode at pretest (M = .51, SD = .40 and
M = .50, SD = .38, respectively), but slightly underperformed at posttest (M = .61,
SD = .36 and M = .65, SD = .34, respectively).

3.2 Research Question 1

An independent samples t-test revealed that there was no reliable difference in pretest
scores among students, p = .46. Subsequently, a repeated measures ANOVA was
conducted to assess the difference in posttest scores between the two conditions. The
within-subjects factor was test (pretest and posttest) and the between-subjects factor
was condition (Tutor Mode (feedback) or Test Mode (no feedback)). Results showed a
significant effect of feedback on posttest scores F(1,241) = 78.32, p < .001.
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3.3 Research Question 2

A median split on students’ pretest scores was used to differentiate students with high
prior knowledge and low prior knowledge. Students above the median (50%) were
considered high prior knowledge, while those at or the below the median were con-
sidered low prior knowledge. Students with low prior knowledge exhibited lower
scores on the posttest (M = .37, SD = .27) than their peers with high prior knowledge
(M = .85, SD = .13). A paired-samples t-test revealed a marginally significant effect in
learning gains when low prior knowledge students were assigned to Tutor Mode
(p = .10).

4 Results

Looking at overall performance, students performed significantly better at posttest than
at pretest. While gains in overall performance were expected, results also suggested that
Tutor Mode was more effective than Test Mode, answering Research Question 1.
Learning gains were observed in both low and high prior knowledge students assigned
to Tutor Mode. However, overall, low prior knowledge students exhibited greater gains
on average.

This study had limitations that may have affected experimental findings. Pretests
and posttests were administered by several different teachers. The amount of time that
students were given to take each test was not controlled across teachers. In addition, the
timing of test administration was not controlled across teachers; students may have
taken the pretest in the beginning, middle, or near the end of class. Further, the
experimental design could have been improved with stronger feedback distribution
protocols. Each teacher distributed a handout with all correctness feedback to their
students after the posttest, instead of providing feedback before the posttest, thereby
making the assignment a stronger learning opportunity.

Overall, the implications of the findings presented herein support further investi-
gation into the use of computer-based learning tasks that provide immediate feedback
to students in classroom environments.
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Abstract. Online programming courses have become widely available and host
thousands of learners every year. In these courses, participants must solve
programming exercises by submitting partial solutions and checking the out-
come. The sequence of partial solutions submitted by a student constitutes the
programming trajectory followed by the student.
In our work, we define a supervised machine learning algorithm that takes as

input these programming trajectories and predicts whether a student will suc-
cessfully complete the next exercise. We have validated our model with two
different datasets: the first one is a set of problems from the online learning
platform Robomission with over one hundred thousand exercises submitted. The
second one comprises one hundred thousand exercises submitted to the Hour of
Code challenge.
The results obtained indicate that our model can accurately predict the future

performance of the students. This work provides not only a new method to
represent students’ programming trajectories but also an efficient approach to
predict the students’ future performance. Furthermore, the information provided
by the model can be used to select the students that would benefit from an
intervention.

Keywords: Machine learning � Introductory programming � Novice
programmer � Educational data mining � Block-based programming

1 Introduction

Online programming courses have emerged as a popular way to introduce students to
programming [1]. These courses present several advantages: they are easily accessible,
and students face interesting challenges. Unfortunately, it is not feasible to provide
individual support to each student due to the large number of students enrolled in these
courses. Automatic systems capable of providing adaptive support could enhance the
students’ experience and improve their success rate [2].

In order to develop these automatic systems, there is a need to develop models
capable of detecting students that will likely fail [3–5]. These models could use the
large datasets that students generate when completing programming tasks [6, 7]. Stu-
dents usually submit several partial solutions before solving a task, creating a pro-
gramming trajectory for each exercise [8, 9]. These programming trajectories can be
analyzed by machine learning systems to find general patterns [10].
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In this study we present a supervised machine learning model that predicts the
student future programming performance. The model takes the programming trajectory
followed by the student and estimates the probability of the student successfully
completing the next exercise. The model has been validated using two different datasets
obtained from two different online programming environments, Robomission [11], and
the Hour of Code challenge from Code.org [12].

Our results indicate that this model can predict accurately whether a student will be
able to successfully complete a programming exercise. The information provided by
the model can be used to rank students in terms of their performance. Using this
ranking one can automatically select a group student that would benefit most from an
intervention.

2 Methods

2.1 Data

In this study we worked with two different datasets. The first dataset is a set of
programming trajectories submitted by students while completing one exercise in the
Hour of Code challenge [13]. Additionally, for each student the dataset contains
information about whether the student successfully completed the next task. The
exercises and their solutions are shown in Fig. 1. Piech et al. [8] describe this dataset in
more detail. The second dataset comprises 85 programming tasks from the Robomis-
sion programming platform. Effenberfer [14] gives a thorough description of the
dataset.

2.2 Proposed Model

Our goal is to generate a supervised machine learning algorithm capable of predicting
whether the student will successfully complete the next exercise. To this end we will
use the programming trajectories followed by the students T = {w0, w1 … wn}. Where
w0 is the state before the student starts to work, wi are the code snapshots submitted by
the student and wn is the last snapshot.

The training phase is straightforward: all the programming trajectories present in
the training dataset are assembled into a tree. Different branches of the tree contain

Fig. 1. Hour of code exercise 18 (left) and exercise 19 (right) and example solutions. To solve
the exercise the student must program the squirrel to reach the acorn.
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information about different programming trajectories. Figure 2 describes the process to
integrate a new trajectory {w0, w1, w5} into a tree. For each code snapshot present in
the trajectory we check if there is a branch in the tree with matching snapshots. If there
is such a branch, we follow it while the partial solutions match. As soon as we find a
partial solution (w5 in this case) that is not present in the branch, a new branch is
created.

Once we have processed all the student trajectories to generate the tree, we store in
each node the relevant parameters of the students that ended their programming tra-
jectories in that node. In this study we stored the proportion of students that suc-
cessfully completed the next exercise. After assembling the tree, we can estimate the
probability that a new student with trajectory Ti will successfully complete the next
exercise. If we want to classify the student, we only need to compare this probability
with the threshold that we have selected.

We have selected the Receiver Operating Characteristic (ROC) curve [15] and the
area under the curve (AUC) to measure the performance of the classifier. We have used
a 10-fold crossvalidation [16] stratified over students to compute them. We will
compare our model optimal performance with the results of a simple baseline model.
Our baseline model expects the performance of both tasks, the one taken as input and
the predicted one, to be the same.

3 Results

We start examining whether our model is successfully detecting students who fail the
next exercise in the Hour of Code challenge. The left side of Fig. 3 shows that the ROC
curve is systematically above the identity line (y = x). The area under the curve
(AUC) of our model in this case is 0.77, with a 95% confidence interval (0.77–0.79).
Both the AUC and the confidence interval are greater than 0.5, indicating that our
model is performing better than a random classifier. Figure 3 also contain the main

Fig. 2. Steps followed to integrate a new trajectory {w0, w1, w5} into the tree. Two different
leaves of the final tree present the same partial solution.
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results for the baseline model and the optimal threshold. We can see that the baseline
model is much closer to the bottom left corner of the figure than the optimal threshold.

The right side of Fig. 3 shows the AUC obtained for each task in the Robomission
dataset versus the number of students that attempted each task. We performed a loess
regression [16] looking for a correlation between AUC and the number of students.
From the graph we can conclude that there is no such correlation. However, the
variability of AUC values depends on the number of students. When the number of
students is below 500 the AUC values show high variability. For values over 500 the
variability decreases markedly.

4 Conclusions

In this study we present a machine learning algorithm able to predict the future per-
formance of novice programmers using their programming trajectories in just one
exercise. The output of the model can be used to rank students according to their
predicted performance. The data used by the model can be easily obtained in online
programming environments.

We have validated our model using two different datasets from two online learning
platforms. Our results indicate that the model can classify students with reasonable
accuracy. We have also found that the average performance of our model seems to be
independent from the number of students attempting the task.

Fig. 3. Left: ROC curve obtained when classifying failing students in the Hour of Code
exercise. The cyan region represents the 95% confidence interval. Right: AUC values for all the
Robomission tasks vs. the number of students that completed each task. The line represents the
loess regression of the data points.
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Abstract. Dynamic conversational agent-based support for collabora-
tive learning has shown significant positive effects on learning over no-
support or static-support control conditions in prior studies. In order
to understand the boundary between human-led and AI-led support for
collaboration, we compare in this study an approach where the agent’s
primary role is to help students regulate their own collaboration with
two more typical prompting strategies that are used only during a reflec-
tion phase: one designed to provide a specific informational focus for the
reflection, and the other designed to draw out evaluation, elaboration,
and exploration of alternative perspectives. Significant positive effects on
learning over and above just the human-led form of support are observed
when either of the prompting strategies are used.

Keywords: Conversational agents · Human-AI collaboration ·
Reflection prompts · Group conversational agents · Adaptive
Collaborative Learning Support (ACLS) · Collaborative programming

1 Introduction

In an article in the 25th anniversary issue of IJAIED, Rummel and colleagues
contrast two possible futures for adaptive collaborative learning support (ACLS)
[11]: In one more dystopian future, an intelligent agent has tremendous AI-
enabled capabilities and the resulting blind trust in these abilities leads to prac-
tices experienced by students as inscrutable and lacking in nuance. In the second,
more utopian vision, the system not only takes into account multiple dimensions
of support [4,16] but also balances this adaptivity with user freedom and shared
user/system control [11]. While a great many studies have demonstrated a signif-
icant positive impact on learning for fully AI-enabled support for collaborative
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learning compared to no-support control conditions [1,7–10], contrasting AI-
enabled support to human-led support will allow us to understand the boundary
between the two and work towards the more utopian vision.

We situate our study in a synchronous programming activity in an online
graduate-level course on Cloud Computing offered at Carnegie Mellon University
and its international branch campuses. The activity is divided into several tasks.
Within each task, students work in groups of 4 in complementary roles designed
with the purpose of assisting each other and furthering the progress of the group
as a whole. Thus, the locus of support resides with the students themselves, in
an effort to embody the more utopian vision of AI. In this human-led design, the
conversational agent only serves as the agent-in-the-loop to provide automated
feedback regarding how well students perform their roles – in effect, helping
students help each other.

Added to this human-led support, we investigate two more traditional fully
AI-enabled conversational agent supports in the form of agent-led reflective dis-
cussions at the end of each programming task: one designed to provide a specific
informational focus for the reflection, and the other designed to draw out evalua-
tion, elaboration, and exploration of alternative perspectives. The experimental
manipulation enables us to test whether the addition of fully automated support
produces learning gains over-and-above the human-led support (The Automated
Support Benefit Hypothesis).

Results of the 2 × 2 experimental study show that specific portions of the
programming activity lend themselves to pre- to post-test learning and within
those portions, a significant improvement in learning is observed over-and-above
that of the human-led support when either of the two agent-led supports are
offered.

2 Method

A summary of the course structure and the location of the study within it is
shown in Fig. 1. Within the first sub-unit of the fourth project unit of the course,
students work with our synchronous collaborative software development activity,
called the Online Programming Exercise (OPE) in an 80-min long session. A total
of 101 students from across three campuses completed the activity to build an
inverted index using the Scala programming language, and 100 of these students
completed the subsequent project.

Based on instructional design best practices [2], we divide the overall pro-
gramming activity into five different tasks which target five learning objectives
(LOs). Each task is divided into a problem-solving phase where students work
on the programming task, and a discussion phase where they participate in a
reflective discussion based on the task. This task structuring can be considered
a macroscript [3] that sequences the activity into learning phases as described
in the Script Theory of Guidance [5]. Each LO is assigned two multiple-choice
questions on the pre- and post-tests to measure student learning from the activ-
ity. Student performance on the subsequent individual project associated with
the task then serves as a delayed post-test as show in Fig. 1.
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Fig. 1. Course Structure, Pre-Test, Post-Test and Delayed Post-Test Alignment

Within each task, based on the industry paradigm referred to as Mob Pro-
gramming [6,12–14,17,18], we specified four interdependent roles with well-
defined responsibilities that students are assigned to. The Driver is the only
participant who writes the code, based on high level instructions received from
the Navigator, who makes decisions on the next course of action based on dis-
cussion with the rest of the team members which include the Researcher who
assists the group with ideation and implementation by consulting external sup-
port material, and the Project Manager who is responsible for making sure the
rest of the team members are complying with and adequately performing their
roles. The roles rotate after each task. This role-scaffolding paradigm can be
considered a microscript that provides support for the collaboration within a
learning phase. The control condition consists of the task structuring macro-
script used in combination with the role-scaffolding microscript.

In the experimental conditions, we additionally investigate two more tra-
ditional conversational agent supports in the form of discourse level prompts
during the discussion phase which can also be considered microscripts. Infor-
mation Prompts support learners in warranting their claims (Ex: “@Researcher,
what is the advantage of writing OS-aware code like you did here?”) and Elabo-
ration Prompts explicitly prompt another learner to build on an existing argu-
ment towards knowledge construction (Ex: @Driver, How would you improve the
implemented approach? ) [15].

We tested the Automated Support Benefit Hypothesis with a 2 × 2 fac-
torial design in which the first factor was the presence or absence of informa-
tion prompts, and the second factor was the presence or absence of elaboration
prompts. The teams were randomly placed into the four conditions: 7 groups in
the control condition where no prompts were presented, 6 groups presented with
elaboration prompts, 5 with information prompts only and 9 groups where both
prompts were presented.
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3 Results

We first test pre- to post-test learning gains from the exercise. For LOs 3 and 4
there was a significant pre- to post-test gain as measured with a 2-tailed paired
t-test, t = 2.43, p < .05 indicating that these two tasks lent themselves to learn-
ing during programming much more than the other tasks. For LO 2, average
pre-test score was 1.7, post-test score 1.8, and standard deviation .6. For LO
3, average pre-test score was 1.5, post-test score 1.6, and standard deviation .6.
Because of the learning gains achieved in the two LOs, we are able to test our
hypothesis regarding the intensification of learning in the experimental condi-
tions.

We used a repeated measures ANCOVA model, with LO and role as random
variables, pre-test score (per LO) as a covariate, elaboration prompts and infor-
mation prompts and the interaction between the two as independent variables,
and post-test score (per LO) as the dependent variable. As an aside, there was
no statistically significant difference in learning between roles.

In terms of pre- to post-test gains, there was no significant main effect of
the elaboration prompt factor; F(1, 440) = .21, p = n.s. However, there was a
significant interaction effect between the two experimental factors F(1, 440) =
11.6, p <.0001. In a post-hoc analysis, we determined that both of the conditions
with only one type of prompt were associated with significantly more learning
than the control condition, and the condition with both types of prompts was not
significantly different from control. The effect size of the addition of elaboration
prompts over no prompts was .32 s.d., which is a medium effect size. The effect
size of the addition of information prompts over no prompts was .42 s.d., which
is a medium effect size.

To test the impact on a subsequent individual programming task, we built
an ANOVA model, with elaboration prompts and information prompts and the
interaction between the two as independent variables, to measure the impact of
the experimental manipulation separately on three outcome measures related to
task performance: time on subsequent programming task, number of submitted
attempts on that task, and score. Here, there was a trend for the elaboration con-
dition to improve performance in terms of time-on-task, number of submission
attempts, and score, though none of these were statistically significant. For the
information prompts also, the trend was consistently that they were associated
with lower time on task, lower number of submissions, and higher scores.

Thus, the use of elaboration prompts or information prompts alone signifi-
cantly improve on pre- to post-test learning from the task and exhibit positive
trends for the subsequent delayed test.

4 Conclusion

Based on the results, we can conclude that agent-led support shows promise for
augmenting and significantly improving over primarily human-led support.
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Abstract. Our system classifies audio from microphones worn by the teacher in
order to determine (1) whether the teacher is addressing the whole class or
talking to individuals or groups of students. In the latter case, it determines
(2) whether the teacher is giving formative feedback, giving corrective feedback,
chatting socially, or addressing administrative or workflow concerns. This paper
reports the initial accuracy of this system against human coding of middle
school math classroom behavior. We also compared audio collected through
professional hardware versus more accessible alternatives.

Keywords: Intelligent tutoring system � Educational data mining �Multimodal
learning analytics

1 Introduction

“Classroom orchestration” refers to the teacher’s management of the activities, students
and information in classes that integrate small group work, individual work, and whole-
class work [1]. Orchestration systems are intended to help teachers and students
achieve productive interactions and learning in such classrooms. A key problem
addressed by orchestration systems is increasing the teacher’s awareness of the state of
all the students and their interactions [2]. Awareness is particularly difficult to maintain
when students are working in small groups, because much of their interaction is spoken
and inaccessible to the teacher. Thus, we are focusing on analysing classroom speech
when the main class activity is working in small groups.

In order to focus the research while maintaining its generality, we are exploring just
two categorization schemes. Each has been investigated in prior research and seem
generally useful for helping teachers maintain awareness.

The first classification scheme divides the teachers’ activity into (1) addressing the
whole class, (2) talking with students, (3) talking with experimenters and (4) not
talking. This classification is useful for several purposes. First, an orchestration system
should supress all alerts when the teacher talking to the whole class because teachers
would not be able to attend to them. It might send only high priority alerts when the
teacher is talking to students, since those conversations are punctuated by times when
the teacher is waiting for the students to answer and thus has a limited capacity to
attend to alerts. Prior work [3, 4] has focused on similar categories, but included a
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category for lecturing and omitted the category for talking to experimenters. Lecturing
did not occur in our math classrooms.

The second classification scheme divides teacher’s conversation with students into
formative interaction, corrective interaction, and several non-instruction categories. The
distinction between formative and corrective instruction is traditional and goes by
many names. If the teacher points to incorrect work, gives strong hints about cor-
rectness or explains how to do correct work, then their instruction is called corrective,
didactic or teaching by telling. If teachers elicit explanations from students, encourage
them to think more or pose challenging questions without answering them, then their
instruction is called formative, teaching by eliciting or formative assessment [5–10]. In
the classes we observed, the teachers were all attempting to given formative instruction
exclusively. However, we often observed that their conversations with students were
corrective. An orchestration system could collect such episodes and present them to the
teacher as part of a post-class debriefing sessions. The system might even give teachers
feedback on their conversations in the middle of class whenever teacher had some spare
time and wanted to get such feedback.

Like many of our predecessors [3, 11, 12, 15], we analysed the speech with
acoustic features only. We did not attempt to convert the speech to text and use lexical
features, semantic features, or other natural language processing. On the one hand, this
probably reduces the accuracy of the classification, particularly for the distinction
between formative vs. corrective teacher feedback. On the other hand, this study take
place in a live classroom while preserving the privacy of students. It also increases the
chance that system is domain general. That is, after it has been trained on classes
engaged in one set of lessons and tasks, it can be used without change on a wider set of
lessons and tasks. However, testing the generality of our system remains as future
work. Here we report its accuracy against human coders.

2 Data Collection and Analysis

2.1 Raw Data Collection

The raw data for this paper was gathered during a class trial of FACT in spring of 2019.
This trial consisted of 6, 50-min periods of 8th grade students working on specific sets
of mathematics lessons, called Classroom Challenges [10] using our FACT web-based
platform [13, 14]. Each period consisted of 9 to 16 groups of mostly two students, but
we only had permission to collect multimodal data from 31 groups, out of which we
annotated 20 groups (64% of the data), due to reasons like low audio quality or class
being too short. 40.4% of all annotated students are male.

During this study, the teachers wore a lavalier microphone and carried a tablet to
access FACT and manage classroom lessons and students. While working in a group,
students each used their own tablet to access a shared group workspace, typically with
their heads down over the tablets while they talked with each other. Most students wore
an Audio-Technica PRO 8HEx headset microphone connected to a Tascam DR-40
digital audio interface. Students in 2 groups per classroom wore throat microphones.
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In each session 4 groups’ interactions were captured using a video camera with its
own shotgun mic and a second channel for a boundary mic laid on the group’s table.
A shoulder-mounted video camera followed the teacher and recorded the lavalier mic’s
output. Most tablets’ screens were also captured by screen recorders. All these
recordings were used by the human coders but not by the system. Thus, the human
coders had much more information than the system, as befits a gold standard.

2.2 Human Segmentation and Coding

We used ELAN [16] to synchronize all the media files and code them. Although
several Elan tiers were used, only two are relevant here.

The Teacher View tier was for classifying the teacher’s behaviour into ‘Whole
Class’, ‘Admin’ and ‘Group Interaction’. The ‘Whole class’ label indicated that the
teacher is giving a whole class announcement. This was usually done to explain the
activity or the user interface to the students before starting the activity. The Admin
category indicated that the teacher was talking to the one the FACT system admins.
The Group Interaction label indicated that the teacher was talking to a group or student.
Most of the class activity was group work, but this label was used even when students
were working individually. In this experiment, teachers never lectured and were rarely
silent. This coding created segments of arbitrary length.

We then divided up the ‘Group Interaction’ segments, which tended to be many
minutes long. Using a Teacher Group Interaction tier, we created 30 s segments,
because prior work showed that varying the length of segments did not greatly impact
accuracy [3, 16]. Human annotators labelled the segments as ‘Formative’, ‘Corrective’,
‘Overhead’, ‘Workflow’ or ‘Chat’ coding. A segment was labelled ‘Formative’ or
teaching by eliciting, if for example the teachers instead of giving explanations and
feedback, keep students engaged in solving problems, which requires the teachers to
analyze the students’ work, detect the line of reasoning being followed and then ask
questions that push the students further along that line [15]. A segment was labelled
‘Corrective’ or teaching by telling, if the teacher’s instruction is more direct. The
‘Overhead’ label indicates that the teacher is talking to the individual group about any
issues with FACT. The ‘Workflow’ label indicates that the teacher was discussing the
class or tasks (e.g., moving from one task to another) but not giving instruction.

Two human coders labeled 15% of the all the 30-s segments. Inter- rater agreement
was considered acceptable with Cohen’s kappa K = 0.75. For the segments that two
coders disagreed with each other, that segment was discussed until both coders agreed
on one label, if the agreement was not achieved that segment was not considered for the
next step.

2.3 Audio Processing

To process the audio, we initially removed noise using audacity [17]. We extracted
acoustic features using openSmile [18]. We created time series features using the tfresh
[19] Python package. Since the number of extracted features was quite large, we also
used different feature selection algorithms like PCA and Pairwise correlations to reduce
the redundancy of the feature set.
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3 Result

This section reports the accuracy of our system against the human annotations. Clas-
sifiers were machine-learned using random forest, deep learning (forward only, not
RNN), KNN, decision tree, additive logistic regression and SVM. Accuracy was
measured with 10-fold classification. Random forest yielded the best result for all
analyses.

• Teacher’s View tier: Categorization into ‘Whole Class’, ‘Group Interaction’ and
‘Admin’.
– Teacher’s audio captured via tablet: Accuracy 0.88, Kappa 0.84
– Teacher’s audio captured via lavalier microphone: Accuracy 0.91, Kappa 0.88.

• Teacher Group Interaction tier: Categorization into ‘Formative’, ‘Corrective’,
‘Overhead’, ‘Workflow’ or ‘Chat’
– Teacher’s audio captured via tablet: Accuracy 0.77, Kappa 0.65
– Teacher’s audio captured via lavalier microphone: Accuracy 0.74, Kappa 0.61.

For recording devices, it appears that the tablet’s audio was nearly as good as
wearing a lavalier mic.

4 Discussion and Comparison to Prior Work

To the best of our knowledge this is one the first studies working on automatic speech
classifier for math teachers in middle school classrooms. To evaluate the absolution (as
opposed to relative) accuracy, it helps to compare our results to prior work, here we
focused on studies analyzing teachers’ speech in live classrooms. We must mention
that, due to difference in experiment settings, features type, approach, purpose and data
annotation, direct comparison of the result is not possible.

Wang et al. [4] trained a classifier to automatically label 30 s segments of teacher’s
speech, recorded via LENA system, into ‘teacher lecturing’, ‘whole-class’ discussion
and ‘student group work’. Their overall classification accuracy of 84.37% is compa-
rable with our overall classification accuracy of 83.34%.

D’Mello et al. [3, 20–23] also found comparable accuracies to ours. They used
linguistic as well as acoustic features of the teacher’s speech, and they studied language
arts classrooms instead of math.

A challenge for this and similar projects is protecting the privacy of students’
speech. Although we only extracted non-lexical features from audio, the database has
the full speech audio. Perhaps we can extract the features and discard the audio
recording before the end of class to better preserve the students’ privacy.

To increase the performance of our classes, other than adding lexical features, we
are also planning to extract more features from other multi modal inputs such as our
ITS logs, teacher’s position, etc.

Acknowledgements. Supported by NSF FW-HTF 1840051.
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Constructing Automated Revision Graphs:
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Abstract. This paper introduces a novel technique of constructing Automated
Revision Graphs (ARG) to facilitate the study of revisions in writing. ARG plots
sentences of a written text as nodes, and their similarities to sentences from its
previous draft as edges to visualize text as graph. Implemented in two forms:
simple and multi-stage, the graphs demonstrate how sentence-level differences
can be visualized in short texts to study revision products, processes, and student
interaction with feedback in student writing.

Keywords: Natural language processing � Text analysis �Writing � Revision �
Automated feedback � Automated Revision Graphs � Visualization

1 Introduction

With data and analytics permeating many aspects of teaching and learning, one area
that increasingly uses its capabilities is writing. Writing Analytics makes use of natural
language processing and machine learning techniques to assess, provide automated
feedback and study student writing [1, 2]. One particular interest in writing analytics is
in the study of revision to understand the written products and processes of students.
Revision is an important process that contributes to the outcome of the writing by
playing a recursive role of reworking and improving the writer’s thoughts and ideas [3,
4]. Resource intensive manual observation and coding are now enhanced with
advanced data collection and analytics techniques to seamlessly study this revision
process. This is seen in recent automation efforts including the study of linguistic
properties [5, 6] and visualizing revisions in student writing [7, 8].

However, there is a gap in existing methods to study revised texts and stages of
revision in writing. Document-level metrics (such as cohesion, and other linguistic
measures) [5] do not distinguish slight changes made to a base text, and require finer
grained measures for shorter texts. On the other hand, key strokes and character editing
in writing which are used to visualize and study patterns of revision [9–11] are too fine-
grained to qualitatively study the actual changes made to the text. To meaningfully
interpret what changes a student made to a given short text as a result of an
intervention/instruction, the need for automated visualizations to represent the process
of drafting and revision at the sentence level arises. This need was identified from our
research context where students engaged in a revision task using automated feedback
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from AcaWriter [12] (and provided consent for the use of their data as part of a writing
intervention [13, 14]). The paper introduces a novel technique for visualizing text as
graph called ‘Automated Revision Graphs’ (ARG) to study revisions at a sentence level
for short texts, automating a previous manual prototype [8, 15]. It provides preliminary
evidence to demonstrate its usage by generating two forms of ARG: 1) Simple revision
graph, which compares two texts to visualize the differences, and 2) Multi-stage
revision graph, which visualizes the evolution of a given text over its many drafts.

2 Simple Revision Graph

The first ARG form is a Simple Revision Graph comparing any two short texts (text 1
and text 2, both containing less than 15 sentences each) to visualize the differences
between them at a sentence level. The nodes of the graph represented as circles denote
individual sentences, and are displayed in their order of occurrence in the texts (e.g.
Sentence 1, 2, 3,.., expanding downwards). The color of the node represents the text
feature we are interested in, and can be adapted to suit different requirements. In the
current research context, the node color signifies the number of rhetorical moves in the
sentence as students receive automated feedback on this feature. A brown node indi-
cates no rhetorical move made in that sentence, a blue node indicates one rhetorical
move, and a green node indicates two or more rhetorical moves. The colored edges
connecting two nodes in text 1 and text 2 show the similarity/dissimilarity between the
sentences represented by them. If there is a yellow edge between two nodes (sen-
tences), it means that the two nodes are the same (no difference between the sentences).
If the edge is teal colored, it indicates high similarity between the sentences (minor
differences). A purple edge denotes medium similarity or major differences between the
texts. A very small similarity means that the sentences are not related and very different
(few or no common words between the sentences), and have no edges drawn between
them. A sample simple revision graph with descriptions is provided in Fig. 1a.

Fig. 1. a) A simple revision graph example and b) sample multi-stage revision graph with
iterative changes. (Color figure online)
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A simple revision graph helps in studying the different kinds of changes students
make at a sentence level on any given base essay. It can visually represent and quantify
revision actions such as minor changes, major changes, additions and deletions made in
the sentences of the given text, and the presence of rhetorical moves in the revised
texts.

3 Multi-stage Revision Graph

The second ARG form of Multi-stage Revision Graph is similar to the simple revision
graph described earlier, but extends over multiple text iterations. It is used to study the
stages in the revision process over time by comparing one draft to its previous draft.
A sample multi-stage revision graph is provided in Fig. 1b, the student has removed the
first and the last sentence from the given essay in the first draft requesting feedback
(sentence 1 and sentence 12), depicted by missing outgoing edges. In the next draft, the
student has introduced a rhetorical move represented by the blue colored node in
sentences 2 and 5, with 2 or more rhetorical moves introduced in the subsequent draft
in sentence 6 (represented by the green node). No major revisions have been made in
the last two drafts as depicted by the unchanged graph structure towards the right end
of the multi-stage revision graph.

The multi-stage revision graphs can be used to study the evolution of drafts in the
revision process that led to the final product and student interaction with automated
feedback based on the frequency of requests. They illuminate the underlying processes
involved in the stages of revision after receiving automated feedback. These internal
processes show how students apply the feedback on to their writing to revise the given
text in different ways, which can be studied in relation to improvements in text quality.

4 Technical Implementation

Construction of ARG involved several steps, making use ofNatural Language Processing
(NLP) and graphical visualization packages in a Python Jupyter notebook. The code is
released open source at https://github.com/AntonetteShibani/AutomatedRevisionGraphs
for further development. An overview of steps is provided below:

• Pre-processing the input text files: The pre-processing step involved converting
the input html files to extract the written text. The cleaned text was parsed to
sentences using the TAP API1, that provides NLP services such as sentence parsing,
text metrics, and detection of rhetorical moves in text (More details at [12, 16]).

• Getting rhetorical moves for all sentences: The next step invoked Athanor from
TAP to identify the rhetorical moves based on a concept-matching framework [17]
(http://heta.io/online-training-in-rhetorical-parsing).

1 GraphQL interface of the Text Analytics Pipeline (TAP): https://github.com/heta-io/tap hosted by
Connected Intelligence Centre, University of Technology Sydney, Australia.
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• Creating the nodes from sentences: The next step was to generate nodes for every
sentence in the text and set its colour based on the number of rhetorical moves in it.
To do this, a nodes csv was created with an index for each node, its actual text (to
display while hovering over), and the node category for defining its color.

• Creating text vectors and calculating similarity scores between sentences: Next,
the edges were generated based on how similar the sentence in the revised text was,
to sentences in the previous text, using a cosine similarity score. With no need for
semantic similarity measures in the current context (as students were only asked to
make structural changes, and not content changes), cosine similarity worked best.

• Creating the edges based on similarities: Based on the similarity scores calculated
above, edges for the revision graph were created between the nodes of the given text
and the revised text using set thresholds. If the similarity score was equal to or
greater than the highest similarity threshold (>0.99 for the same sentence, >0.8 for
highly similar sentences, >0.6 for medium similarity nodes), an edge was added
between the nodes of the two sentences with the corresponding weight. The edges
csv consisted of three columns: startnode, endnode and weight, appended for each
edge.

• Rendering the revision graphs: The next step was to create and render the
interactive ARG using the nodes and the edges csv created earlier. This was done
using network graphs from a python library called HoloViews2 with interactive
exploration of nodes and edges facilitated by the Bokeh plotting interface3. The
rendered revision graphs were saved as html files in the specified output folder.

• Calculating metrics: An optional step after generating the ARG is to collect
quantifiable metrics from the network graph such as the number of nodes with a
rhetorical move, number of edges showing absolute similarity with no changes etc.

5 Conclusion

This paper introduced a novel visualization technique of constructing Automated
Revision Graphs (ARG) with open-source code to study revisions in student writing in
two forms: simple and multi-stage. This visual representation can be used to examine
the differences between short texts at a sentence level along with quantifiable metrics,
and to study patterns of activities such as addition, deletion and re-organization of
sentences in the revision of a given text (for validations with empirical student data, see
[18]). In addition, they can be used to study the effects of automated writing feedback
on students’ revisions at iterative drafting stages by recognizing individual differences
in the feedback literacy [19] of students. It can further inform research on the quality of
revisions made by students in writing tasks [20] and influence design choices in writing
tool development based on user engagement. Future work with improvements made to

2 HoloViews is an open-source Python library (https://github.com/pyviz/holoviews) to visualize
graphs.

3 Bokeh is a Python visualization library to create interactive plots, dashboards, and data applications.
More information at https://bokeh.pydata.org/en/latest/.
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visual aspects and usability in this preliminary research form of ARG can potentially
aid its usage among students and educators for reflecting on revision practices.

Acknowledgements. An extended application of the work presented in this paper has been
published in my doctoral thesis [18]. Thanks to Simon Buckingham Shum and Simon Knight for
guiding the wider research project on automated writing feedback, which motivated the current
work.
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Abstract. If AI systems are to be used for truly human decision-making in
education, teachers will need better support for deciding upon educational
interventions and strategies on an ethically informed basis. As indicated by a
recent call by the AIED Society to focus on the FATE (Fairness, Accountability,
Transparency, and Ethics) of AI in education, fundamental issues in this area
remain to be explicated, and teachers’ perspectives need to be accounted for.
The paper offers examples of how AI may serve to promote learning but at the
cost of presenting limited or untruthful information to the student. For example,
false information about a student’s current progress may motivate students to
finish a task they would otherwise give up; hiding information from the student
that is disclosed to the teacher may decrease students’ cognitive load while
supporting the teacher’s strategic choices, and deceiving the student as to the
actual nature of the task or interaction, such as when using virtual agents, can
increase students’ efforts towards learning. Potential conflicts between such
scenarios and basic values of FATE are discussed, and the basis for developing
an “augmented ethics” system to support teachers’ decision-making is
presented.

Keywords: Ethics � Teacher perspectives � FATE � Augmented intelligence �
Augmented ethics

1 Introduction

The importance of ethical issues in AIED community motivated a recent call to focus
on the FATE (Fairness, Accountability, Transparency, and Ethics) of AI in education.
Although FATE makes a nice acronym, it blurs the conceptual relations between these
topics (e.g. fairness can be seen as one of several ethical concerns, and accountability
as a concept which guides ethical considerations). To guide research and practice, it
needs to be situated both in an ethic-theoretical context and in empirical research, and
to take into account the perspective of the practitioners – the teachers. Teachers’
knowledge of AI and related ethical issues in school needs to increase, and the liter-
ature has not clearly addressed the role of the teacher [1, 2]. If AI is to empower
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education by augmenting human capabilities, how can ethical standards of human
decision-making be ensured? What makes for an ethically informed basis?

This paper aims to address the ethical foundation that can guide empirical research
on the teacher’s practical knowledge needs, when using presently available AI such as
adaptive systems, virtual agents and learning analytics. It argues that the constituents of
an augmented ethics system require a broader analysis than that of augmented intel-
ligence in the traditional sense. For instance, there are national curricula, treaties and
policy documents, such as the General Data Protection Regulation (GDPR) in Europe
and the UN Convention on the Rights of the Child, which must not be neglected to
provide useful support for teachers. Hence, ethical theory, teaching practice and
policies all need to inform the development of a system that effectively “augments”
ethics.

2 Lying, Hiding and Deceiving for the FATE of Learning

There are many opportunities for using AI to enhance student learning at the cost of
presenting untruthful, partial or misleading information to the student – in other words,
systems that lie, hide or deceive. The message is not to condemn the existence or use of
such functions – in fact, teachers have always used deliberate (over-)simplifications and
factual misrepresentations in order to help students learn, and so has been done since
the early days of AIED [e.g. 3] – but as AIED grows in complexity, and becomes more
pervasive in the absence of human reflection and judgment, we need refined conceptual
tools to identify and assess potential ethical conflicts with basic human values.

To what extent teachers need support, and of what kind, for taking a position to
ethical dilemmas raised by recent AIED, remains an outstanding question. Some cases
may appear unethical, such as deliberately inducing confusion in students by staging
disagreements between agents [4] or presenting students with erroneous examples [5],
but become less problematic for mature learners who are “game”, become aware of the
manipulations and submit to the pedagogic strategy. Then there are systems which may
have personal repercussions far beyond what students and/or their teachers may rec-
ognize. A prevalent concern is privacy, relating to learning analytics (LA) [6, 7], for
example whether the overall improvement of a learning environment is a valid reason
to store and share the exact location of students to facilitate collaboration with peers.
Other examples concern the use of Intelligent Tutoring Systems (ITS) that match
students with virtual tutors on emotional and cognitive parameters. This raises issues as
to when students’ interactions with non-human systems are preferred to a human being.
As noted in one study, “What is true if the teacher and AI do not agree?” [1].

The message then, in line with other recent work [8], is that ethical use of AI in
schools require that teachers’ unique human expertise is preserved and promoted. Such
expertise is needed for deciding when it is warranted to use misrepresentations or a
“deceptive” system for a larger good, in order to secure educational benefits and avoid
risks for students’ well-being. Next are some examples of such potential conflicts.

Lying refers to deliberately presenting information to the student that is incorrect,
with reference to the available data. In principle, this concerns all cases where students
are presented with incorrect information and requested to correct it, although the AI
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“knows” the correct answer. But there are more subtle and specific examples. Studies
on learning curves and motivation suggest that students work longer in a problem
domain if they make visible progress and are closer to goal (say, 80%) compared to not
progressing, further from the goal (say, 40%). Such data can be used for algorithms that
– truthfully – match the difficulty of learning tasks to the student’s current performance
level in a “personally” adaptive system (e.g. Sana Labs, www.sanalabs.com). Would it
then be ethically justifiable to present false information about a student’s current
progress, suggesting that one is closer to the goal than performance indicates, in order
to motivate students to finish a task they would otherwise give up?

Hiding refers to presenting selective, but not untrue, information to the student,
while processing more data that is relevant to the task but may be presented at a later
time and/or to another person (a peer or a teacher). AI systems that serve to identify
what data are important to students are implemented in Learning Analytics (LA) and
motivate the separation between student-facing and teacher-facing LA [9]. Hiding
information from the student that is disclosed to the teacher may decrease students’
cognitive load while supporting the teacher’s strategic choices. Should AI therefore be
used to determine what data are ‘better’ communicated to teachers and students,
respectively?

Deceiving refers to presenting the student with tasks that are designed to maintain
false beliefs or illusions, without making the actual nature of the task or interaction
explicit. A form of voluntary deception occurs in all (educational or other) games
which involve an “intelligent” opponent that is technically invincible but adapts to the
player’s performance. The same can be said about collaborative virtual agents, such as
Teachable Agents that increase students’ efforts [10–12]. An interesting example is
BELLA [13] which employs a “super-agent” to adapt to students’ knowledge gaps
without actual “teaching” by the student. In research, Wizard-of-Oz methodologies
exploit student expectations for improving upon existing systems by having human
actors simulate AI agents. To what extent are such illusions ethically justifiable to
maintain?

3 Towards a System for Augmented Ethics

The wide variety of issues and ethical concerns makes it difficult to define which
aspects of FATE to focus on. From consulting ethical-philosophical expertise and
standard works [14] four basic values are identified: privacy, safety, trust and fairness.
These values are fundamental in the sense that there is no obvious way of telling which
value trumps another one. As to the FATE dimensions, one can argue that, for instance,
“Transparency” is not a fundamental ethical value because it could, at the same time, be
a risk and a benefit to safety, and a risk to privacy. “Fairness”, on the other hand, is a
fundamental social value (one cannot be “fair” in isolation), theoretically independent
of individual privacy and safety.

Addressing the multiplicity of concerns is helped by distinguishing between ped-
agogies on the screen-level, “how individual systems work with a single student”, and
the orchestration-level, “whereby such systems are deployed in the bigger temporal and
spatial context of a whole class” [15, p. 6]. The screen/orchestration level distinction
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thus helps both to direct teachers’ attention and to see how accountability is attributed.
The results of discussions with teachers can inform ethical guidelines that support
decision-making as to what values should be protected, to what costs and benefits.

Figure 1 offers a simplified categorization grid of ethical concerns that emerge from
relating teachers’ knowledge needs on the screen- and orchestration levels. It is sug-
gested that the teacher take a stand on two questions: Is the concern a screen-level
priority? Is the concern an orchestration-level priority? It should be emphasized that
the yes (✓) or no (✗) to these questions is a deliberate simplification; they are a question
of focus rather than exclusion, and they do not definitely tell where concerns belong.

On the screen-level, concerns of privacy can be viewed with respect to privacy
settings available to the individual but also what data the system stores and what
personal data is requested at start. The individual’s trust in the system is dependent on
how well it functions, both for protecting personal data and for producing the expected
outcomes. The teacher can assist students with available privacy settings and data
storage but cannot directly influence students’ trust and expectations, which can only
develop from personal experience of working with a system in relation to (human or
AI) alternatives.

On the orchestration-level, safety can be viewed with respect to how the teacher
assesses and manages the risks and threats for all students in a class (arguably, students
may have different preferences of privacy and what information they are willing to
share, but they should all have an equal level of safety). Safety concerns are about the
whole group and the orchestration of all systems used in the classroom. Fairness is a
value of broader ethical concern than can be addressed by either the student on screen
or the teacher beyond her own classroom. Issues of fairness must not be ignored, but
teachers need to be aware of the complex social, financial, and cultural context in
which they are embedded. For example, teachers and policy makers may need to
consider gender equality, and whether the use of AI should be mandatory.

Screen-level priority

O
rc

he
st

ra
tio

n-
le

ve
l p

rio
rit

y

Privacy
e.g.

Shall teachers be able to see when and for 
how long a student did her homework?

Shall students and their parents be allowed to 
see how much time the teacher spent correct-

ing the students’ homework?

Safety
e.g.

How does the system support the student while 
safeguarding students’ independence?

How does the system as a substitute for human 
interactions affect children’s formation of self 

and personal identity? 

Trust
e.g.

Is it possible that students will trust an AI-
based system so much as to prefer its compa-

ny to their teacher and their peers?
Are AI-based systems more trustworthy than 
teachers in certain areas of knowledge, e.g. 

math and computer science?

Fairness
e.g.

How should AI resources be distributed to 
student groups on an equal basis? 

How do we share teacher and teaching re-
sources fairly among students?

Fig. 1. A grid for determining types of ethical priorities for AIED, with example questions.
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In conclusion, this organization of ethical priorities put the theoretical corner stones
on which to base ethical positions with respect to the teacher’s responsibilities, the
system properties and contextual knowledge needs. Each of the four values deserves
attention in its own right. For understanding their meaning in practice and further
development, it is suggested that teachers are involved at an early stage and work
together with researchers, such as in workshops, in an iterative process of identifying,
analyzing, evaluating and re-evaluating ethical concerns. Such a project would have
great significance both on a societal level and for covering knowledge gaps on the
ethics of AIED.
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Abstract. Curricular standards in STEM [9] and computer science have
emphasized the role of asking questions to support inquiry learning in K-12
education. In this paper, we examine the role of questioning during collaborative
computational modeling of scientific processes through discourse analysis to
understand how students grapple with the synergistic application of STEM and
CT to build, test, and evaluate their models. To our knowledge, limited research
has targeted a systematic understanding of question posing during computa-
tional modeling in science. We aim to develop a better understanding of
question posing in support of inquiry and problem-solving during model
building.

Keywords: Question posing � Synergistic learning � Collaborative learning

1 Introduction

Curricular standards in STEM [9] and computer science (https://k12cs.org/) emphasize
the practice of posing questions to aid learning and domain exploration. Developing
question posing skills may support critical thinking, which, in turn, impacts student
learning and knowledge building [11]. In this paper, we present a systematic analysis of
students’ question posing as they work together to build computational models of
scientific processes [7]. Our focus is on synergistic processes, i.e., the integration of
science and CT concepts and practices that students have to develop for successful
model building [4, 11, 12]. In this paper, we present a systematic analysis that evaluates
learner’s collaborative question posing with regards to learning goals i.e. the syner-
gistic processes behind the integration of STEM and CT constructs necessary for
successful model building. Our analyses show that transformation questions have an
overall greater impact on a group’s success in building computational models.

2 Background and Analysis Framework

Successful collaboration requires developing a shared understanding among group
members [8] as well as interaction skills that include the encouraging and developing
ideas, monitoring progress, and providing constructive feedback [2, 3]. Collaborative
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dialogue provides a rich opportunity to understand collaborative processes that are
contextualized within learning goals. Leaner-to-learner questions in collaborative dia-
logue provide insight into group collaboration characteristics in relation to the con-
structs of the learning domain. In this work we categorize naturally occurring learner-
to-learner into two types of questions: confirmation and transformation [10]. Confir-
mation questions usually require only a shallow understanding of topics. They are used
to clarify information, seek reassurance about an idea or ask about the location of a
system specific object. Transformation questions require a higher understanding of
domain concepts. Such questions challenge actions or statements, pose ideas about
domain constructs or guide the modeling processes.

We contextualize students’ collaborative question posing in terms of synergistic
learning processes. Computational model building of scientific phenomenon has been
shown to be an effective framework for integrated knowledge construction of STEM
and CT concepts and practices [1, 7]. In previous work studying synergistic learning,
we identified three essential applications of synergistic processes during computational
modeling: initialization, modeling conditional behavior, and debugging [6, 12]. Each
process requires students to integrate their conceptual understanding of physics
knowledge with a computational representation to support model building.

3 Study Description and Data Analysis Methods

26 high school sophomore students worked in the C2STEM environment [7] in groups
one class day a week for two months to complete a 45-min training unit followed by
three kinematics and one mechanics computational modeling units. Students were
divided into groups: 8 triads and 1 dyad. Technical issues resulted in removal of 2
triads from our analyses. Model scores were computed using a pre-defined rubric for all
modeling tasks that evaluated proficiency in CT and physics separately. We focused
our analysis on the 2D motion with constant velocity challenge task where students
were instructed to model a boat crossing a river while stopping at two different islands
along the way. To be successful in this module students had to calculate the boat’s
heading angle and resultant velocity while considering the river’s current.

Our analysis to understand students’ question posing during computational model
building is guided by two research questions: (RQ1) What questioning characteristics
linked to CT and physics can we derive from students’ discourse, and how does these
impact their learning? (RQ2) What characteristics of collaboration in the context of
synergistic learning can we derive from students’ questions? Learner-to-learner
questions were coded by two coders according to three frameworks: (1) question
posing (QP): transformation, confirmation, (2) question answering (QA): self-
answered, other answered, or not answered, and (3) synergistic learning processes
(SLP): initialization, modeling conditional behaviors, and debugging. Inter-rater reli-
ability was checked by calculating Cohen’s kappa which resulted in good agreement
(k = 0.73) for all three forms of coding.
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4 Results

Table 1 below shows the final computational model scores and proportions of total
questions to total utterances (Q-to-U), transformation questions to total questions
(Trans), and total confirmation questions to total questions (Conf) for each group.

The two highest performing groups, 2 and 5, had a majority of transformation
questions while all other groups had a majority of confirmation questions. This coin-
cides with the findings of [11] that transformation questions require advanced domain
knowledge. The majority confirmation questions in the other groups may indicate a
shallow understanding of domain or CT constructs for the modeling tasks.

We further investigate how these questions relate to synergistic learning processes
by analyzing the proportion of each type of question (confirmation and transformation)
during each synergistic process (initialization, debugging and conditional behavior
changes) to the total number of questions. In previous work [11], we found that the
majority of questions during initialization were classified as confirmation questions. In
the context of performance-based analysis, this remains true for all groups except for
the highest performers, Group 5 and Group 2, who asked equal or more transformation
questions. 50% of Group 5 initialization questions were transformation and Group 2
had 53% while the rest of the groups had less than 44% transformation questions
during initialization. During debugging, the groups varied but it is worth noting that the
high performing groups (Group 5 and Group 2) and one middle performing group
(Group 8) had a majority of transformation questions, 61%, 57% and 60% respectively.
We hypothesize that transformation questions during debugging results in higher final
model scores because debugging requires advanced domain knowledge to analyze the
model behavior based on expected behaviors to locate and correct errors. While
working on conditional behavior changes, the groups as whole had a majority of
transformation questions (58%). Groups individually varied but it is worth noting that
the three worst performing groups had a majority of confirmation questions (Group 1
and 6), or asked no questions while modeling conditional behavior changes (Group 7).
75% of Group 1’s questions while working on conditional behavior changes were
confirmation questions and 67% of Group 6’s questions.

Table 1. Model scores and proportions

Performance Group Q-to-U Trans Conf Phys score CT score Total score

High
(over 80%)

5 0.27 0.63 0.37 100% 90% 94%
2 0.13 0.53 0.47 88% 90% 89%

Middle
(80%–60%)

8 0.19 0.43 0.54 75% 70% 72%
4 0.19 0.43 0.57 63% 60% 61%

Low
(under 60%)

1 0.20 0.48 0.52 50% 30% 39%
6 0.21 0.37 0.63 38% 40% 39%
7 0.09 0.25 0.75 25% 20% 22%
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Table 2 shows the correlation between different characteristics of students’ ques-
tion posing pose on their final model. Note that we only include the spearman coef-
ficient, q, for transformation questions during each synergistic process since the
proportion calculation results in the coefficient for confirmation questions being the
negative of the transformation coefficient. Q-to-U does not have a strong correlation,
which supports the idea that shallower learning analytic representations miss out on
important information. The question posing approach (e.g., transformation and con-
firmation questions) shows a high correlation with the final model score. Transfor-
mation questions during the debugging processes highly correlated with the final score.

In regards to RQ2, we calculated the proportion of each question type (transfor-
mation vs confirmation) in regards to how it was answered (not, self, other) with
respect to all questions of that type. Most transformation questions were answered by
other students (62%) with 8% being self-answered and 31% not answered. We
hypothesize that transformation questions were more likely to be answered by another
group members (e.g., to build consensus or counter-challenge) or not be answered due
to the complexity of the question or potential domain misunderstanding(s) by other
group members. Most confirmation questions were not answered (50%) with 25%
being self-answered and 25% being answered by others. We hypothesize that confir-
mation questions were more often not answered due to the fact that some confirmation
questions are simply think aloud statements and the students may not actually expect a
response (e.g., asking about the location of a block found shortly after asking).

5 Discussion and Conclusions

Our results support previous conclusions [11] and extend them by showing the cor-
relation between transformation questions and the success of a group’s final model as
well analyzing questions in terms of who responded to questions posed. The grounding
and alignment of AI-enhanced technologies (e.g., designing and using learning ana-
lytics dashboards that include feedback on collaborative processes) with learning
theories can support optimization of curriculum design and instruction [5]. This sys-
tematic approach demonstrates how an evaluation of key collaborative processes
(question posing and group response) can be linked to learning objectives (synergistic
learning) to provide comprehensive feedback on possible pedagogical actions. We
recognize the limitations in our analysis, including the small sample size, and aim to
conduct this systematic analysis with a larger sample size and multiple domains in the
future.

Table 2. Correlation between model score (variable 1) and question characteristics

Var 2 Q-to-U Trans Conf Init-trans Debug-trans Cond-trans

q 0.34 0.87 −0.85 0.71 0.85 0.05
p-value 0.45 0.02 0.02 0.07 0.02 0.76
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Abstract. This project applies a variety of machine learning algorithms
to the interactions of first year college students using the GroupMe mes-
saging platform to collaborate online on a team project. The project
assesses the efficacy of these techniques in predicting existing measures
of team member performance, generated by self- and peer assessment
through the Comprehensive Assessment of Team Member Effectiveness
(CATME) tool. We employed a wide range of machine learning classi-
fiers (SVM, KNN, Random Forests, Logistic Regression, Bernoulli Naive
Bayes) and a range of features (generated by a socio-linguistic text anal-
ysis program, Doc2Vec, and TF-IDF) to predict individual team member
performance. Our results suggest machine learning models hold out the
possibility of providing accurate, real-time information about team and
team member behaviors that instructors can use to support students
engaged in team-based work, though challenges remain.

Keywords: Machine learning · Teamwork · Performance prediction ·
Text mining

1 Introduction

Teamwork skills are vital for college students, both while they are at university
[7] and for their employability and success after graduation [4]. This is true
across the board, for students in a wide variety of disciplines [3,5,6,13]. Despite
great interest in supporting and developing student teamwork skills, there are
relatively few tools available to help instructors do so [2] and the few tools that
do exist are often focused on fairly artificial and controlled experimental settings
rather than robust teaching environments [10] or suffer from other shortcomings
[2,12]. This paper reports on the collection of teamwork data “from the wild” in
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a deliberately non-intrusive manner, and the subsequent machine learning driven
analysis of these data to identify high performing and non-high performing team
members. Although just making this discrimination is not on its own enough to
support team members and their teams, this is an important initial step towards
developing a more broad-ranging program that can do so. We hope with this
effort to begin to remedy the dispiriting conclusion of a recent article that “no
study has shown that technological support for group regulation can help teams
to improve their course-based, collaborative discourse over time [1].”

2 Data Collection

The data for this project come from two semesters of a mandatory, two credit,
Pass or Fail class for freshman students in the Honors College at a midsize
American university, enrolling about 100 students each year, divided into 12
teams of 8–9 students, each with a non-freshman team leader. The students
in the classes came from a very wide variety of majors, and one of the primary
requirements of the class was that each team identify a social issue or problem in
the city near the campus, research it, and propose a multidisciplinary approach
to addressing it. Teams had the entire fifteen-week semester to work on the
project. Team member performance was assessed through the Comprehensive
Assessment of Team Member Effectiveness (CATME) tool [9]. Twice during the
semester, students completed CATME self and peer-assessments, in which they
completed a report on their own and their team-members’ contributions to the
work of their team. CATME calculates a total for each team member for each
dimension on the basis of all the assessments a team member receives (including
his or her own), averages those scores and then uses an “adjustment factor” to
accommodate the fact that some teams may assess more generously than others.
CATME scores form a continuum, so to dichotomously categorize team members
for analysis we used CATME’s “high performer” definition- team members with
an average rating of 3.5 out of the available 5 points, and with an overall rating
at least half a point above their teammates’ average rating. The Fall 2018 class
had 36 high performers, and the Fall 2019 class had 22 high performers. (We
used the end rather than middle of semester CATME assessments, when team
members had the most information on which to base their evaluations.) The
class met for two hours every week, but because little of that class time was
available for project work, much of the work on team projects took place online,
using the GroupMe messaging platform. Data for the project were collected by
adding a dummy member to each team’s GroupMe group, after obtaining written
informed consent from each student. The 94 students who participated in the
Fall 2018 GroupMe chats yielded an approximately 5000 message transcript, and
the 100 students who participated in the Fall 2019 GroupMe chats generated an
approximately 6000 message transcript.
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Table 1. 10-fold cross-validation accuracy and macro-f1 scores for machine learning
models that were trained to predict high performing team members. The first column
shows the features or combination of features that were used as input for machine
learning, and the best models were first found individually for several algorithms such
as Logistic Regression, K-Nearest Neighbors, SVM, Naive Bayes and Random Forests,
using grid searches for hyper-parameter tuning, followed by selection of the best per-
forming model among these different models.

Method Accuracy Macro-F1 score

Dummy classifier with “most frequent” strategy 0.698 0.411

Doc2Vec embedding only 0.762 0.699

LIWC only 0.766 0.714

TF-IDF + Doc2Vec embedding 0.928 0.906

TF-IDF only 0.959 0.947

3 Methods, Analysis and Results

We explored a range of machine learning models to predict high performing stu-
dents, including Logistic Regression, K-Nearest Neighbors, SVM, Naive Bayes and
Random Forests. Based on ten-fold cross-validated Macro-average F1 scores, SVM
with Recursive Feature Elimination proved to be the best-performing model over-
all, with its tendency to reduce overfitting as an added benefit. With the model
selected, we trained it to predict high performers using several features, some
in combination with others, with the results reflected in Table 1. Among them,
TF-IDF scores are frequently used to represent text in text mining and infor-
mation retrieval. Linguistic Inquiry and Word Count (LIWC) [11] is an off-the-
shelf linguistic analysis tool, which categorizes words into roughly eighty differ-
ent psychologically meaningful categories, signaling attentional focus, attitudes,
perceptions, emotionality, social relationships, thinking styles, and authenticity,
etc. Doc2vec is a neural network-based text embedding method that automati-
cally learns a dense vector representation of each document/message [8]. Among
all the features, TF-IDF scores proved to be the most effective in predicting high
performers (0.959 prediction accuracy and 0.947 F1), followed by LIWC features.
Although Doc2vec embedding and LIWC both out-perform the Dummy Classi-
fier with “most frequent” strategy baseline significantly, adding them to TF-IDF
does not improve performance (see Table 1).

4 Conclusion and Discussion

This project investigates whether machine learning analysis of the text messages
of online team member exchanges can discriminate high performing from non-
high performing team members. The work demonstrates the potential of such
automatic assessments of online student teamwork, and provides some initial
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pointers about which machine learning approaches are most effective. Near term
future work will involve refining these most promising approaches.

One major potential benefit of automatically assessing online teamwork is
that it can provide instructors with this information on a real-time or near
real-time basis (e.g., in a team performance dashboard), which is important to
their making timely decisions about what corrective or supportive actions to
take. Furthermore, this benefit is available without the significant outlay of time
or energy by instructors it would take for instructors to attempt to assess the
quality and trajectory of a team’s work themselves. That time and energy can
then be devoted to instruction and to the more challenging tasks of determining
whether, when and how to intervene.

But several challenges remain. First, we have so far explored only data gen-
erated by team members using text-based platforms. This simplified the data
collection process, but limited the range of data we had to analyze. In par-
ticular, we have so far collected team member interactions neither from online
verbal conversations between team members (on Zoom, WebEx, Blackboard Col-
laborate, etc), nor from in-person conversations between team members. Such
conversations are likely to be richer in data, but are technically more challeng-
ing to capture and process. In addition, the capture of conversations of this type
also raises more serious questions about student expectations of and rights to
privacy. Still, as the COVID-19 crisis forces universities to move classes online
in the Northern hemisphere’s 2020 summer (and perhaps fall), an important if
regrettable opportunity to collect data from classes with a teamwork component
is presenting itself.

The second challenge is of a different sort- how to represent the findings of
these models to instructors in ways which are intelligible and actionable. Using
SVM with recursive feature elimination and focusing on TF-IDF features pro-
duced the best predictions of high performing team members, but it would be
difficult for an instructor to know what to do to support student team members
identified as non-high performing, because the features used to make the predic-
tions are so low-level. No matter how predictively potent it is, it is likely that
instructors, especially in non-STEM fields, will resist adopting a pedagogical tool
if its workings are opaque to them. The challenge, then, is to retain the accuracy
of a model like the one that performed best, while making its findings intelligible
and usable. For example, somehow grouping the features the model relies on in
understandable categories (perhaps, even, categories of the kind employed by
LIWC) would allow instructors to identify the kinds of missteps in communica-
tive behavior occurring in student teams. An important focus of future work,
then, will be to try to retain the predictive power of low level feature-based mod-
els but to add to those models a measure of interpretability and intelligibility
that makes them useful instructional tools.
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Abstract. We report on the analysis of scanpath data captured by an eye tracker
as students solved problems with access to worked examples. Our work makes
two contributions: (1) it reports on scanpath analysis using the MultiMatch tool,
(2) it investigates how type of problem-example similarity and assistance
influenced attention patterns captured by scanpaths. We show that both
problem-example similarity and type of assistance impact scanpaths.

Keywords: Scanpath analysis � Problem solving & worked examples �
Assistance

1 Introduction

Eye tracking data can provide valuable data on students’ visual attention, which can
then be used as input to a user model to detect various student states [1–3]. To date,
analysis has focused on fixation data [4], namely a moment of attention when the eye
stops scanning. Additional insight can be gained by accounting for the order of fixa-
tions, captured by a scanpath [5]. For instance, sequence mining can identify common
patterns in scanpaths [3, 6]. A limitation of this method is that it only considers exact
sequence matches. However, two scanpaths are rarely identical and this is particularly
the case for longer scanpaths, such as ones elicited by complex tasks. Consequently,
the results from sequence mining are typically abbreviated to only include sequences
consisting of 2 to 4 fixations. This has the potential to miss information on strategies
involving longer sequences of fixations. We address this limitation by using fuzzy
alignment approaches provided by a scanpath tool called MultiMatch [7]. MultiMatch
transforms the original coordinate data into a vector-space representation and then
quantifies the similarity between two scanpaths using five features (shape, direction,
length, position and duration). Here, we use MultiMatch to analyze the similarity of
scanpaths captured as students solved algebra problems in the presence of examples
using a basic computer tutor.

Scanpath analysis has been applied in a range of domains like scene analysis [8],
decision making [9], reading [10], and analogy making [11]. For instance, Zhou et al.
[9] analyzed scanpaths in three different decision-making tasks (e.g., one task involved
choosing between risky options under two different conditions). The similarity of
scanpaths in a given decision condition were more similar than between the conditions,
suggesting that visual attention was affected by type of task. However, more work is
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needed to investigate the potential utility of scanpath analysis for educational contexts,
something echoed in recent reviews [12].

2 Data and Methods

The instructional context for our work was problem solving with access to worked
examples. In this context, learning outcomes depend on student strategies, including
how much students copy from examples (bad for learning) vs. self-explain from
examples or problems (good for learning) [13–15]. To date, these strategies have been
investigated using analyses of student utterances [13] and so less is known about
students’ visual attention in this context. Here, we used data from a between-subjects
eye tracking study [16] in which students used a tutoring system to solve 12 algebra
problems, with assistance from one example per problem. Half of the problem-example
pairs had high similarity (example solution could be copied), while the other half had
low similarity (inferences beyond copying were required to apply the example). Here,
we focus on two study conditions: (1) fade-out assistance (n = 20): students were
initially given high-similarity examples, but these transitioned to low similarity after
some problems were solved; (2) fade-in assistance (n = 19): the opposite was the case
(low-similarity initially, eventually becoming high similarity). Thus, while the condi-
tions involved the same number of low and high similarity examples, the timing of
assistance was varied (immediate presentation of high similarity examples, vs. later in
the problem sequence).

The original analysis showed that students learned more from fade-in assistance
than fade-out assistance [16] but did not analyze students’ strategies. Here, we analyze
the scanpaths in each condition (fade in vs. fade out), using them as a proxy for
strategies. Recall that scanpaths are series of fixations on learning materials. If we can
show that scanpaths are different, this provides some evidence that strategies are dif-
ferent as well.

We had two key questions: (1) Does problem-example similarity impact scanpaths?
(2) Does the type of assistance (fade in vs. fade out) impact scanpaths? Recall that there
were 12 problems solved in each condition (fade in and fade out). We analyzed
scanpaths from the 1st and the 9th problem-example pair. The 1st and 9th problem were
paired with a high-similarity example in the fade-out condition and a low-similarity
example in the fade-in condition. Thus, comparing scanpaths from the 1st problem in
each condition allowed us to analyze the effect of problem-example similarity, before
any impact of condition took place. Since the two conditions involved a different
structuring of assistance (fade in vs. fade out), analyzing scanpaths from the 9th

problem-example pair, with the analysis from the 1st pair serving as the baseline,
allowed us to investigate the impact of assistance on how problem 9 was solved.

Method. We followed the standard method [9, 17] to analyze the data. We extracted
the scanpaths for each problem-example pair per participant in each condition (we
capped the scanpath length at 500 fixations to make the analysis feasible; the majority
of scanpaths were shorter). We then used MultiMatch to compare all possible pairs of
scanpaths (a) within a given condition; (b) between the two conditions. Each
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comparison produces one similarity score for each of the 5 MultiMatch features. If
students are using a different strategy in the fade-in and fade-out conditions, then the
average scanpath similarity score from fade-in condition should be different from fade-
out condition. However, if the similarity scores are about the same for the fade-in and
fade-out conditions, this shows students are consistent in processing the material within
each condition, but we don’t know if they are using the same strategy in the two
conditions. In this case, we also need to compare between conditions to obtain a
benchmark for the within analyses (for details on this methodology, see [9, 17]). The
final step involved analyzing the data using inferential statistics. This analysis is at the
similarity-score level and so does not violate the independence assumption because
each data point corresponds to a participanti-participantj score that only appears once in
the overall analysis (this strategy was used in prior work [17]).

3 Results and Discussion

Recall that MultiMatch produces 5 similarity scores per scanpath-pair comparison, one
per feature (shape, direction, length position, duration). The similarity scores range
between 0 and 1 (higher = more similar). MultiMatch produces high scores [17] and so
the relative difference in scores is more informative than raw scores. We had 3 groups,
based on similarity scores from comparing scanpaths within the fade-in condition
(Simfade in), within the fade-out condition (Simfade out) and between the two conditions
(Simbetween). Thus, we used an ANOVA with comparison group as the 3-level factor.

Analysis 1. Analysis 1 focused on scanpaths extracted from the first problem-example
pair in each condition. The descriptives for the main statistics are in Table 1.
The ANOVA on the similarity scores reported significant results for two MultiMatch
features: direction, F(2, 663) = 10.11, p < 0.01, and shape, F(2, 663) = 50.72,
p < 0.01. For direction, pairwise comparisons showed that Simfade out > Simfade in

(p < .01). Since for problem 1, the fade-out group had a high similarity problem-
example pair and the fade-in group had a low similarity pair, this result shows that
scanpaths are more similar when students are given high-similarity examples. While for
shape there was also a significant effect of condition, the raw effect size was small.
Moreover, scanpaths were significantly different between the conditions, showing that
problem-example similarity influenced how students viewed the problem and the
example. (The two pairwise comparisons involving Simbetween were also significant,
but these are not as informative given the significant difference between Simfade in and
Simfade out).

Analysis 2. The second analysis focused on problem 9. By the time problem 9 was
encountered, participants had experienced the effect of assistance type (fade in vs. fade
out). Importantly, at problem 9, the corresponding example had the same similarity as
for problem 1, and so problem 1 served as a baseline. Descriptives are in Table 1.
Because we used problem 1 as the baseline, we ran the analysis on the similarity
difference scores (problem 9 – problem 1). The ANOVA reported significant results for
3 MultiMatch features: length, F(2, 627) = 4.8, p < 0.01, position, F(2, 627) = 10.8,
p < 0.01, and duration, F(2, 627) = 3.5, p = 0.03. Pairwise comparisons for each
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feature were significant (p < .01). For length and position, the difference in similarity
scores from problem 1 to problem 9 was significantly greater for the fade-out
group. This is reflected in the descriptives: for the fade-out group, the average simi-
larity score is bigger for problem 9 than problem 1 for these features, while for the fade-
in group, the average similarity score is virtually identical for problem 1 and problem 9.
The duration feature, however, demonstrated the opposite pattern with significantly
higher change in similarity scores for the fade-in group than the fade-out group.

To summarize, we found that (1) problem-example similarity affects scanpaths
(analysis 1); and type of assistance affects scanpaths (analysis 2). As far as analysis 1,
our results confirm prior work showing that difficulty reduces scanpath similarity [17].
The low similarity problem-example pair in the fade-in condition was more difficult
because it blocked copying of the example (an easy strategy) and so required problem
solving (a harder strategy). Analysis 2 examined how assistance influenced change in
scanpaths. When the problem-solving session started with low similarity problem-
example pairs (fade-in group), students were blocked from copying the example
solutions. The original analysis [16] found that students subsequently viewed the
problem more than the fade-out group. Thus, the fade-in group’s strategy corresponded
to attention to the problem - the present analysis suggests this strategy remained stable
over time for the length and position features (there was little difference in scanpaths
between problem 1 and 9 for these features). In contrast, for these features, the fade-out
group’s scanpaths changed over time (similarity higher at problem 9 than problem 1),
suggesting this group may have started out with one strategy (copying from the high
similarity examples they initially received) but revising this strategy when assistance
faded out.

Our results show effects for distinct MultiMatch features. Space constraints prevent
us from in-depth discussion, but we offer brief interpretations. For analysis 1, direction
was one of the informative features. Similarity should be low for this feature when
saccades are moving in opposite directions from each other in the target scanpaths. This
was occurring more in the fade-in group who had the low-similarity example, as the
similarity for direction was lower than the fade-out group who had the high-similarity
example. Thus, type of example influenced the direction of saccades. Additionally, we
speculate that length and position, significant for analysis 2, relate to the location of the
gaze. Since the fade-out group had reduced similarity for these features on problem 9

Table 1. Descriptives (mean, stDev) for MultiMatch features. For problems 1 and 9, assistance
was low for the fade-in group and high for the fade-out group.

Shape Direction Length Position Duration

Problem 1
fade in .9873 (.002) .7506 (.066) .9851 (.003) .9163 (.039) .6627 (.032)
fade out .9847 (.003) .7765 (.037) .9843 (.003) .9107 (.038) .6676 (.032)
Problem 9
fade in .9866 (.002) .7374 (.126) .9842 (.004) .9181 (.035) .6738 (.040)
fade out .9840 (.003) .7865 (.043) .9818 (.005) .8947 (.046) .6721 (.037)
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compared to problem 1, we can speculate they changed their strategy in terms of what
they looked at. The implication of our work is that scanpath analysis can identify
differences in visual attention for problem-solving tasks. However, more work is
needed to identify the benefits and limitations of a scanpath approach.
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Abstract. In this paper, we present the results of a case study con-
ducted to validate the effectiveness of our gamification analytics model
for teachers proposed in [20]. To conduct this case study, we developed
a tool to monitor and adapt gamification designs in gamified adaptive
educational systems. Employing this tool, the case study was conducted
in a real situation, and the findings suggest that the use of our model and
tool improves students’ engagement, learning outcomes, and motivation.

Keywords: Adaptive learning systems · Gamification · Gamification
analytics

1 Introduction

Gamification is pointed out as a valuable approach to improve students’ engage-
ment, motivation, and learning outcomes [1,2,6,13,15]. However, previous stud-
ies reported that using gamification in educational technologies does not always
assure the expected results’ achievement [5,8,14,18]. A promising solution to
maximise the gamification benefits is to monitor users’ behaviour in the gami-
fied environment and adapt its gamification design when the expected outcomes
are not achieved [9,10]. This approach is named gamification analytics and it
was defined by Heilbrunn, Herzig, and Schill [10] as “the data-driven processes
of monitoring and adapting gamification designs”.

Nevertheless, there is a lack of studies that apply the gamification analytics
approach in education, and, particularly, in the AIED field [3,9,21]. Therefore,
we propose a gamification analytics model for teachers to support them in the
process of monitoring the impact of gamification in gamified adaptive learning
systems, and adapt the gamification design when considered necessary. Based
on this model, a tool was developed, and a case study was conducted to investi-
gate the impact of the use by teachers of the model through the proposed tool
regarding students‘ engagement, learning, and motivation.
c© Springer Nature Switzerland AG 2020
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2 Gamification Analytics Model for Teachers
and GamAnalytics Tool

In the Gamification Analytics Model, teachers may define interaction goals they
expect their students achieve, and monitor, during the learning process, if the
interaction goals are being achieved through the visualisation of students’ inter-
action with the system’s learning resources and game elements. If the outcome is
not as expected, teachers may adapt the gamification design through the creation
of missions. GamAnalytics is a gamification analytics model-based tool, and
the design concepts implemented in the GamAnalytics tool were validated with
teachers with respect to their needs and opinions [20]. GamAnalytics tool is inte-
grated to a gamified adaptive educational environment, named Avance (https://
avance.eyeduc.com/). This tool includes a class’ dashboard and an individual stu-
dent’s dashboard. In the class’ dashboard, there are visualisations shown through
descriptive data and graphs for each topic of a course, such as number of students
registered in the course; the period expected for students to achieve the interac-
tion goals; the class’ progress over time in relation to interaction with learning
resources; the number and names of students that achieved or not the interac-
tion goals; the number and names of the students that interacted (with success
or not) with each learning resource; the number and names of the students that
are in each level of gamification. In the individual student’s dashboard, there are
more visualisations, such as student’ basic info; student’s gamification info such
as points, current level, and position in the ranking; student’s progress over time
in relation to interaction with learning resources; and student’s interaction with
each learning resource (see Fig. 1).

Fig. 1. GamAnalytics Tool: Class (a) and individual (b) students’ dashboards showing
the topic’s interaction goals, students’ interaction with resources, and game elements.

3 Method

A case study is conducted to explore the impact of the use by teachers of the
gamification analytics model through the GamAnalytics tool regarding students’
engagement, learning, and motivation. Ten undergraduate and graduate students

https://avance.eyeduc.com/
https://avance.eyeduc.com/
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of the Federal University of Alagoas enrolled in the “Gamification in Education”
course are considered in this case study. This study took place for four weeks,
which was the expected time for students to master the “Framework, models
and processes” and the “Gamiflow” topics.

To conduct the case study, the GamAnalytics tool integrated into the gam-
ified adaptive educational environment (Avance) was used. First, the teacher
defined the interaction goals that he expected students to achieve for the domain
of each topic (e.g., it was expected that students interact at least with 60% of the
resources of the “Gamiflow” topic in 3 weeks). After the teacher’s preparation,
students completed a demographic questionnaire, and answered the informed
consent form. Students also answered a pre-test, reviewed by the teacher, of the
two topics. Pre-tests were planned according to the levels of the revised Bloom
taxonomy [12] to be balanced with the post-tests.

Afterwards, students started using Avance, and the teacher could visualise
students’ data through the GamAnalytics tool. When the teacher realised that
the outcomes were not as expected, he assigned missions to groups or to a spe-
cific student through sending emails. In the email, teacher indicated the expected
period of time for the mission, reward, and the set of resources that students
should interact to achieve the sent mission. After that, he could visualise the
impact of the intervention through the GamAnalytics. For each topic, teachers
created 3 different missions depending on students’ interaction. At the end, stu-
dents answered the post-tests, the IMI (Intrinsic Motivation Inventory) [7,16,17]
and IMMS questionnaires (Instructional Materials Motivation Survey) [11,19] to
measure participants’ motivation – questionnaires validated in the Portuguese
language [4].

4 Results and Discussion

4.1 Effects on Engagement

To investigate students’ engagement, we measured the number of students’ inter-
action with each topic’s resources before and after the teacher’s intervention (cre-
ation of missions). The results (from Shapiro-Wilk test for normality) indicate
that the data concerning the two topics are not from a normal population (First
topic: W = 0.594, p-value = 0.000047; W = 0.618, p-value = 0.000091/Second
Topic: W = 0.432, p-value = 0.020; W = 0.432, p-value = 0.000058 – before and
after the intervention respectively). A non-parametric Wilcoxon signed-rank test
was performed to compare the number of students’ interaction before and after
the intervention. Concerning the first topic, the Wilcoxon signed-rank test indi-
cates a statistically significant difference (Z =−2.121, p-value = 0.034) between
the number of interactions before and after the teacher’s intervention. For the
second topic, the test’s results also indicated a statistically significant difference
(Z =−2.214, p-value = 0.027) between the number of interactions before and
after the intervention. Therefore, students increased significantly their interac-
tion with the resources of the two topics after the teacher’s intervention based on
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the monitoring of students’ information, suggesting that students have improved
their interaction with the system after teachers intervention.

4.2 Effects on Learning

The results of the pre- and pos-tests taken by students before and after the
domain of each topic learned were used to measure the impact on students’ learn-
ing. Results from a Shapiro-Wilk test show that the data may come from a nor-
mal distribution – First topic: W = 0.965, p-value = 0.843 (pre-test); W = 0.932,
p-value = 0.473 (post-test)/Second topic: W = 0.909, p-value = 0.271 (pre-test);
W = 0.916, p-value = 0.325 (post-test). A t-test was performed, which indicates
that there is a statistically significant difference between the scores of the first
topic (t(9) =−4.116, p-value = 0.003) and of the second topic (t(9) =−2.449,
p-value = 0.037). Therefore, our results might suggest that students have
improved their understanding on both topics of the “Gamification in Educa-
tion” course after interacting with resources sent by teachers through missions.

4.3 Effects on Motivation

At the end of each topic, the IMI and IMMS questionnaires were answered
by the participants (7-point Likert scale). The internal consistency of all IMI
and IMMS questionnaires’ subscales was greater than .70. Concerning the IMI
questionnaire, the mean overall intrinsic motivation score for the “Frameworks,
Models and Process” topic was 4.52. Concerning the second topic, the mean
overall intrinsic motivation score for the “Gamiflow” topic was 4.63. These results
may suggest that students were more intrinsically than extrinsically motivated
during the intervention in the two topics. Concerning the IMMS questionnaire,
in the first topic, note that the mean overall motivation level score was 5.19.
Whereas, in the second topic, the mean overall motivation level score during
the teaching was 4.95. In summary, our results might suggest that the students
were motivated (intrinsically and extrinsically) during the intervention in the
“Frameworks, Models and Process” and “Gamiflow” topics.

5 Conclusion

In this work, we conducted a case study to validate the impact of a gamifica-
tion analytics model for teachers to monitor and adapt gamification design for
students during the learning process. Our results might suggest that a gamifica-
tion analytics tools based on this model impacts positively on students’ learning,
engagement, and motivation – which are of utmost importance since it also shows
that teachers may be active users of gamified adaptive learning systems with
the aid of gamification learning analytics. As teachers may monitor and adapt
gamification design according to how students or groups of students interact
with an adaptive system, teachers could be more effective to make opportunistic
pedagogical decisions (informed by gamification analytics) that may lead to an
increase in learning, engagement, and motivation of the students.
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Abstract. Social robots have been shown to be effective educational
tools. Rapport, or interpersonal closeness, can lead to better human-
robot interactions and positive learning outcomes. Prior research has
investigated the effects of social robots on student rapport and learning in
a single session, but little is known about how individuals build rapport
with a robot over multiple sessions. We reported on a case study in
which 7 middle school students explained mathematics concepts to an
intelligent teachable robot named Emma for five sessions. We modeled
learners’ rapport-building linguistic strategies to understand whether the
ways middle school students build rapport with the robot over time follow
the same trends as human conversation, and how individual differences
might mediate the rapport between human and robot.

Keywords: Human-robot interaction · Multiple sessions interaction ·
Rapport · Case study · Long-term hri

1 Introduction

Intelligent social robots have been shown to have positive effects on learning and
motivational outcomes [5,12,15] in part because of the socio-emotional support
they provide [9,11,12]. One mechanism that may contribute to these positive
effects is the rapport, or feeling of connection, that social robots engender with
their human collaborators. However, over time, the nature of the relationship
between the human and robot might shift (as human-human relationships do),
and the importance of rapport may change [19]. Most research on human-robot
rapport has been done in single-session studies [9,13,14], and has rarely investi-
gated how learners develop and maintain rapport with a robot. Understanding
how children build and maintain relationships during multiple encounters would
help maintain engagement and personalize long-term learning experiences.

A widely-accepted human-human rapport framework comes from Tickle-
Degnen and Rosenthal’s three-factor theory [19], which includes mutual atten-
tion, positivity, and coordination. People start building rapport by expressing
c© Springer Nature Switzerland AG 2020
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mutual attentiveness and interests towards one another. High positivity plays a
role in generating a feeling of mutual friendliness and warmth, but in the ini-
tial stage of an interaction, there may be less coordination (interlocutors are
“in sync” with one another). Over the long term, positivity decreases, coordina-
tion increases, and mutual attentiveness remains stable. It’s not clear that the
same phenomena can be observed in human-robot settings. Thus, our study aims
to understand how students verbally build and maintain rapport with a robot
in multiple sessions. We conducted an exploratory analysis of 7 middle school
students interacting with a social teachable robot over 5 sessions. Our research
question was: How do students differ from each other and differ from early to late
interaction stages in the way that they build rapport with a teachable robot?

2 Multi-session Study

For this study, a Nao robot named Emma was taught by middle school students
how to solve mathematics problems utilizing spoken language [10]. Students
sat at a desk with a Surface Pro tablet in front of them. Emma stood on the
desk to the right of the participant. Table 1 is an example of exchange between
Emma and a learner on a ratio and proportions problem. More details on the
system design can be found in [10]. Over multiple sessions, Emma mimicked
the [19]’s model of rapport as follows. To implement coordination, we utilized an
acoustic-prosodic entrainment module [9], which transforms Emma’s utterances
to converge to the user’s pitch. Entrainment increased over the five sessions.
Emma exhibited higher positivity in the initial sessions by exhibiting greater
politeness and enthusiastic language (e.g., “Great! Thank you for teaching me”)
than in later sessions. We operationalized attention as gaze behavior, and did
not change Emma’s default gaze behavior throughout the sessions.

Table 1. Example dialogue between Emma and a learner, coded with conversational
strategies.

Emma: Interesting. Why do you think we[inclusive] do that?

Learner: Because it’s going to be equivalent[responsive]...so that means two times
two equals[ask question]?

Emma: Sweet. I think I get it. we[inclusive] multiply two times two, so then is
four the answer?

Learner: Yes, Emma[name]. That’s correct.

Participants were 7 middle-school students (4 females, 3 males). The mean
age was 12.7. Each participant interacted with Emma for five 30-min sessions
over several weeks. We grouped session 1, 2 and 3 as early interaction stages,
and sessions 4 and 5 as late stages. Participants solved 4–6 problems dur-
ing each study session, resulting in 186 independent problems in the corpus.
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Each problem contains 10.06 user utterances on average. Two coders manually
coded conversational strategies indicating behavioral rapport in each utterance
in the human-robot tutoring dialogue (Cohen’s kappa of all codes was higher than
0.8). The strategies consisted of off-topic chat, inclusive pronouns (e.g., use of
“we” vs “I”), use of Emma’s name, praise, apology, refer to past experience, ask a
question, respond to Emma’s prompt, and adherence to social norms, drawn from
both human-human and human-robot rapport studies [1,3,7,8,17,20]. Example
of codes can be found in Table 1. To supplement our manual codes, we incorpo-
rated automatic linguistic feature detection using the 2015 LIWC [16] summary
language variables (analytical thinking, clout, authenticity, and emotional tone).

Fig. 1. Rapport factors (with standard errors) across 5 sessions separate by all seven
participants. Each factor score across all participant problems has zero mean and unit
standard deviation.

We used an Independent Component Analysis (ICA) to map strategies to
three rapport factors, revealing how particular behaviors are used as ways of
expressing and managing the underlying rapport-building constructs with the
robot [2,4]. Linguistic strategies that strongly loaded on factor 1 were inclusive
language, name usage, apology, and clout, and we interpret the factor as atten-
tiveness. Name usage, praise, authenticity and emotional tone were loaded in
factor 2, and we interpret this as positivity. Markers of off-task coordination
load strongly positively on factor 3 (chat and adhere norm), while markers
of on-task coordination load strongly negatively (responsiveness and ask ques-
tion). Nevertheless, we do interpret this factor to represent coordination, with
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on-task and off-task coordination interestingly being negatively related. Finally,
the ask question and refer to past experience loaded evenly amongst all factors.

Our next step was to understand how rapport varies from early stage to
late stage of interaction. From our ICA model, we computed the source matrix
for the 3 extracted rapport components for each 186 participant-problem pair,
and aggregated the mean rapport score across all problems in each interaction
stage. The results are represented in Fig. 1. We can observe that attentiveness
went up across the majority of participants. Positivity appeared to vary from
participant to participant, with some individuals who started from a high score
seeing dramatic increases (p2 and p9). Coordination decreased in four out of
seven learners with large variations (e.g., p5). It is worthy to note that, a decrease
in coordination score meant more on-task behaviors, and thus coordination was
the only factor to align with human-human rapport theory.

Based on learners’ rapport trends and their degree of variation, we clustered
them into groups. The flat cluster including p1, p3, p6 and p7 tended to adopt
one favorable strategy at the beginning of interaction and stick with it over the
course of the sessions. These users did not sense their interaction mode changes
over time (“At first I already feel how I was with Emma, I just kept that going
with the routine.” -p6). P2 and p9 were grouped as an increasing cluster and
p5 as a single decreasing case. These users had not interacted with a robot
or AI system before but had different expectations and perceptions towards
Emma. For example, p2 believed Emma is more friendly than robots he saw in
movies. Over the sessions, p2 praised Emma more (frequency from 2% to 8%)
and his apologizing behavior disappeared. Similarly, p9 stopped asking questions
in later sessions. The disappearance of social strategies means the student started
to adhere to a “personal norm” (non-apology, no questions) rather than socio-
cultural norms [18]. This is a sign that the relationship between “increasing”
participants and Emma had moved to more friend-like [20] dyads. On the other
hand p5, the decreasing case, had a low expectation of Emma’s intelligence and
socialness (“She’s a robot...I don’t think she would have background information
or whatever.”).

It is important to note that participants’ behaviors from session to session are
not only due to their rapport states, but also to contextual factors such as energy
or mood. For example, in session 3, p6 seldom offered further elaboration except
for saying “Yes”, seeming bored with the problems or upset on that study day. In
session 5, he was very engaged in the task, and was more wordy and responsive
(“Yes, but we also can convert it into a decimal, which is 0.125.”).

3 Discussion

Our goal was to investigate how middle school learners manage rapport with
robots over multiple tutoring sessions. We demonstrated that rapport changes
from early to late interaction stages in human-robot tutoring did not follow the
same trends as human rapport theory [19]. The variation between individuals on
positivity and the increase of attentiveness over time suggested that users may
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be shifting how they express rapport as their expectations of Emma change. This
corresponded to the contrast between users with flat rapport trends, who tended
to stick with the same linguistic strategies, and users with either increasing or
decreasing rapport trends, who articulated evolving perceptions towards Emma.
Given the cross-session variability of individuals and that the majority of rapport
studies’ focus on an “instant” rapport [6], it is critical to conduct multiple session
studies to understand more about human-robot rapport dynamics. This work is
a first step towards personalizing rapport-based learning experiences over long-
term human robot interactions.
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Abstract. Knowledge tracing is a fundamental task in the computer-
aid educational system. In this paper, we propose a hierarchical exercise
feature enhanced knowledge tracing framework, which could enhance the
ability of knowledge tracing by incorporating knowledge distribution,
semantic features, and difficulty features from exercise text. Extensive
experiments show the high performance of our framework.

Keywords: Knowledge tracing · Intelligent education · Deep learning

1 Introduction

Knowledge tracing is an essential and classical problem in intelligent education
systems. By tracing the knowledge transition process, we could recommend spe-
cific educational items to a student based on one’s weak knowledge. Existing
methods try to solve knowledge tracing problems from both educational psy-
chology and data mining perspectives, such as Item Response Theory (IRT) [7],
Bayesian Knowledge Tracing (BKT) [1], Performance Factors Analysis (PFA)
framework [9] and Deep knowledge tracing (DKT) [10]. Those models have been
proved effective but still have limitations. They do not systematically consider
the impact of different attributes of the exercises itself on the knowledge tracing
problem. Exercise Enhanced Knowledge Tracing (EKT) [5] is the first method to
take exercise text and attention mechanism into consideration. However, EKT
extracts features of text by feeding the text of exercise directly into a neural
network, which fails to extract hierarchical features from exercise (Fig. 1).

Fig. 1. The illustration of hierarchical features of exercise
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Fig. 2. Exercise hierarchical feature enhanced framework.

2 Exercise Hierarchical Feature Enhanced Framework

Framework Overview. Knowledge tracing task can be summarized as: In
an online educational system, suppose we have M students and E exercises
in total. Given any learners’ exercise record E = {(q1, r1), (q2, r2) . . . (qm, rm)},
predict one’s performance on qt+1. Here (qt, rt) represents that a learner practices
question qt and answers rt at step t. The entire structure of the framework is
shown in Fig. 2. In order to dig deeper into the information in the exercise text,
first we utilize Bert [2] to generate embedding vector vb. Then we feed them into
three systems to generate knowledge distribution vt ∈ RK , semantic features st
and question difficulty dt separately. Let ϕ(st) be the one-hot encoding of the
semantic cluster where the question belongs at time t. Finally, we concatenate
vt, ϕ(st), dt, and rt as xt and feed xt into a sequence model.

Subsystems Introduction. Two text classification systems, named KDES and
DFES, are designed to predict the knowledge distribution and difficulty of the
exercise respectively. The semantic feature extractor system (SFES) could be
considered as an unsuperviesed clusering problems. The input of those systems
is the Bert encoding of the exercise text. The knowledge labeled by teacher and
the correct rate of a question [4] serve as ground truth and are predicted using
TextCNN [8] in KDES and DFES systems. In KDES system, we use softmax
results classified in the trained model to represent the knowledge distribution
of an exercise. In DFES systems, we use neural networks to predict difficulty
in order to solve the cold start problem. In SFES systems, we cluster the input
using a Hierarchical Clustering method by calculating the cos distance between
different semantic vectors [6].

ht, ct = LSTM(xt, ht−1, ct−1; θt) (1)

yt = σ(Wyh · ht + by) (2)

loss = −
∑

t

(rt+1 ∗ log(yT
i · ϕ(st+1)) + (1 − rt+1) ∗ log(1 − yT

i · ϕ(st+1))) (3)
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Modeling Process. In the propagation stage, as shown in Eq. 1, we process xt

and the previous learner’s hidden state ht−1 and then use RNN network to get
current learner’s hidden state ht. Here we use LSTM as a variant of RNN since
it can better preserve long-term dependency in the exercise sequence [3]. Finally,
we use ht to predict yt which contains information about students’ mastery of
each semantic feature. Additionally, the dimension of yt is same as the total
number of different semantic clustering in DFES system. The θt,Wyh, by in the
equation are the parameters of models. The goal of training is to minimize the
negative log likelihood of the observed sequence of student response logs (shown
in Eq. 3).

3 Experiment

3.1 Experimental Setting

Since there is no open dataset which could provide exercising records with text
information. We derive an experimental dataset containing 132,179 students and
91,449,914 answer records from a large real-world online education system: aix-
uexi.com.

The baselines of the experiments are as following: BKT, which is based on
Bayesian inference; DKT, which uses recurrent neural networks to model student
learning; EKTA, which incoporate exercise text features and attention mecha-
nism into the recurrent neural networks; EHFKT K/S/D, a simplified version of
EHFKT, which only contains KDES/SFES/DFES system. The input of EHFKT
series is the concatenation of problem encoding and the ouput of each system;
EHFKT T, which contains all subsystems. It diagnoses the transition of mas-
tery of knowledge, while EHFKT diagnoses transition of the mastery of semantic
features.

3.2 Experimental Results

Hierarchical Clustering Result. The SFES system uses Bert and Hierar-
chical Clustering to obtain semantic features of questions. Figure 3 shows the
visualization of the clustering results of 11410 questions. The y-axis corresponds
to the classification threshold and x-axis corresponds to each exercise. Table 1
implies the result of clustering when the number of clustering λs is 912.

Table 1. The result of clustering

Id Question content Knowledge Cluster

Q35 Calculate factorization of
9a2 (2x− 3y) + 4b2 (3y − 2x)

Factorization SF3

Q37 Calculate
(
2a3 + a2

) ÷ a2, which of the following is
true?

Factorization SF3

Q38 If
(
x2 + y2 + 2

) (
x2 + y2 − 2

)
= 0, calculate x2 + y2 Factorization SF4

Q36 Given two points on y = −mx2 + 2x, calculate m Factorization SF5



Exercise Hierarchical Feature Enhanced Knowledge Tracing 327

Fig. 3. Hierarchical clustering result Fig. 4. AUC of EHFKT series

EHFKT Result. In this part, our experiment divides the dataset into a train-
ing set with 105,744 learners’ logs and a test dataset with 26,435 learners’ logs.
Figure 4 shows the transition of AUC during the training process. Table 2 shows
the overall comparing results in this task. The results indicate that EHFKT per-
forms better than other baseline models. Thus, we could draw several conclusions
from the result: In the knowledge tracing task, adding hierarchical features can
better represent questions; Besides, tracing the mastery of semantic clusterings
can predict students’ performance more precisely. The reason is that the exer-
cises contained in the same clusters have similar knowledge distribution, diffi-
culty, and semantics; This result also demonstrates the instability of the tracing
of knowledge mastery since the difficulty of an exercise is unpredictable.

Table 2. Evaluation metrics of different deep learning methods

Model AUC Model AUC

BKT 0.6325 ± 0.0011 DKT 0.8324 ± 0.0031

EKTA 0.8384 ± 0.0036 EHFKT S 0.8407 ± 0.0016

EHFKT K 0.8371 ± 0.0022 EHFKT D 0.8382 ± 0.0035

EHFKT T 0.8445 ± 0.0025 EHFKT 0.8505± 0.0021

4 Conclusions

In this article, we propose a novel knowledge tracing framework which could
extract the knowledge distribution, semantic features and difficulty from the
exercise. Besides, We introduce the diagnosis of semantic features of questions
into knowledge tracing, which leads to more accurate performance prediction.
Although the meaning of these semantic clusters is beyond people’s understand-
ing, in the future we will try extracting the meaning of the exercises in the same
cluster by text sumarization technique to make the data-driven clusters result
more understandable to human.
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Abstract. This paper explores how early grade school students’ math perfor-
mance relates to human ratings of students’ affect, identity, and social awareness
based on the content of messages to an online tutoring system avatar. There is an
expanding body of research which investigates connections between these
features and success in mathematics. This study used principle component
analysis to identify four components related to motivational constructs. These
components were examined using correlations with mathematics performance at
three difficulty levels. Data from 572 students were examined, with results
indicating little to no links between human judgments of motivational constructs
and math performance. These findings have implications for how motivational
constructs in math are evaluated and how they can predict mathematics
performance.

Keywords: Intelligent tutoring � Principle component analysis � Motivational
constructs

1 Introduction

Recent research into math education has put emphasis on the effect of non-cognitive
factors on math performance, such as math self-concept and motivation [1–3]. Intel-
ligent tutoring systems provide an environment for self-paced learning and growth, and
opportunities for interaction which contribute to development [4, 5]. In these online
environments, positive sentiment towards the course is associated with positive course
outcomes. Wen, Yang, and Rosé [6] examined sentiment analysis of postings in an
online course, finding that latent affect features of positive impressions of the course
were inversely proportional to course dropout rate. Slater et al. [4] found that students’
self-perceptions of the value of math, their math self-concept, and interest in math each
correlated with math performance. Crossley et al. [7] similarly found associations with
math self-concept and math performance, also incorporating telemetric (click-stream)
data from an online tutoring system as predictive of math identity. Missing from
previous research is whether math performance is related to human judgments of math
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students’ affect and identity. As students’ use of online and intelligent interactive
tutoring tools grows, it is useful to know if these constructs can be seen in student
language and if these constructs are related to success. The current study thus asks the
following questions: 1) Can human ratings of students’ affect, identity, and social
awareness be grouped into component macro-features related to motivational con-
structs? And 2) if such macro-features are discernible, do they relate to math
performance?

2 Method

2.1 Data

Data were collected from Reasoning Mind Foundations by Imagine Learning, a
blended learning platform for students in elementary grades. Students use this platform
for self-paced engagement with math. Teachers use system data to monitor student
performance and growth. Students can send emails to the Genie, a pedagogical agent
who provides math help and encouragement. Messages sent to the Genie are responded
to by employees of Reasoning Mind who maintain a consistent Genie persona. A more
thorough description of the system is given in Khachatryan et al. [8]. The language
sample for the analyses in this study come from the messages sent to the Genie tutor.
These messages were aggregated into a single file for each student, allowing investi-
gation of the content in individuals’ messages, even when the average message by a
given individual was short. Overall, the data in this study came from a sample of 572
elementary school students who used the Reasoning Mind platform between August
2016 and June 2017. Students attempted A-level (easiest), B-level (mid-level), and C-
level (most difficult) math problems and wrote at least 50 words worth of combined
messages to the Genie tutor. On average, students wrote 16 words per message. Stu-
dents math performance scores are students’ average performances on the A-, B-, and
C-level problems. Data from this study are available upon request from the third and
fifth author.

2.2 Human Ratings of Motivational Constructs

All aggregated message files were rated for evidence of students’ motivational con-
structs in mathematics by two human raters. Students’ messages were rated for fourteen
different constructs, each on a scale from 1 to 5. These included affective features
(Delight, Curiosity, Dejection, Engaged Concentration, Confusion, Frustration, Con-
tempt), math identity features (Math Class Interest, Math Domain Interest, Math Self-
Concept, And Non-Math Self-Concept), and social awareness features (Responsibility,
Success, Cooperation). The two human raters were undergraduate students at a large
university in the American South. The raters were trained and normed on similar
tutoring messages from a previous data set. There ratings were analyzed for intra-rater
reliability using Multi-faceted Rasch Analysis [9]. Intra-rater reliability was satisfac-
tory, with each rater exhibiting an infit of between .5 and 1.5 on each construct,
indicating a satisfactory level of model fit and predictability without being invariant in
their ratings.
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2.3 Analysis

To answer the first research question, we performed dimensionality reduction using
Principle Component Analysis (PCA), a statistical procedure which combines variables
that are highly correlated into a smaller set of derived components. For inclusion into a
component, a cut-off for the eigenvalues of k > .30 was set, so only salient indices
would be included in components. Each index was only included in the component in
which it loaded highest. We calculated weighted component scores by multiplying each
index by its respective eigenvalue in the component reported by the PCA. The results
of the PCAs are discussed further in the Results section. To answer the second research
question, the components resulting from the PCA were compared to math performance
scores using Spearman’s Rho correlations.

3 Results

3.1 Principal Component Analysis

The PCA was performed on the 13 variables from the raters’ judgments of motivational
constructs. The Kaiser–Meyer–Olkin test indicated that measuring of sampling ade-
quacy (MSA) was sufficient at MSA = .74. Ten of the variables were retained in the
analysis and reduced to four components with eigenvalues at or above 1.0. These four
components accounted for 56.58% of the variance in human ratings of motivational
constructs. These components were manually named based on indicator variables and
are listed in Table 1. The component “Mood” relates to presence of features related to
delight in math and the absence of features related to frustration with math. The
component “Outcomes” related to the absence of a successful outlook regarding math
and the presence of an outlook on math related to engaged concentration, cooperation,
and confusion; all concepts related to success-in-the-making. The component “Atti-
tude” relates to absence of contempt for math, and presence of interest in math class.
Finally, the component “Declarativity” relates to general interest in the math domain
and absence of curiosity.

3.2 Correlations Between Motivational Constructs Ratings
and Performance

Correlations between components of motivational constructs with math performance
are presented in Table 2. Spearman’s Rho was used as a test statistic because the data
were not normally distributed. A conservative alpha value was set at .002 using
Bonferroni Correction for multiple comparisons. Each of the three math performance
scores at different difficulties were pairwise correlated with q > .450 (p < .002). Only
two of the motivational components were pairwise correlated. Mood, which involved
students’ expression of either frustration or delight, correlated strongly with Attitude
(q = .478, p < .002), which similarly involved students’ expression of either contempt
or interest in the math class. None of the components of motivational constructs were
significantly correlated with math performance at any of the three levels.
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4 Discussion

This paper described efforts to relate elementary level students’ math performance to
human ratings of affect, identity, and social awareness in their messages to a tutor. We
successfully derived four components related to motivational constructs. Overall, there
were no significant relationships between human judgments of motivational constructs
in messages to an online tutoring avatar and math performance at three different level.
This finding is in contrast with previous studies which have found more meaningful
connections between motivational constructs and math performance [1, 3–5, 7].
However, this only implies that the effect on math performance of externally evaluated
motivational constructs found in student writing may be mitigated by other factors
which we could not measure, such as prior knowledge and tutoring environment

Table 1. Components from the PCA on human judgments of motivational constructs

Component name and included variables Percent of
variance

Cumulative
variance

Eigen loading
for indices

1. Mood 25.25 25.25
a. Frustration (−) (affect) −.369
b. Delight (+) (affect) .344

2. Outcomes 13.72 39.17
a. Success (−) (social) −.411
b. Engaged concentration (+) (affect) .319
c. Confusion (+) (affect) .477
d. Cooperation (+) (social) .376

3. Attitudes 9.67 48.83
a. Contempt (−) (affect) −.457
b. Math Class Interest (+) (identity) .354

4. Declarativity 7.74 56.58
a. Math Domain Interest (+) (identity) .706
b. Curiosity (−) (affect) −.567

Table 2. Correlations between motivational construct components and math performance.

A-level+ B-level+ C-level+ Mood Outcomes Attitude

B-level+ 0.599*
C-level+ 0.456* 0.487*
Mood −0.006 −0.004 −0.001
Outcomes 0.001 −0.049 −0.004 −0.071
Attitude 0.010 0.016 0.036 0.478* 0.027
Declarativity −0.038 −0.005 −0.111 −0.026 −0.052 0.075

* Significant at p < .002, + Level of difficulty of performance

332 R. Tywoniw et al.



features such as the content of tutor responses. These factors could be the subject of
future studies. Considering the informal nature of the writing rated in this study, finer-
grained metrics of affective- and identity-related features in language and telemetric
data, to predict math achievement may also be effective.
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Abstract. Automated short-answer grading (ASAG) methods using
deep neural networks (DNN) have achieved state-of-the-art accuracy.
However, further improvement is required for high-stakes and large-scale
examinations because even a small scoring error will affect many test-
takers. To improve scoring accuracy, we propose a new ASAG method
that combines a conventional DNN-ASAG model and an item response
theory (IRT) model. Our method uses an IRT model to estimate the
test-taker’s ability from his/her true-false responses to objective ques-
tions that are offered with a target short-answer question in the same
test. Then, the target short-answer score is predicted by jointly using
the ability value and a distributed short-answer representation, which is
obtained from an intermediate layer of a DNN-ASAG model.

Keywords: Deep neural networks · Item response theory · Automated
short answer grading

1 Introduction

Short-answer questions are widely used to evaluate the higher abilities of test-
takers, such as logical thinking and expressive ability. World-wide large-scale
tests, such as the Test of English as a Foreign Language and the Graduate
Management Admission Test, incorporate short-answer questions. However, the
introduction of this type of question to these large-scale tests has prompted
concerns related to scoring accuracy, time complexity, and monetary cost. Auto-
mated short-answer grading (ASAG) methods have attracted much attention as
a way to alleviate these concerns [1,2].

Conventional ASAG methods have relied on manually tuned features, which
are laborious to develop [3,10–12]. However, many deep neural network (DNN)
methods, which obviate the need for feature engineering, have been pro-
posed [5,7–9,13]. DNN methods automatically extract effective features for score
prediction using a dataset of graded short answers, and have achieved state-of-
the-art scoring accuracy [5,7–9,13]. However, further improvement of the accu-
racy of these methods is required, especially for high-stakes and large-scale exam-
inations because even a slight scoring error will have a large effect on many
test-takers.
c© Springer Nature Switzerland AG 2020
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Fig. 1. Architecture of the proposed method.

To improve scoring accuracy, we propose a new ASAG method that combines
a conventional DNN model and an item response theory (IRT) model [6]. We
focus on short-answer questions given as a part of a test including objective
questions. Because a test measures a particular ability, we can assume that
short-answer questions and objective questions on the same test measure similar
abilities. Thus, estimating the test-takers’ ability from the objective questions
should be useful for short-answer grading. Based on this assumption, our method
incorporates the test-taker’s ability, which is estimated using an IRT model from
his/her true-false responses for objective questions, into a DNN-ASAG model.
Our method is formulated as a DNN framework that predicts a target short-
answer score by jointly using the IRT-based ability estimate and a distributed
representation of the short-answer text as obtained from an intermediate layer of
a DNN-ASAG model. Although the proposed method is suitable for any DNN-
ASAG model, we implement it with the most standard long short-term memory
(LSTM) ASAG model [9]. The effectiveness of our model is evaluated by using
data from an actual experiment. To our knowledge, this is a new approach that
focuses on using responses to objective questions to grade short answers.

2 Proposed Method

The architecture of the proposed method is shown in Fig. 1. The method trans-
forms the word sequence in a given short answer to a fixed-length hidden vector
M through a lookup table layer, a LSTM layer, and a temporal mean layer, as
in the conventional LSTM ASAG model [9]. Here, the lookup table layer trans-
forms each word in a given short answer to a word embedding representation, the
LSTM layer transforms the embedded word sequence to a sequence of hidden
vectors that capture the long-distance dependencies of the words at each time
step, and the temporal mean layer averages the outputs of the LSTM layer to
produce a fixed-length hidden vector M , which can be regarded as a distributed
representation of a given short-answer text.
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The concatenation block, a newly added component in this method, concate-
nates the distributed text representation M and an IRT-based test-taker’s abil-
ity θ which is estimated from his/her true-false responses to objective questions
offered together with the short-answer question during the same examination. We
use the two-parameter logistic IRT model that defines the probability of a test-
taker answering correctly for objective question i as (1 + exp [−αi(θ − βi)])

−1,
where θ is the test-taker’s ability, and αi and βi are discrimination and difficulty
parameters of question i.

The fully connected (dense) layer projects the concatenated vector M ′ =
[M , θ] to a lower-dimensional hidden vector using a fully connected feedforward
neural network. This layer is also newly added in this study to capture the
non-linear relation between the test-takers’ abilities and short-answer scores.

Finally, the linear layer projects the output of the fully connected layer to
a scalar value in the range [0, 1] by using the sigmoid function σ(WM ′ + b),
where W is the weight matrix and b is the bias.

The model training is conducted by back-propagation with the mean squared
error loss function using the training dataset, in which the scores are normalized
to the [0, 1] scale. During the prediction phase, the predicted scores are rescaled
to the original score range. For the IRT parameter estimation, we use a Markov
chain Monte Carlo algorithm [14,15].

3 Experiments

This section demonstrates the effectiveness of the proposed method by using
real data. For this experiment, we used response data from a Japanese reading
comprehension test developed by Benesse Educational Research and Develop-
ment Institute, Japan. This dataset comprises responses given by 511 test-takers
(Japanese university students) to three short-answer questions and true-false
responses for 44 objective questions. Scores for the short answers were provided
by expert raters using three rating categories for two evaluation viewpoints. The
total score of the two evaluation viewpoints was also given.

Using the data, we conducted five-fold cross validation to evaluate the Pear-
son’s correlation between the true scores and predicted scores for each evaluation
viewpoint and the total score. For model training, the dimensions of the word
embedding, the LSTM layer, and the fully connected layer were set to 50, 300,
and 50, respectively. The mini-batch size and maximum epochs were 32 and 50,
respectively. The dropout probabilities for the lookup table layer and the tempo-
ral mean layer were 0.5. The recurrent dropout probability for the LSTM layer
was set to 0.1. This experiment was conducted for the proposed method and
the conventional method. Furthermore, to evaluate effectiveness of the fully con-
nected (dense) layer, we also conducted the experiment for the proposed method
without the dense layer and the conventional method with the dense layer.

Table 1 shows the results. The Score 1 and Score 2 columns indicate the
results for the two evaluation viewpoints in each question; the Total column
indicates the results for the sum of the two viewpoints’ scores; and the Avg.
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Table 1. Experimental results

Question 1 Question 2 Question 3 Avg.

Score 1 Score 2 Total Score 1 Score 2 Total Score 1 Score 2 Total

Conventional
with dense

0.561
0.568

0.875
0.882

0.604
0.612

0.910
0.909

0.868
0.874

0.815
0.823

0.719
0.715

0.737
0.758

0.694
0.713

0.754
0.762

Proposed
w/o dense

0.576
0.573

0.887
0.873

0.621
0.597

0.912
0.911

0.876
0.865

0.828
0.810

0.710
0.719

0.743
0.733

0.708
0.673

0.762*
0.751

column shows the averaged performance for each method. * indicates that the
averaged performance of the method is higher than that of the conventional
method at the 1% significance level by the paired t-test.

The table shows that the proposed method has better performance than
the conventional method in almost all cases, and the averaged performance of
the proposed method is also significantly higher. These results suggest that the
proposed method is effective in improving the scoring accuracy. The table also
shows that the performance tends to decrease when the dense layer is omitted
from the proposed method. Moreover, when the dense layer is added to the con-
ventional method, the performance tends to increase. These results suggest that
the incorporation of the fully connected dense layer improves the accuracy. Com-
paring the proposed method and the conventional method with the dense layer
shows that the proposed method provides higher performance in all cases except
for Question 3, validating the effectiveness of incorporating the IRT-based abil-
ity. The drop in performance for Question 3 might be caused by disagreement
between the distribution of IRT ability and that of the observed score. We con-
firmed that Question 3 has a strongly skewed score distribution in which the
highest score category is overused, whereas the IRT ability follows a normal dis-
tribution [4]. Note that test items with strongly skewed score distributions are
generally inappropriate because they do not distinguish the ability of test-takers
well. Thus, we conclude that incorporating ability values improves the scoring
accuracy when target short-answer questions measure ability well.

4 Conclusion

This study proposed a new DNN-ASAG method that integrates the ability of
test-takers estimated from true-false responses for objective questions using IRT.
An experiment using real data suggested that incorporating ability improves
scoring accuracy when a target short-answer question can measure ability well.
In future work, we plan to examine the behavior of the proposed method in more
detail by applying it to various datasets. We will also examine the potential for
scoring bias that might arise from the use of true-false responses.
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Abstract. Online one-on-one class is created for highly interactive and
immersive learning experience. It demands a large number of qualified
online instructors. In this work, we develop six dialogic instructions and
help teachers achieve the benefits of one-on-one learning paradigm. More-
over, we utilize neural language models, i.e., long short-term memory
(LSTM), to detect above six instructions automatically. Experiments
demonstrate that the LSTM approach achieves AUC scores from 0.840
to 0.979 among all six types of instructions on our real-world educational
dataset.

Keywords: Dialogic instruction · One-on-one class · K-12 education ·
Online education

1 Introduction

With the recent development of technology such as digital video processing and
live streaming, various forms of online classes emerge [4]. Because of the better
accessibility and live learning experience, one-on-one class stands out where stu-
dents are able to not only study materials at their only own pace, but have oppor-
tunities to frequently interact with their teachers facially and vocally [3,13,15].
Online one-on-one class has demonstrated its personalized education experience
as supplements to the traditional training from public schools [14].

In spite of the above benefits, online one-on-one classes pose numerous chal-
lenges on instructors. On one hand, the instructor qualifications are significantly
different from those in public schools. Public school teachers focus on making sure
that the majority students are on track and pass their qualification examinations.
While one-on-one instructors need to pay detailed attentions to every single stu-
dent and adjust their teaching paces, styles, or even contents accordingly. Fur-
thermore, students enroll in one-on-one courses for high-frequency interactions.
This requires the teachers to encourage and lead students’ active participations.
On the other hand, a large portion of one-on-one participants are academically
low-ranking K-12 students. Most of them are eager to study but don’t know how
to learn. The one-on-one instructors are responsible to help them build effective
study habits. Therefore, in order to scale the qualified supply of one-on-one
instructors and provide more effective and personalized education to the general
c© Springer Nature Switzerland AG 2020
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K-12 students, we develop six in-class dialogic instructions for one-on-one class
teachers. Moreover, we build an end-to-end system to automatically detect and
analyze the proposed pedagogical instructions.

2 Related Work

Many existing methods have been developed to analyze classroom dialogic
instructions. Wang et al. identify teacher lecturing, class discussion and student
group work in the traditional classroom by asking teachers to wear the LENA
system [8] during the class [22]. Donnelly et al. identify occurrences of some
key instructional segments, such as Question & Answer, Supervised Seatwork,
etc., by using Naive Bayes models [5]. Owens et al. develop Decibel Analysis
for Research in Teaching, i.e., DART, to analyzes the volume and variance of
classroom recordings to predict the quantity of time spend on single voice (e.g.,
lecture), multiple voice (e.g., pair discussion), and no voice (e.g., clicker question
thinking) activities [17].

Our work is distinguished from existing research studies because (1) we focus
on the K-12 online one-on-one domain and propose six pedagogical instructions
explicitly designed for it; (2) our dialogic instruction detection approach is an
end-to-end solution that doesn’t require any human intervention or any addi-
tional recording device.

3 Our Approach

3.1 Dialogic Instructions

By analyzing thousands of online one-on-one class videos and surveying hun-
dreds of instructors, students, parents and educators, we categorize six dialogic
instructions for K-12 online one-on-one classes as follows:

– greeting: Greeting instructions help teachers manage their teaching proce-
dures before the class, such as greeting students, testing teaching equipments.
Examples: “How are you doing?”, “Can you hear me?”, etc.

– guidance: Guidance instructions ask teachers to interact with students when
lecturing on a particular knowledge point or a factual answer. Examples: “Do
you know the reason?”, “Let’s see how we can get there?”, etc.

– note-taking: Note-taking instructions require teachers to help students learn
how to take notes and assist them to build effective learning habits. Examples:
“Highlight this paragraph.”, “Please copy this part”, etc.

– commending: Commending instructions ask teachers to encourage students
and build their confidence. Examples: “Good job.”, “Well done.”, etc.

– repeating: Repeating instructions remind teachers to let students retell the
content by themselves, which enhances their understandings. Examples:
“Could you please explain that to me?”, “Can you rephrase that?”, etc.

– summarization: Summarization instructions ask teachers to summarize teach-
ing contents and materials at the end of the each class and conclude the main
takeaways. Examples: “Let’s review the key points”, “Let’s wrap up.”, etc.
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3.2 The Dialogic Instruction Detection Approach

The end-to-end dialogic detection pipeline takes class recordings as input and
outputs spoken sentences of the above six types of dialogic instructions. The
entire workflow is illustrated in Fig. 1, which consists of two key components:
Audio Processing and Language Modeling.

Audio Track 
Extraction 

Voice Activity  
Detection

Automatic Speech 
Recognition

Long Short-
Term Memory 

Fully Connected 
Network

Video

Prediction

Audio Processing Language Modeling

Fig. 1. The workflow of the end-to-end dialogic instruction detection approach.

Audio Processing. Audio processing involves three key steps: (1) extracting
audio tracks from video recordings; (2) cutting audio tracks into short-span
segments and removing noises and silence segments by a voice activity detection
(VAD) algorithm; and (3) transcribing each audio segment by using an automatic
speech recognition (ASR) algorithm. Please note that since both students’ and
teachers’ videos are recorded separately, voice overlaps don’t exist in the video
recordings. This avoids the unsolved challenge of speaker diarization [1,21].

Language Modeling. We conduct language modeling on the transcriptions
from the audio processing module. For each word, we first fetch its low dimen-
sional embeddings from a pre-trained word2vec model. After that, we build neu-
ral classifiers for each type of dialogic instructions defined in Sect. 3.1. In this
work, we use the long short-term memory (LSTM) as our language modeling
networks [9,10]. The LSTM models take a sentence as input and sequentially
update the hidden state representation of each word by using a well designed
memory cell, which is able to capture the long range dependencies within each
sentence. The details of LSTM can be found in [9,10]. LSTM model have been
successful in language modeling tasks such as text classification [12,24], machine
translation [23], etc. Finally, we build a two-layer fully-connected position-wise
feed forward network on the last hidden representation of LSTM to conduct the
final predictions.

4 Experiments

In this work, we collect 2940 sentences for each type of dialogic instruction
by manually annotating class recordings from a third-party online one-on-one
learning platform1. Each sentence is associated with a binary label, indicating
whether the sentence belongs to a dialogic instruction. We use 2352 sentences for

1 https://www.xes1v1.com/.

https://www.xes1v1.com/
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training and the rest for validation and testing. Similar to Blanchard et al. [2],
we find that publicly available AI engines may yield inferior performance in the
noisy and dynamic classroom environments. Therefore, we train our own VAD
[20], ASR [25] and word2vec [16] models on the classroom specific datasets.

We compare the LSTM language modeling network with several widely used
baselines: logistic regression [11], i.e, LR, support vector machine [18], i.e., SVM,
and gradient boosting decision trees [7], i.e., GBDT. Similar to Tang et al. [19],
we use area under curve (AUC) score to evaluate the model performance [6].

4.1 Model Performance

Figure 2 shows that our LSTM approach outperforms all other methods on all six
types of dialogic instruction detection tasks. Specifically, from Fig. 2, we find that
simple instructions are relatively fixed and have little variants, such as “greeting”
and “summarization”. All the approaches have comparable performance. While
for complex instructions with many language variations such as “note-taking”,
“commending” and “repeating”, LSTM significantly outperforms other baselines
by large margins. We believe this is because the sequential neural networks are
able to capture the long contextual language dependence within the sentence,
which is very important when dealing with colloquial conversations.

Fig. 2. ROC curves for detection performance of six dialogic instructions.
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5 Conclusion

In this work, we propose six dialogic instructions and build an end-to-end solu-
tion for online one-on-one instructors. Experiments on a real educational dataset
show that our LSTM based approach outperforms other baselines in the proposed
six dialogic instructions.
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Abstract. Perspective taking is an important skill to have and learn,
which can be applied in many different domains and disciplines. While
the ability to recognize other’s perspective develops in humans from
childhood and solidifies during school years, it needs to be developed
in robotic and artificial agents’ cognitive framework. In our quest to
develop a cognitive model of perspective taking for agents and robots in
educational contexts, we designed a task that requires the players (e.g.,
child and robot) to take the perspective of another, in order to complete
and win the task successfully. In a preliminary study to test the system,
we were able to evaluate children’s performance over four different age
groups by focusing on their performance during the interaction with the
robot. By analyzing children’s performance, we were able to make some
assumptions about children’s understanding of the game and select the
appropriate age group to participate in the main study.

Keywords: Child-robot interaction · Spatial perspective taking ·
Children · Education · Gamification

1 Introduction and Background

The introduction of robots into education and interaction with children can
revolutionize education as we know it. To have robots with capabilities to carry
out educational roles, play games, be peers in the activities of a classroom, and
at the same time, support learning in different forms is a challenging task. To
achieve that we need to equip our robots with cognitive abilities that help them to
become true learning companions. To endow the robots with cognitive abilities,
we can either focus on the cognitive development, or the interaction capabilities
of the robot, or develop both aspects simultaneously. One of the crucial aspects
of educational scenarios is maintaining mutual understanding between the child
c© Springer Nature Switzerland AG 2020
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and the robot. To maintain such an understanding, it is inevitable for the child
and the robot to develop a model of each other’s mind and perspective.

Developmental psychology defines Perceptual Perspective Taking as under-
standing what other people see and their spatial or visual relationship with the
objects in the environment. Taking others visual and spatial perspectives, con-
sists of two levels that correspond to different developmental ages, the extent of
perception, and their underlying mechanisms [10,20,21]. “Level 1” develops at
around 24 months and corresponds to the ability to judge if an object is visible
to another person (visual) or if it is positioned in their front or back (spatial)
[14,18,22]. “Level 2” develops from 3–5 to 8–10 years of age and involves the
ability to discern how an object, visible to another person, is perceived by them
(visual) and to construct a spatial representation of what they perceive (spatial)
[4,10,21]. Different tasks, such as three mountain task by Piaget [17] or turtle
task [9], have shown that children younger than 4–5 years old were unable to
engage in level 2. However, Moll and Meltzoff showed that 36-months-old’s were
significantly correct in responding to a level 2 test with color filters [12]. As
a result, Moll et al. argue that the level of cognitive engagement affects chil-
dren’s performance in level 2 perspective taking tasks [13]. They differentiate
between tasks that require confrontation and the ones that only require to take
or adopt perspectives. Since children’s performance is a function of task complex-
ity, not just the perspective taking itself, we decided to run a pilot to discover
the appropriate age for children to participate in our study. Our criteria included
the ability to distinguish between left and right and being able to perform the
essential task - giving instructions to the robot. However, we wanted children to
be at a developmental stage where we can document their choice of perspective
and evaluate their learning gain from the interaction.

A great deal of robots in education research has focused on evaluating them
as learning companions [8], tutors [2,3,5] and learners [1,6,15] in educational
settings. Assigning the robots to any of these roles is subject to the learning
objectives and the robot’s intelligence. These studies bring an understanding of
how robots can be beneficial in educational settings, and the developments still
needed. The main goal of this research is to approach the topic of robots in
education by generating a decision-making model of perspective-taking for the
robot inspired by children’s behavior. To elaborate on both topics of perspective
taking and robots in education, we have designed the following activity that
simulates the collaborative interactions between the child and the robot with
spatial perspective taking as a requisite to complete the task. To inform the
future design of our perspective taking model and to ensure that we target
the right age group, we ran a qualitative pilot study with 7 children from 4
different age groups. In this paper, we briefly describe the design of the task and
interaction, our analyses of children’s performance, the selection of appropriate
age group, and what we learned from the pilot. As a result, we have formulated
the following research questions for our pilot study:
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RQ1: At which age group are children able to comprehend the task and carry
it out without the help of the facilitator?
RQ2: At which age group are children able to correctly differentiate between
their left/right and the robot’s left/right?

Fig. 1. The experimental set-up with
the child side activated (Color figure
online)

Fig. 2. Medium level: (a) main task
with (b) M1, (c) M2 (d) M3 (e) M4
goal cards (Color figure online)

2 Pilot Study

A total of 7 participants (4 female, 3 male) between the ages of 6 and 9 years old
took part in this study. They were selected from four different age groups that
were going to start 1st, 2nd, 3rd, and 4th grades. The study had received ethical
approval from the university’s ethics committee and parental consent forms were
collected from the parents of the participants prior to the main experiment.

2.1 Study and Task Design

To design an activity involving perspective taking, we consider three concepts
observed in the utterances with spatial perspective taking: frame of reference,
perspective marking, and perspective taker’s role. Frame of reference is a
set of axes or origin points for addressing position of the objects or their spa-
tial relationships [7,11,23]. Here, we mainly focus on egocentric (from the self
point of view) and addressee-centric (from the other point of view). Perspec-
tive marking separates the utterances into implicit and explicit based on the
existence of possessive adjectives in the sentence [19]. Perspective taker’s role
corresponds to the differentiation between the speaker or instructor ’s and the
listener or manipulator ’s perspectives. Based on these concepts, if the robot tells
the child “give me a brick on your right”, the robot is addressee-centric, explicit,
and an instructor/speaker. Children interacted with the robot in a short prac-
tice session (child as instructor) and 4 main sessions (child, robot, child, robot
as instructor, respectively). We will be looking at children’s understanding of
the task, recognizing their own and the robot’s left/right, and their overall per-
formance.
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For the task, we designed a simple game called the objects game, which
includes moving circles and squares from one side of the screen to the other
side, Fig. 1 shows the experimental setup with the child player. The main screen
is composed of squares and circles in two colors: red and yellow. The game has
two difficulty levels, which are a function of the color and shape of the objects
presented in that level. Level 1 includes yellow circles and yellow squares (solved
in 2 moves), while level 2 has the additional red squares (solved in 3 moves). The
goal cards represent the desired final state of the game that players must recreate
by moving the objects. Figure 2 shows the main game with 4 out of 6 available
goal cards. When the game starts one player guides the other to reach the state
represented in the goal card without directly showing it to them. The player
with the goal card is called the instructor, and the player moving the objects
is the manipulator. The instructions have three components: the color, the type
of the object, and the moving direction. An example of a proper instruction is
“move the yellow circles to the right”—an implicit utterance that can be either
egocentric or addressee-centric.

3 Discussion and Conclusion

To determine the appropriate age group for participating in the main study, we
look at two criteria: children’s ability to understand the task and to differenti-
ate between their left/right and the robot’s left/right. We want children to be
able to understand the central concept, be challenged by the difference in per-
spectives, and make a decision to deal with the difference, either successfully or
not. During the interaction, we noticed two participants (6 and 7 years old) had
fundamental problems distinguishing between their left/right. Furthermore, the
6 years old child had problems identifying the shapes to produce the instructions.
We had a plan to accommodate children with left/right issues by putting stick-
ers on their hand and the robot’s hand. Several psychology studies have used
this technique in their perspective taking studies [16]. However, it did not solve
those children’s issues and they were still confused about the robot’s difference
in perspective. We discussed this issue with the teachers, who advised us that
the task was too difficult for children starting 1st and 2nd grades. On the other
hand, we observed acceptable performances from children in 3rd and 4th grade.
The children in the 3rd grade were able to comprehend the task, they were ego-
centric at first, but one of them managed to recognize the discrepancy between
theirs and the robot’s perspective and update their instructions. With 4th grade
children, we observed that they effortlessly recognized the robot’s different per-
spective and update theirs. Based on our observation of children’s performance
and further discussions with the teachers, we decided to select children at 3rd

and 4th grade. We excluded younger children due to their issues with left/right
and understanding of the task.

Furthermore, we were able to recognize a shortcoming in our interaction
that was affecting children’s perception of the robot. During the interaction,
when the child instructed the robot in implicit egocentric instructions, consider-
ing the robot’s egocentric perspective, the outcome of the move was opposite of
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the child’s expectation. In such cases, some children were expecting the experi-
menter to explain why, and most just assumed the robot was faulty. To prevent
this, we decided to add some level of transparency to the interaction for the
future experiment by making the robot ask for feedback after every move, and
in response to a negative feedback convey its egocentric perspective (e.g. “but I
moved them to my left/right”). Using the takeaways from the pilot in our next
study we plan to explore how children’s choice of perspective is affected by the
robotic’s choice of perspective.
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Abstract. In this paper we present an initial analysis of synchronous,
collaborative programming in a robotics platform. Students worked in
dyads and triads to complete a week-long curriculum targeting the learn-
ing of cybersecurity and computational thinking concepts, and their
application using realistic robotics scenarios. We demonstrate how an
analysis of individual student activity data within a group can be extrap-
olated to understand the group’s collaborative problem-solving. We com-
pare our findings to past literature and discuss future implications of
collaborative programming research.

Keywords: Collaborative learning · Robotics · Programming action
logs · K-12 education · Computational thinking · Cybersecurity

1 Introduction

Collaborative problem-solving is an essential 21st century workforce skill. Collab-
orative learning and problem solving have proven to be especially useful in the
context of programming tasks [6]. Efforts to introduce collaborative program-
ming in K-12 classrooms have led to tools and curricula that support co-located
and remote programming tasks. However, limitations exist in the application of
these tools in today’s classrooms, including the inability to distinguish individ-
ual student programming actions in co-located peer-programming environments
and the inability of group members to communicate and discuss verbally when
they are physically separated [21].

Collaboration represents “a coordinated, synchronous activity that is a result
of a continuous attempt to construct and maintain a shared conception of a prob-
lem” [14, p. 70]. Research has examined collaborative discourse for improved
understanding of problem-solving [16,17] and regulatory [5,13] processes that
collaborative teams implement during a programming task. However, to our
c© Springer Nature Switzerland AG 2020
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knowledge, limited research has examined individual log actions of co-located
students participating in a collaborative programming environment to solve
problems. In our research, we examine log data of collaborative groups work-
ing in a synchronous, block-based programming environment (BBPE), NetsBlox
[3], to answer (1) What can individual student log data tell us about the group’s
collaborative programming? and (2) How do these programming activities impact
student learning? We first provide a brief background on K-12 collaborative pro-
gramming. This is followed by our log-based analysis of individual students’ pro-
gramming activities, and their implications on collaborative program generation.
We conclude with a discussion and future implications of our research.

2 Background

Collaborative programming is an effective pedagogical approach for the learn-
ing computer science concepts and practices [6,11,18]. Research has demon-
strated significant benefits (i.e., learning gains) during pair programming (two,
co-located students sharing one computer) that targets inclusivity [10,18]. How-
ever, peer programming studies in K-12 have not considered designing for equal-
ity of control of the task [7] and conversational equity [15].

Recent efforts have led to the development of synchronous, collaborative pro-
gramming environments [2,3,21]. These environments allow students to be co-
located but working on separate machines, thus improving equality of control in
the programming task while still allowing face-to-face discussions. Initial anal-
ysis of these approaches have mainly targeted discourse analysis (e.g., [21]),
including comparing this approach to the more well-known pair programming.
Understandings of individual student actions, captured through log data, as part
of the collaborative programming task are under-researched.

3 Methods

Thirty-eight high school students participated in our intervention aimed at teach-
ing cybersecurity and computational thinking (CT) concepts using a robotic
environment as a teaching tool. Students were evaluated in cybersecurity and
CT, and the results were computed as average normalized change (ANC) [12]
from pre-test to post-test. An overview of the intervention and the BBPE used
are presented in [9]. The computed learning gains were statistically significant
in both cybersecurity and CT [20].

To analyze student work, we extracted relevant information from their activ-
ity logs and modeled the students’ actions as solution construction (SC) or solu-
tion assessment (SA) actions. SC actions were subdivided into (1) SC compu-
tational actions that include adding, connecting, disconnecting, or removing a
block, and (2) SC conceptual actions that refer to creating, modifying, or delet-
ing a custom block definition. SA actions were subdivided into (1) SA global
actions for starting a simulation simultaneously for all Sprites, (2) SA local
actions for starting a simulation only for the current Sprite, and (3) SA stop
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actions for stopping all scripts for all Sprites. In addition, change view actions
occur when a student changes the working view from one Sprite to another.
Since more complex programs tend to have multiple Sprites, this action pro-
vides important information about the context of model-building.

We aggregated these results across the four days of group work during the
intervention, using the Gini coefficient [4] as a means of comparing the distri-
bution of actions by different students within a particular group. Spearman’s
ρ [19] was then used to compare results. As a smaller Gini coefficient result indi-
cates more equality in action distribution, a descending approach was used for
ranking results. All other categories were treated in the usual ascending manner.
The Benjamini-Hochberg (B-H) procedure [1] (Q = 0.25) was used for group and
individual results separately to control for false positives.

To be considered a group, each member had to contribute at least one action
to at least one group project, completed the pre-post-test, and worked together
for at least three of the four collaborative days. This process resulted in twelve
groups (n = 12) with sufficient data to analyze—six dyads and six triads.

For computing the number of actions by each group member, we first
excluded any projects that at least one group member did not contribute to.
Then, groups were evaluated based on their Gini coefficient, the average number
of group actions taken per group member per day (Group Actions), the average
ANC of all group members (Average ANC), and the average number of each cat-
egory of actions taken per group member per day (for example, Group SA local
Actions). In total, eleven tests of significance were conducted.

We also analyzed students at the individual level, to observe if holding partic-
ular self-appointed responsibilities within a group improved their own conceptual
knowledge as a result. We started with the thirty students making up the groups
from the previous analysis. One was disqualified due to perfect scores on the pre-
post-tests (resulting in no observable ANC), leaving twenty-nine (n = 29) for
final analysis. The students were evaluated on pre-post growth in terms of ANC,
actions they took as individuals while working on group projects (Individual
actions), and the percentage of actions taken by an individual relative to their
group (Individual Share of Actions). These measures were further divided into
the six categories of actions provided above, resulting in fourteen tests of signif-
icance.

4 Results

We begin with a breakdown of the actions performed by students that fell under
the previously detailed criteria for inclusion: (1) SA local = 16,185 actions;
(2) SC computational = 27,377 actions; (3) change view = 2,490 actions; (4)
SA global = 2,221 actions; (5) SC conceptual = 782 actions; and (6) SA stop =
918 actions. The majority of group actions taken were a combination of SA local
and SC computational (75+% for every group), as well as 75+% for all but one
individual student (60+% for that student).

The results for groups as a whole appear in Table 1. The lone significant result
(p < 0.05) was the relationship between the Gini coefficient and the number of
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actions taken by a group divided by the number of group members and the
number of days that group worked together (ρ = 0.61, p = 0.04). However, B-
H analysis indicated that this was a false positive. All other results had weak
correlations, indicating that no group categories had a significant impact on the
ANC of students in those groups.

Table 1. Most significant correlation coefficients of group-based results

Variable 1 Variable 2 Spearman’s ρ p-value

Gini coefficient Group actions 0.61 0.04

SA global Average ANC −0.34 0.29

Gini coefficient Average ANC 0.21 0.50

Group actions Average ANC 0.19 0.56

Finally, we analyze results for individual students (though still within the
context of their group work), seen in Table 2. The primary result of significance
(p < 0.01) compared the average normalized change for each student to the per-
centage of actions that fall within the SC computational category (ρ = 0.47, p =
0.009). Post hoc B-H procedure confirmed the validity of this result, though it
rejected the apparently significant (p < 0.05) result corresponding to a student’s
quantity of SC computational actions per day (ρ = 0.38, p = 0.04). Other results
presented here were only weakly positively correlated and were not statistically
significant.

Table 2. Most significant correlation coefficients of individual-based results

Variable 1 Variable 2 Spearman’s ρ p-value

ANC Share of SC computational actions 0.47 0.009

ANC Individual SC computational actions 0.38 0.04

ANC Overall share of actions 0.31 0.10

ANC Individual SA global actions 0.30 0.11

ANC Overall actions 0.28 0.14

5 Conclusions and Future Work

Our findings indicate that students who heavily participated in model build-
ing (SC computational actions) experienced some pre-post-test gains. This will
inform future work as we seek to more systematically evaluate log actions while
incorporating both more advanced techniques such as differential sequence min-
ing [8,22] and additional data sources for more accurate action counts. We also



356 B. Yett et al.

seek to combine this log-based approach with discourse analysis [16,21] to create
a comprehensive framework for analyzing students during synchronous, collab-
orative programming tasks - particularly during solution construction.
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Abstract. The forgetting curve has been extensively explored by psy-
chologists, educationalists and cognitive scientists alike. In the context
of Intelligent Tutoring Systems, modelling the forgetting curve for each
user and knowledge component (e.g. vocabulary word) should enable
us to develop optimal revision strategies that counteract memory decay
and ensure long-term retention. In this study we explore a variety of for-
getting curve models incorporating psychological and linguistic features,
and we use these models to predict the probability of word recall by
learners of English as a second language. We evaluate the impact of the
models and their features using data from an online vocabulary teaching
platform and find that word complexity is a highly informative feature
which may be successfully learned by a neural network model.

Keywords: Spaced repetition · Language learning · Forgetting curve ·
Neural networks · Adaptive learning

1 Introduction

Optimal human learning techniques have been extensively studied by researchers
in psychology [4] and computer science [8,16,19,20]. The impact of learning tech-
niques can be measured by how they affect the long-term retention of the learning
materials. Measuring retention requires a model of the human forgetting curve,
which plots the probability of recall over time. The first version of the forget-
ting curve was defined by Ebbinghaus [5] but has since been developed further
by many researchers who have incorporated additional psychologically grounded
variations to the model [3,9,13,14,17]. The ideal forgetting curve should adapt
to learning materials as well as user meta-features (including current ability). In
this study we examine the task of vocabulary learning. We investigate a range of
linguistically motivated features, meta-features, and a variety of models in order
to predict the probability a given learner will correctly recall a particular word.
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2 Method

We use the Duolingo spaced repetition dataset [15] in order to train and evaluate
our features and variety of models. The dataset is filtered for English language
learners which results in approximately 4.28 million learner-word datapoints.
Our models are a modification of the half-life regression model proposed by
Settles and Meeder [16].

2.1 Half-Life Regression (HLR)

The half-life regression model is defined as follows:

p = 2−Δ/h (1)

where p is the probability of recall, Δ is the time since last seen (days) and
h is the half-life or strength of the learner’s memory. We denote the estimated
half-life by ĥΘ, and it is defined as:

ĥΘ = 2Θ·x (2)

where Θ is a vector of weights for the features x. The features of the model are
made up of lexeme tags, one tag for each word in the vocabulary (e.g. the lexeme
tag for word camera is camera.N.SG). The aim of these features is to capture
the inherent difficulty of the word.

The HLR model is trained using the following loss function:

�(x;Θ) = (p − p̂Θ)2 + (h − ĥΘ)2 + λ||Θ||22 (3)

In practice, it was found that optimising for both p and h in the loss function
improved the model. The true value of h is defined as h = −Δ

log(p) . p and p̂Θ are
the true probability and model estimated probability of recall, respectively.

2.2 HLR with Linguistic/Psychological Features (HLR+)

We now expand on the HLR model by adding additional linguistic, psychological
and meta-features to x. We refer to this model as HLR+. The features include
word complexity scores estimated by a pre-trained model [6], mean concrete-
ness scores and percent known based on human judgements [2], SUBTLEX word
frequencies [18] and user ids.

The motivation for including complexity as a feature is based on the intuition
that the more complex the word, the harder it is to remember. Concreteness
is included based on previous work showing that concrete words are easier to
remember than abstract words because they activate perceptual memory codes
in addition to verbal codes [10]. SUBTLEX is the relative frequency of an English
word based on a corpus of 201.3 million words: we hypothesise that more frequent
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words are more likely to be encountered and reinforced during the time since last
seen Δ. Similarly, we expect that ‘percent known’ (the proportion of respondents
familiar with each word based on survey data) will correlate with probability of
recall. Lastly, we include user id to capture latent behavioural aspects about the
learners.

2.3 Complexity-Based Half-Life Regression (C-HLR+)

In addition to adding new features, we now describe a new model that modifies
the p such that it directly incorporates word complexity. Gooding et al. [6]
derived word complexity to express perceived difficulty. We hypothesise that this
will correlate with probability of recall. As the complexity of the word rises, the
forgetting curve will become steeper. Therefore, the new model is as follows:

p = 2−Δ·Ci/h (4)

where C is the mean complexity for word i. We define estimated half-life ĥΘ as
2Θ·x where x is a vector composed of all of the features described in Sect. 2.2.

2.4 Neural Half-Life Regression (N-HLR+)

Motivated by the recent success of neural networks, we now describe the N-
HLR+ model which replaces ĥΘ = 2Θ·x with a neural network. The network can
be described as follows:

ĥΘ = ReLU(x ·w1) ·w2 (5)

where the network contains a single hidden layer. x is a vector of input features,
w1 is the weight matrix between the inputs and the hidden layer and w2 is the
weight matrix between the hidden layer and the output. We use the same loss
function as HLR which optimises for both p and h.

2.5 Evaluation and Implementation

We use mean absolute error (MAE) of probability of recall for a lexical item as
our evaluation metric which, despite some known problems [11], is in line with
previous work [16]. MAE is defined as: 1

D

∑i=1
D |p − p̂Θ|i, where D is the total

data instances.
We divided the Duolingo English data into 90% training and 10% test. We

trained all non-neural models (e.g. HLR, HLR+, C-HLR) using the following
parameters which were tuned on the first 500k data points—learning rate: 0.001,
alpha α: 0.01, λ: 0.1. For all neural models (e.g. N-HLR), we used—learning rate:
0.001, epochs: 200, hidden dim: 4.
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Table 1. Evaluation of forgetting curve models. Pimsleur and Leitner are previous
methods of modelling the forgetting curve.

Model MAE↓
Pimsleur[12] 0.396
Leitner[7] 0.214
Logistic Regression 0.196
HLR[16] 0.195
HLR-lex[16] 0.130

Model MAE↓
HLR+ 0.129
C-HLR+ 0.109
N-HLR+ 0.105
CN-HLR+ 0.105

3 Results and Discussion

We can see in Table 1 that HLR+ did not perform much better than HLR. By
modifying the loss function to include complexity as a parameter in the C-HLR+
model, we considerably improved the performance of our model. This was in line
with our hypothesis that more complex words are forgotten faster and thus are
an important feature in modelling the forgetting curve.

The N-HLR+ model provided additional improvements to the C-HLR+
model. This is due to the fact that neural models are better at capturing non-
linearities between the features and the expected output. Furthermore, when
compared to the N-HLR+ model we can see that including complexity into the
loss function (CN-HLR+) provides no clear improvements in performance. This
is because the model learns to place more importance on the complexity feature.
We confirm this by analysing the average weights in the hidden layer of the
model. The model learns to give greater importance to word complexity, percent
known, and concreteness respectively. It does not however, learn much from the
user id and SUBTLEX. This is probably due to the fact that a single dimen-
sion for capturing user behaviour is not sufficient and that SUBTLEX does not
adequately represent learners’ experience with English as a second language.

4 Conclusion

We present a new model for adaptively learning a forgetting curve for language
learning using a modified HLR loss function and a neural network. We incor-
porate linguistically and psychologically motivated features and show that word
complexity is an important feature in predicting probability of recall for a vocab-
ulary item. Furthermore, we illustrate that neural networks can capture the
importance of word complexity while a simple HLR fails to take advantage of
that signal. This work lays the foundation for work in neural approaches to
understanding language learning over time. Future work in this area includes
incorporating high-dimensional user embeddings to capture user specific sig-
nals that might influence the forgetting curve, and also different models such as
Pareto and power functions which have been proposed in prior work [1].
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Abstract. Knowledge tracing is a well-established problem and non-
trivial task in personalized education. In recent years, many existing
works have been proposed to handle the knowledge tracing task, par-
ticularly recurrent neural networks based methods, e.g., Deep Knowl-
edge Tracing (DKT). However, DKT has the problem of vibration in
prediction outputs. In this paper, to better understand the problem
of DKT, we utilize a mathematical computation model named Finite
State Automaton(FSA), which can change from one state to another in
response to the external input, to interpret the hidden state transition of
the DKT when receiving inputs. And we discover the root cause of the
two problems is that the DKT can not handle the long sequence input
with the help of FSA. Accordingly, we propose an effective attention-
based model, which can solve the above problem by directly capturing
the relationships among each item of the input regardless of the length
of the input sequence. The experimental results show that our proposed
model can significantly outperform state-of-the-art approaches on several
well-known corpora.

Keywords: Knowledge tracing · Interpretable analysis · Self attention

1 Introduction

With the development of modern technologies, online platforms for intelligent
tutoring systems(ITS) and massive open online courses are becoming more and
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more prevalent. And knowledge tracing (KT) is considered to be critical for
personalized learning in ITS. KT is the task of modeling students’ knowledge
state based on historical data, which represents the mastery level of knowledge.

One of the well-known methods to solve the KT problem is recurrent neu-
ral networks (RNNs) based model called deep knowledge tracing (DKT) [5].
Although DKT achieves impressive performance for the KT task, it still exists
the vibration in prediction outputs [9]. This is unreasonable as students’ knowl-
edge state is expected to transit gradually over time, but not to alternate between
mastering and not-yet-mastered.

To find out the root cause of the problem, we utilize FSA as an interpretable
structure which can be learned from DKT because FSA has a more interpretable
inner mechanism when processing sequential data [3]. We built an FSA for DKT
referring [3] to interpret how elements on each input sequence affect the hidden
state of DKT. When an input item was accepted by the FSA, it represents that
this item has a positive effect on the final prediction outputs of the model, and
vice versa. We display the acceptance rate of every input sequence in Fig. 1.
We can draw the conclusion from Fig. 1 that the longer the input sequence, the
higher the proportion of rejected items, and the lower prediction accuracy. This
phenomenon is consistent with the description in [7], who points out that LSTM
[2] has the weakness of capturing feature when the input sequence is too long.
Accordingly, we proposed a model to solve the problem of long sequence input
in KT and experiments show that our proposed model is effective in solving the
problem we discovered above.

Our contributions are three-fold. Firstly, to the best of our knowledge, we are
the first group to adopt FSA to provide deep analysis on KT task. By interpreting
the learning state change using FSA, we can obtain a better understanding of the
problem of existing RNN based methods. Secondly, according to the interpretable
analysis, we propose a multi-head attention model to handle the problem of long
sequence input in KT. Lastly, we evaluate our model on real-world datasets and
the results show that our model improves the state-of-the-art baselines.

2 Proposed Models

In this section, we will describe the KTA in briefly. The overall structure of the
model is shown in Fig. 2. (1) Embedding Layer: The tuples that contain the
questions and the corresponding answers are first projected into real-value vec-
tors, namely one-hot embeddings. (2) Feature Extraction: After that, The
vectors are fed into a feature extractor, which aims at capturing the latent
dependency relationships among the inputs. The main component of the fea-
ture extractor consists of N identical blocks. Each block has two sub-layers.
The first is a multi-head self-attention mechanism [8], the critical element of
the extractor, and the second is a fully connected feed-forward network [8]. Self-
attention achieves the extraction of the global relationship by calculating the
similarity of each item among the input sequence using the scaled dot-product
attention [8]. Here, the attention is calculated h times, which allows the model to
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Fig. 1. Accept/Reject States of DKT. The values above each bar represent the pro-
portion of the rejected items in an input sequence.

Fig. 2. An illustration of our KTA model.

learn relevant information in different representative sub-spaces, and making it
so-called multi-head. (3) Prediction and Loss: On the prediction stage, only
the topmost outputs of attention sub-layer are taken to a Sigmoid function to
make the final decision. The prediction and optimization processes are the same
as [9], we would not elaborate here.

3 Experiments

AUC Results. We evaluated our models on four popular datasets which are
also used in [9]. We also select four popular methods for comparison, PFA [4],
BKT [1], DKT [6], DKT+ [9]. Table 1 displays the AUC results of all the datasets.

According to Table 1, our proposed model achieves excellent results on four
datasets on both evaluation metrics except for the Simulated-5. For example,
KTA exceeds DKT+ 10% more on ASSIST2015 regards to AUC. Similar situ-
ations happened to the F1 score, and our model achieves notable improvement
compared with other models. Moreover, we notice that on Simulated-5 dataset,
the performance of our model is not very impressive. One reason is that there
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Table 1. AUC result and F1 score for all datasets tested.

Model BKT PFA DKT DKT+ KTA

AUC F1 AUC F1 AUC F1 AUC F1 AUC F1

ASSIST2009 0.712 0.789 0.658 0.795 0.821 0.834 0.823 0.836 0.833 0.841

ASSIST2015 0.575 0.828 0.506 0.829 0.736 0.832 0.737 0.830 0.811 0.840

Statics2011 0.658 0.871 0.521 0.868 0.816 0.886 0.835 0.887 0.841 0.909

Simulated-5 0.599 0.753 0.522 0.752 0.825 0.794 0.826 0.796 0.654 0.732

is no long sequence in the dataset. Therefore, our model can not exploit the
advantage of capturing the long sequence. Another reason is that all the data
have the same length of questions, and every question appears only once. Thus
the dependence between data is not as strong as other data.

Prediction Visualization. We also provide prediction visualization, as shown
in Fig. 3, in order to give a better sense of the self-attention effect on the pre-
diction results. The figure aims to display the change in the prediction of skill
along with the number of questions, e.g., s33. Concretely, our model performs
more smoothly compared with DKT.

Fig. 3. Line plot for the skill 33 prediction of three models. The student interactions
are extracted from ASSISTments 2009. Probability of correctly answering skill 33 is
predicted by the trained models.

4 Conclusion

In this paper, we applied the FSA to interpret DKT and through the analysis of
FSA, we discover that DKT can not handle the long sequence input. Therefore,
we introduce a self-attention model, namely, KTA, which can directly capture
the global dependency relationships by computing the similarity among each
item of the input regardless of the length of the input sequence. The experimen-
tal results show that our proposed model can provide better predictions than
existing models.

References

1. Corbett, A.T., Anderson, J.R.: Knowledge tracing: modeling the acquisition of pro-
cedural knowledge. User Modeling and User-Adapted Interaction pp. 253–278 (1995)

2. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997)



368 J. Zhu et al.

3. Hou, B.J., Zhou, Z.H.: Learning with interpretable structure from RNN.
arXiv:1810.10708 (2018)

4. Pavlik, P.I., Cen, H., Koedinger, K.R.: Performance factors analysis - a new alter-
native to knowledge tracing. In: Proceedings of the 14th International Conference
on Artificial Intelligence in Education, pp. 531–538 (2009)

5. Piech, C., Bassen, J., Huang, J., Ganguli, S., Sahami, M., Guibas, L.J., Dickstein,
J.S.: Deep knowledge tracing. In: Advances in Neural Information Processing Sys-
tems, pp. 505–513 (2015)

6. Piech, C., et al.: Deep knowledge tracing. In: Advances in Neural Information Pro-
cessing Systems, pp. 505–513 (2015)

7. Tang, G., Müller, M., Rios, A., Sennrich, R.: Why self-attention? a targeted evalu-
ation of neural machine translation architectures. arXiv preprint arXiv:1808.08946
(2018)

8. Vaswani, A., et al.: Attention is all you need pp. 5998–6008 (2017)
9. Yeung, C., Yeung, D.Y.: Addressing two problems in deep knowledge tracing via

prediction-consistent regularization. arXiv:1806.02180 (2018)

http://arxiv.org/abs/1810.10708
http://arxiv.org/abs/1808.08946
http://arxiv.org/abs/1806.02180


Industry and Innovation Papers



Identifying Beneficial Learning Behaviors
from Large-Scale Interaction Data
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Abstract. Understanding the effect of learning behavior is fundamen-
tal to improving learning outcomes. In this paper, we perform a behav-
ioral analysis based on data from a large high-stakes exam preparation
platform. By measuring the importance of a set of candidate learning
behaviors in predicting final exam outcomes, we identify a suite of ben-
eficial behaviors. In particular, we find that breadth (wide coverage of
content per week) and intensity together with consistency (frequent and
equal-length practice for a limited period) are most predictive of final
exam success rate, among eleven studied behaviors.

Keywords: Learning behavior · Test preparation · Educational data
mining

1 Introduction

Sana Labs provides personalized learning through partnership with the world’s
largest learning content providers. Understanding which learning behaviors lead
to successful outcomes is a key focus of our research and development. The com-
bination of online education and machine learning makes it possible to study
learners’ behaviors and outcomes at an unprecedented scale [17]. This combina-
tion holds promise as a way to identify key learning behaviors that can be highly
beneficial or detrimental to learning outcomes [11,13]. They can in turn be used
to make personalized learning more effective and enjoyable [9]. In this paper,
we focus on a behavioral analysis based on data from a large high-stakes exam
preparation platform, where Sana provides review sessions that help students
bridge their knowledge gaps and retain their acquired knowledge.

2 Online Learning Platform

Sana powers several features on a large-scale online exam preparation platform,
where students need to go through a large amount of content, typically over
the course of several months. Thus, students need to actively make complex
decisions about their learning schedule and what material to cover at a given
point in time, to optimize learning outcomes and maximize their exam results.
c© Springer Nature Switzerland AG 2020
I. I. Bittencourt et al. (Eds.): AIED 2020, LNAI 12164, pp. 371–375, 2020.
https://doi.org/10.1007/978-3-030-52240-7_67

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-52240-7_67&domain=pdf
https://doi.org/10.1007/978-3-030-52240-7_67


372 M. Cristus et al.

To guide the students in this decision making process, Sana powers adaptive
review sessions tailored to the needs of each student. In these sessions, Sana
predicts the current and future knowledge gaps of each student [4,15,16, inter
alia], and recommends the most appropriate content for remediation; previously
seen content is also resurfaced at the optimal time intervals in line with spaced
repetition to foster long-term knowledge retention [5,8,10, inter alia].

3 Analyzing Learning Behavior

While Sana’s recommendation algorithms are based on established research on
human learning strategies, it is important to understand student behavior in
context to further tailor our recommendations for different use cases. Student
interactions constitute a rich source of data from which to derive such insights.

3.1 Data

We collected data from each student interacting with learning material on the
platform.1 This interaction data was enriched with the final exam outcome of
each student (pass/fail) to form the core data of our analysis.

To focus on interaction events related only to the observed exam outcome,
we disregarded all events registered prior to a break of at least 30 days of study-
ing. We further excluded infrequent users of the platform.2 After filtering, we
obtained a group of 6631 students, totaling over 35 million events over a period
of 7 months.

3.2 Method

We defined features to capture different facets of student behavior that were
hypothesized to have an impact on learning outcomes. Each behavior was
encoded as a numerical feature and the impact of each feature was assessed
with the Random Forest permutation importance measure [1].3

Specifically, we used Scikit-learn [14] to train a Random Forest classifier to
predict the exam outcome (pass/fail) from the full set of features, using a 75–
25% train–test split. We tuned the following hyperparameters (optimal value
in parenthesis) on the training set: the maximum fraction of features to be
considered for a split (0.2), the number of trees (400), and the maximum depth
of a tree (50). The optimal setting resulted in 0.93 AUC [6] on the test set.

We repeated the analysis on a smaller group of 1158 students with similar
practice frequency, in order to control for the effect of time spent on the platform.
1 Including responses to multiple choice questions, viewing of theory or instructional

video, along with outcome, when applicable.
2 Infrequent users are defined as: students who did not have at least one interaction

with each major topic of the exam, students who had used the platform for less than
a week, and students who had covered less than 20% of the content on the platform.

3 This has been shown to be more reliable than impurity-based measures [18].
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We obtained 0.91 AUC on the test set, with the optimal hyperparameters being
a split fraction of 0.4, 600 trees, and unlimited maximum depth.

Finally, to understand the direction of these effects, we performed t-tests on
the averages of each feature between the groups of passing and failing students.

Fig. 1. Permutation importance of evaluated features. See Sect. 3.2–3.3 for details.

3.3 Results

Figure 1 shows the permutation importance of each of the analyzed features.
The most effective behaviors identified, all of which are found to have positive
effects, are listed below in order of importance (due to space restrictions, we are
not able to describe all behaviors in detail):

– Breadth: the number of topics (as defined by the curriculum) the student
engages with on an average week, without necessarily having completed them.

– Total Practice Tests: the number of practice tests taken (a practice test
fully mimics the structure and timing of the real exam).

– Content Coverage: the percentage of unique content elements (exercises)
covered across the entire study path.

– Daily Practice Length: the average number of content elements the stu-
dent interacts with per day.

– Intensity: the fraction of days the student has been active on the platform
out of the total number of days registered.

– Consistency: the reciprocal of one standard deviation of the daily practice
length.

Our finding on the importance of breadth and content coverage is consistent
with research on interleaved learning [3]. In the case of exam preparation, a
breadth-first approach could potentially help by familiarizing the students with
the structure of the content or by making associations between different topics.
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Additionally, in terms of content type, we found that completing the available
practice tests has a positive impact, however with diminishing returns.

Looking at daily practice length, we found that students with the highest
total amount of practice do not necessarily have the best exam outcomes: these
students often practice less daily, but keep studying for a longer period. It seems
that learning intensity matters more than the sheer number of days of studying.

Once the effects of frequency and timing are isolated, consistency becomes
important: students who spend roughly the same amount in each practice have
better outcomes.4 These finding may reflect the importance of appropriately
spaced repetition on knowledge retention.

4 Limitations

Due to the limitations of data collection, we could not consider factors that are
difficult or impossible to measure from the available data, for example, the knowl-
edge state of a student prior to using the platform, their use of external resources,
demographics [7], socioeconomic status [2], or motivation [12]. A causal model is
also out of scope of the current study for the same reasons. Collecting relevant
external information and isolating potential confounding variables would allow
us to better identify beneficial learning behaviors that are addressable within
the platform. Finally, we hope to verify in future studies whether the present
findings are applicable to other learning platform and subjects as well.

5 Conclusion

As online learning platforms are becoming increasingly popular, there is a rising
need to tailor both learning paths and content to maximize learning outcomes.
In addition to personalization and adaptivity, understanding the effect of overall
learning behavior is an important aspect of designing effective strategies, content
organization and user experience.

Two key beneficial behaviors have been identified in this study:

1. Cover as much of the content as possible, through a breadth-first approach
(interleaved learning).

2. Practice frequently and consistently (i.e. for a similar amount of time in each
session).

Our findings validate the algorithms currently employed by Sana for person-
alized review: these sessions bring out the best content from all topics, facili-
tating breadth. By predicting knowledge gaps in a topic and surfacing unseen
but related material from that topic, the sessions also promote content cover-
age. We believe that these findings provide a basis for further improvements to
recommendation strategies to promote optimal learning behavior.
4 The consistency feature has an importance score of 0.1 on the smaller dataset of

1158 students described in Sect. 3.2.
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Abstract. Today’s intelligent tutoring systems provide more intelligent
but complex services to learners. These systems encounter two critical
issues: 1) the initial lack of new learner’s information for running com-
plex services, and 2) new learners failing to actively interact with these
complex services due to the initial unfamiliarity. We define such issues
as the “cold-start” problem in today’s intelligent tutoring systems, and
propose a gamified solution to tackle it. By leveraging on the established
MDA model, a three-layer framework with narrative elements and task-
oriented elements is designed and implemented in an ITS for mathemat-
ics. The preliminary evaluations show its effectiveness, and the proposed
solution is generally applicable to other ITS systems.

Keywords: Intelligent tutoring system · Cold start · Gamification

1 Introduction

Driven by the fast advancements of artificial intelligence (AI), today’s intelligent
tutoring system (ITS) [12] delivers more complex and intelligent personalized
learning services, such as adaptive learning path guidance, fine-grained learning
resource provision, etc. From the perspective of ITS, those intelligent services
normally require new learner’s personal data as the built model’s inputs. Other-
wise the models might not be able to output accurate estimates or predictions,
and sometimes even cannot operate. From the perspective of new learners, it is
relatively hard to get familiar with the novel but complex learning service, which
would directly decrease the system usability and painfully hinder the engagement
of new learners. We define such phenomenon as the cold-start problem of ITS,
which refers to (a) system perspective: the system’s inability of providing proper
learning services for new users due to the initial lack of user information, and
(b) user perspective: the user’s inability of making highly-engaged and efficient
interactions due to the initial strangeness with the system.

c© Springer Nature Switzerland AG 2020
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The cold-start problem has been considered and studied in some fields, such
as e-commerce and digital marketing. From the system perspective, most exist-
ing approaches to this problem attempt to optimize the models behind [11,14,15]
or directly ask new users to provide the required information, such as personal
preference from a mini quiz [3,5]. From the user perspective, it can be regarded
as the “user onboarding” issue in product design, that is, helping a new user to
become familiar with a complex digital product [6]. One of the most common
approaches is to present a novice guidance for users in the initial sign-up or log-in
process [10]. However, the previous studies, either from the system perspective
or user perspective, have seldom considered the cold-start problem in the context
of education, where learner’s engagement plays a crucial role during the learning
process. On one hand, engagement is closely related to user’s concentration [13]
in data collecting process, thus it heavily influences the integrity and accuracy of
the collected personal information. On the other hand, only the highly-engaged
learners could be well motivated to fully utilize the learning functions and ser-
vices in ITS system [10]. Therefore, to tackle the cold-start problem of ITS,
our insight hinges upon enhancing learner’s engagement in both data collection
process and system novice guidance.

As a method of adopting gaming elements in non-game context [16], gami-
fication is an effective and practical way to enhance learner’s engagement. The
previous studies have found that the gaming elements could successfully engage
users to rate more items for recommender system [2,4] and to complete the
onboarding process of digital product [10]. We therefore propose a gamified solu-
tion to address the cold-start problem in ITS. The proposed solution is based on
a well-established gamification design model called MDA [7], and implemented
as an interactive novice guidance for learner’s initial log-in process. A three-
layer gamification design is utilized to enhance the engagement of system-learner
interaction, so as to (a) acquaint the learner with system key functions, and (b)
implicitly collect necessary learner information.

2 Solution Design

Fig. 1. The gamification design based on MDA framework.
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Briefly speaking, our designed solution is based on the MDA model of gamifica-
tion design, where MDA stands for mechanics, dynamics and aesthetics. From
bottom up, mechanics refer to the concrete gaming elements implemented in
the user interface. Dynamics are related to the interactions between users and
the system. Aesthetics describe the user emotions when experiencing different
dynamics. To enhance learner engagement in ITS, we design and implement six
gaming elements in Mechanics Layer, which could result in multiple system-
learner interactions in Dynamics Layer and deliver four types of experiences in
Aesthetics Layer, as indicated in Fig. 1. Specifically, the six gaming elements
are basically categorized into two types, namely narrative elements and task-
oriented elements, for tackling the ITS cold-start problem from user perspective
and system perspective respectively.

Narrative Elements. To address the cold-start problem from the user perspec-
tive, narrative elements are designed to enable learner quickly getting familiar
with the ITS environment and understanding its key services. First of all, an
appropriate background story needs to be composed according to the system
characteristics. In the story, the system can be visualized as a system avatar,
and the user conducts role playing to interact with the system avatar. Then
the system avatar could accomplish the tasks of introducing the system main
services, encouraging system-learner interactions via text chats or voice con-
versations. Narrative elements create the sense of immersion during the system
novice guidance, making those abstract parts of the system vivid to learners. An
aesthetic of narrative can be aroused by implementing narrative elements.

Task-oriented Elements. Task-oriented elements are designed to collect
learner information for solving the cold-start problem from the system perspec-
tive. After identifying what types of learner information should be collected, the
required information will be divided into several groups. The collecting of each
information group will be respectively gamified as a mission, with rewards
for accomplishing the mission and feedbacks for encountering difficulties. Note
that it is better to develop the mission design on the basis of narrative elements,
which could help learners understand the mission quickly and better engage in
the process of data collection. During system-learner interaction, these three
task-oriented elements can arouse three types of experiences: Sensation brings
about learner’s initial freshness. Challenge leads learner to think and try. Dis-
covery continuously triggers the curiosity of a deeper exploration. These three
types of aesthetics, together with the aesthetic of narrative, complement each
other and make learners highly-engaged in the whole process.

3 System Implementation

The proposed solution has been implemented in a mathematics ITS currently
serving for learners from Grade 7 to 9 [9]. The system designers identified that
there are 4 system functions (e.g. learning path planning, learning obstacle diag-
nosis) needed to be introduced, and the required learner information are divided
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into 3 groups (e.g. personal information, current knowledge status). Based on our
proposed gamification design model, Table 1 illustrates the six gaming elements
in this implementation.

The background story refers to the system avatar, called Little R, dream-
ing to be an astronaut in the mathematics universe. As a partner of Little R
(role playing), a new registered learner would be invited to visit 4 landmarks
(corresponding to the 4 key system functions) with Little R in the mathematics
universe, thus have a general understanding about the system and its services.

Then, Little R will invite the learner to complete 3 missions (corresponding
to 3 groups of learner information) with it. The reward of accomplishing each
mission is a part of a spacesuit. Therefore, after all of the 3 missions are com-
pleted, the learner will win an entire spacesuit for Little R, as shown in Fig. 2.
Meanwhile, feedback will be provided when the learner encounters problem or
intends to quit, which motivates the learner to complete the entire mission and
ensures the integrity of the collected information. After the novice guidance,
Little R will continue assisting the learner in the subsequent learning process.

Table 1. Gaming elements implementation in an ITS for mathematics.

Narrative elements Task-oriented elements

System
avatar

Little R Missions Three missions of space
cruise.

Background
story

Little R dreams to be
an astronaut in the
mathematics universe

Rewards An entire spacesuit (get a
component for each mission)

User’s
role playing

Little R’s partner
during her space cruise

Feedbacks Corresponding hints when
encountering difficulties

Fig. 2. The process of collecting rewards to make a spacesuit.

By implementing our designed solution, 92.5% of required learner information
has been obtained on average. The test results of In-game GEQ [8] (M = 4.1, SD
= 0.7 for Sensory and Imaginative Immersion; M = 4.0, SD = 1.0 for Flow) on
13 learners (6 males, 7 females) preliminarily indicate high learner engagement
in the gamified guidance. Moreover, the test results of System Usability Scale [1]
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(M = 4.2, SD = 0.8 for positive options; M = 1.9, SD = 1.1 for negative options)
on the same group of learners also indicate a high usability of the designed
solution.

4 Conclusion

In this work, we specifically define a cold-start problem in today’s ITS, and
then propose a novel gamified solution to tackle it. By leveraging on the MDA
model, we design and implement a three-layer gamified solution to enhance new
ITS learner’s engagement in data providing and service acquaintance, where
the preliminary evaluation results indicate its feasibility and effectiveness. The
designed solution and its two key types of elements are generally applicable
to today’s ITS system that still suffers from the cold-start issue, and thus are
valuable for the practical system designers.
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Abstract. The presented system and approach facilitate intelligent, contextu-
alized information access for learners based on automatic learning video anal-
ysis. The underlying workflow starts with automatically extracting keywords
from learning videos followed by the generation of recommendations of
learning materials. The approach has been implemented and investigated in a
user study in a real-world VET setting. The study investigated the acceptance,
perceived quality and relevance of automatically extracted keywords and
automatically generated learning resource recommendations in the context of a
set of learning videos related to chemistry and chemical engineering. The results
indicate that such extracted keywords are in line with user-generated keywords
and summarize the content of videos quite well. Also, they can be used as search
key to find relevant learning resources.

Keywords: Video analysis � Content analysis � Keyword extraction � Learning
resource recommendation � Vocational education � Digital transformation

1 Introduction

The ongoing digital transformation of industrial work aims at reaching new levels of
process automation [1] and comprises the adoption of digital technologies in business
processes, organizational structures, business domains and the society as a whole [2].
The digital transformation demands major changes in habits and ways of working and
calls for new digital competences and digital literacy in newly evolving skill profiles.
This needs to be reflected in vocational education and training (VET). Major compa-
nies such as Evonik1 have started to equip their apprentices with digital tools such as
mobile devices to support mobile learning using digital internet and communication
technologies in workplaces and training settings. This comes with specific challenges
but also has a potential for triggering innovation in VET. The adoption of new digital
technologies, particularly when pioneering digital initiatives inside an organization,

1 Evonik Industries AG (2020). https://corporate.evonik.com/en. Retrieved: 2020-02-26.
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may lead to a more heterogeneous and scattered landscape with different digital islands
that are not well connected. Beyond technical interoperability, the point is to integrate
learning and instructional process in a technical environment that enables “educational
interoperability” [3].

Videos are a more and more popular format of media and have a high potential to
support and enrich professional training and education [4]. This is not limited to high-
end, polished materials, but can also include learner-generated videos [5]. Such learner-
generated videos have been analyzed using semi-automatic methods combining human
coding and automatic content analysis order, e.g. to detect missing pre-knowledge and
misconceptions [6]. To extract semantic concepts and relations, DBPedia Spotlight
uses NLP techniques to spot (compound) terms in texts and to relate it to structured
data from DBPedia [7]. Similar techniques have been applied to discover learning
resource recommendations based on textual learning materials [8]. However, many
recommender systems in the context of learning materials usually take user preferences
such as the rating of materials into account [9]. Consequently, such approaches have
difficulties providing good recommendations if the amount of data, particularly user
ratings, is quite low. Content-based recommender systems typically analyze item
descriptions and often transform this into a vector space model, whereas the recom-
mendation quality highly depends on the quality of the description [10]. According to
Kopeinik, Kowald, and Lex standard recommendation algorithms are not well-suited to
provide learning resource recommendations [11]. Particularly for sparse-data learning
environments, they propose ontology-based recommender systems to better describe
the learners and learning resources. Semantic technologies using AI help to automat-
ically process content given by the learning context or learner-generated artefacts [12].

The research presented in this paper stems from an academia-industry cooperation
with Evonik, a large company in the chemical industry. The overarching goal of this
cooperation is to design and implement well-adapted technologies to support digital-
ization in VET. Video-based learning was taken as a starting point in a joint endeavour
between in-company instructors, apprentices and researchers. Videos have been created
by apprentices as well as instructors and are shared on a collaboration platform.
Automatic information extraction from these learning videos is used as a key to rec-
ommending relevant learning materials as a value-adding function.

2 Video-Analysis and Contextualized Information Access

Our approach to extract information and to generate recommendations from learning
videos is based on the following general workflow: (1) segmentation of the video;
(2) transcription (speech-to-text); (3) keyword extraction; (4) representation of the data.
In the first step, the video file is segmented and de-multiplexed into separate video and
audio streams. Second, each audio segment will be transcribed using a speech-to-text
API and stored in the file system. Third, keywords are extracted from the transcripts
using DBPedia Spotlight and classical tf-idf measure. Finally, the keywords will be
represented in the learning environment, e.g. as lists of learning resource recommen-
dations or interactive tag clouds.
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The recommendations for learning materials are generated through keyword-based
search in the sense of a content-based recommender system. This helps to easily
connect new and already existing search APIs to the learning environment. Open
Search is one of the approaches to easily integrate such an already existing API. Using
existing knowledge sources in already implemented management services is crucial for
companies in order to preserve a predominance in a certain field of business. To
discover learning resources, multiple searches with the extracted keywords are per-
formed using the Google Custom Search API, followed by a ranking of the different
results. Each search can be parametrized, e.g., to prioritize certain domains in the
results.

3 Evaluation

To evaluate the keyword extraction and recommendation mechanisms, an online
questionnaire was set up. In it we included the recommenders results for four chemistry
related videos which were presented in a randomized order to reduce order effects.

Initially the participants received a brief textual instruction. For each video the
participants were asked to watch the video before giving their own keyword sugges-
tions, then rating the quality of the extracted keywords and of the top 10 proposed
learning resources. The keywords were to be rated as “important in relation to the
topic”, “suitable but not important” or “irrelevant to the topic”. The learning resources
could be rated as “suitable and helpful”, “suitable but not helpful” or “unsuitable”.

Subsequently, the participants were presented a shortened version of the ResQue
questionnaire [13]. The included items were related to the constructs Quality of Rec-
ommendation, Perceived Usefulness, Transparency and Attitudes. Finally, demo-
graphic questions regarding gender, age and occupation. 32 apprentices completed the
questionnaire (n = 32, 19 males, age range 16–31 with M = 21.03, SD = 3.614).

Perceived Quality of the Extracted Keywords and Generated Information. In the
rating systems for keywords and resources two of the three options can be considered
positive, with one of the two being more neutral than the other, while the third is
negative. The combined score shows that the participants on average rate 87.74% of the

Table 1. Rating of keywords and learning resources

Keywords Resources
Important in
relation to
the topic

Suitable
but not
important

Irrelevant
to the
topic

Suitable
and
helpful

Suitable
but not
helpful

Unsuitable

Video 1
Video 2
Video 3
Video 4

61,98%
58,81%
48,38%
66,25%

28,13%
30,40%
30,93%
26,10%

9,90%
10,80%
20,69%
7,66%

55,31%
45,00%
62,81%
57,19%

30,00%
32,81%
26,88%
27,5%

14,69%
22,19%
10,31%
15,31%

Overall 58,86% 28,89% 12,26% 55,08% 29,30% 15,63%
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keywords and 84.69% of the resources for one of the four videos positively. The
aggregated results are depicted in Table 1.

Among the more poorly rated keywords are mainly those that are not directly
related to the main topic. For example, in video 3 which deals with oxidation and has
29 keywords total, the keywords ‘oxidation’, ‘chemic reaction’ and ‘oxygen’ are rated
really good while ‘vitamin’, ‘candle wax’ and ‘English’ are rated rather poorly.

Evaluation of the Recommender System (ResQue). The constructs measured by
items adapted from ResQue each have a mean score of at least 3, as can be seen in
Table 2. The low diversity score relates to an open question where a participant
remarked that some of the resources had very similar content. The higher accuracy
score fits the positive ratings of keywords and resources.

4 Conclusion and Discussion

The results show that the majority of the proposed keywords and resources are rated
positively. The videos being informative yet not very high level do contain excerpts
that digress from the main topic. Therefore, it makes sense that the system does find
some keywords that do not match the topic and seem misplaced for participant or user.

The results of the ResQue questionnaire showed moderate but slightly positive
scores. While this can be perfectly accurate it should also be noted that the participants
neither interacted with the tool themselves nor were they informed in detail on the
option to use the tool with any media other than videos. Both of which might influence
the rating if it were included in further studies. Additionally, the rating might be
influenced by the state of knowledge of the trainees.
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Abstract. We present Korbit, a large-scale, open-domain, mixed-inter-
face, dialogue-based intelligent tutoring system (ITS). Korbit uses
machine learning, natural language processing and reinforcement learn-
ing to provide interactive, personalized learning online. Korbit has been
designed to easily scale to thousands of subjects, by automating, stan-
dardizing and simplifying the content creation process. Unlike other
ITS, a teacher can develop new learning modules for Korbit in a mat-
ter of hours. To facilitate learning across a wide range of STEM sub-
jects, Korbit uses a mixed-interface, which includes videos, interac-
tive dialogue-based exercises, question-answering, conceptual diagrams,
mathematical exercises and gamification elements. Korbit has been built
to scale to millions of students, by utilizing a state-of-the-art cloud-based
micro-service architecture. Korbit launched its first course in 2019 and
has over 7, 000 students have enrolled. Although Korbit was designed
to be open-domain and highly scalable, A/B testing experiments with
real-world students demonstrate that both student learning outcomes
and student motivation are substantially improved compared to typical
online courses.

Keywords: Intelligent tutoring system · Dialogue-based tutoring
system · Natural language processing · Reinforcement learning · Deep
learning · Personalized · Interactive learning · Data science · STEM

1 Introduction

Intelligent tutoring systems (ITS) are computer programs powered by artifi-
cial intelligence (AI), which deliver real-time, personalized tutoring to students.
Traditional ITS implement or imitate the behavior and pedagogy of human
tutors. In particular, one type of ITS are dialogue-based tutors, which use nat-
ural language conversations to tutor students [13]. This process is sometimes
c© Springer Nature Switzerland AG 2020
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called “Socratic tutoring”, because of its similarity to Socratic dialogue [17].
Newer ITS have started to interleave their dialogue with interactive media (e.g.
interactive videos and web applets) – a so-called “mixed-interface system”. It
has been shown that ITS can be twice as effective at promoting learning com-
pared to the previous generation of computer-based instruction and may be as
effective as human tutors in general [12].

However, despite the fact that ITS have been around for decades and are
known to be highly effective, their deployment in education and industry has
been extremely limited [14,16]. A major reason for this is the sheer cost of devel-
opment [5,14]. As observed by Olney [14]: “Unfortunately, ITS are extremely
expensive to produce, with some groups estimating that it takes 100 h of author-
ing time from AI experts, pedagogical experts, and domain experts to produce 1 h
of instruction.” On the other hand, lower-cost educational approaches, such as
massive open online courses (MOOCs), have flourished and now boast of having
millions of learners. It is estimated that today there are over 110 million learn-
ers around the world enrolled in MOOCs [18]. However, the learning outcomes
resulting from learning in MOOCs depend critically on their teaching method-
ology and quality of content, and remains questionable in general [2,3,9–11,15].
In particular, recent research indicates that MOOCs having low levels of active
learning, little feedback from instructors and peers, and few peer discussions
tend to yield poor learning outcomes [10,15]. Further, it is well-known that stu-
dent retention in MOOCs is substantially worse than in traditional classroom
learning [8]. By combining low cost and scalability with the personalization and
effectiveness of ITS, we hope Korbit may help to effectively teach and motivate
millions of students around the world.

2 The Korbit ITS

Korbit is a large-scale, open-domain, mixed-interface, dialogue-based ITS, which
uses machine learning, natural language processing (NLP) and reinforcement
learning (RL) to provide interactive, personalized learning online. The ITS has
over 7,000 students enrolled from around the world, including students from edu-
cational institutions and professionals from industry partners. Korbit is capable
of teaching topics related to data science, machine learning, and artificial intel-
ligence. The modular platform will soon be expanded with many more topics.

Students enroll on the Korbit website by selecting either a course or a set of
skills they would like to study. Students may also answer a few questions about
their background knowledge. Based on these, Korbit generates a personalized
curriculum for each student. Following this, Korbit tutors the student by alter-
nating between short lecture videos and interactive problem-solving exercises.
The outer-loop system decides on which lecture video or exercise to show next
based on the personalized curriculum. Work is currently underway to adapt the
curriculum during the learning process (Fig. 1).
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Fig. 1. An example of how the Korbit ITS inner-loop system selects the pedagogical
intervention. The student gives an incorrect solution and afterwards receives a text
hint.

During the exercise sessions, the inner-loop system manages the interaction.
First, it shows the student a problem statement (e.g., a question). The student
may then attempt to solve the exercise, ask for help, or skip the exercise. If
the student attempts to solve the exercise, their solution attempt is compared
against the expectation (i.e. reference solution) using an NLP model. If their
solution is classified as incorrect, then the inner-loop system will select one
of a dozen different pedagogical interventions. The pedagogical interventions
include textual hints, mathematical hints, elaborations, explanations, concept
tree diagrams, and multiple choice quiz answers. The pedagogical intervention
is chosen by an ensemble of machine learning models based on the student’s
profile and last solution attempt. Depending on the pedagogical intervention,
the inner-loop system may either ask the student to retry the initial exercise
or follow up on the intervention (e.g., with additional questions, confirmations,
or prompts).

The Korbit ITS is related to the work on dialogue-based ITS, such as the
pioneering AutoTutor and the newer IBM Watson Tutor [1,6,7,13,19]. Although
Korbit is highly constrained compared to existing dialogue-based ITS, a major
innovation of Korbit lies in its modular, scalable design. The inner-loop sys-
tem is implemented as a finite-state machine. Each pedagogical intervention is
a separate state, with its own logic, data and machine learning models. Each
state operates independently of the rest of the system, has access to all database
content (including exercises and videos) and can autonomously improve as new
data becomes available. This ensures that the system gets better and better, that
it can adapt to new content and that it can be extended with new pedagogical
interventions. The transitions between the states of the finite-state machine is
decided by a reinforcement learning model, which itself is agnostic to the under-
lying implementation of each state and also continues to improve as more and
more data becomes available.
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3 System Evaluation

We have conducted multiple studies to evaluate the Korbit ITS. Some of these
studies have evaluated the entire system while others have focused on particular
aspects or modules of the system. Taken together, the studies demonstrate that
the Korbit ITS is an effective learning tool and that it overall improves stu-
dent learning outcomes and motivation compared to alternative online learning
approaches.

In this paper we limit ourselves and discuss only one of these studies. The
study we present compares the entire system (Full ITS) against an xMOOC-
like system [4]. The purpose of this particular study is to evaluate 1) whether
students prefer the Korbit ITS or a regular MOOC, 2) whether the Korbit ITS
increases student motivation, and 3) which aspects of the Korbit ITS students
find most useful and least useful. In an ideal world, Korbit ITS would be com-
pared against a regular xMOOC teaching students through lecture videos and
multiple choice quizzes in a randomized controlled trial (a randomized A/B test-
ing experiment). However, it is not possible to compare against such a system
in a randomized controlled trial, because it would create confusion and drasti-
cally offset student expectations. Therefore, in this study, we compare the Full
ITS against a reduced ITS, which appears identical to the Full ITS and uti-
lizes the same content (video lectures and exercise questions), but defaults to
multiple choice quizzes 50% of the time. Thus, students assigned to the reduced
ITS spend about half of their interactions in an xMOOC-like setting. We refer
to this system as the xMOOC ITS.

Table 1. A/B testing results comparing the Full ITS against the xMOOC ITS: average
time spent by students (in minutes), returning students (in %), students who said they
will refer others (in %) and learning gain (in %), with corresponding 95% confidence
intervals. The ∗ and ∗∗ shows statistical significance at 90% and 95% confidence level.

System Time spent Returning students Will refer others Learning gain

xMOOC ITS 22.98 ± 4.18 26.98% ± 3.44% 44.83% ± 9.00% 39.14% ± 2.35%

Full ITS 39.86 ± 3.70∗∗ 31.69% ± 1.92%∗ 54.17% ± 4.05%

The experiment was conducted in 2019 with n = 612 participants. Students
who enrolled online were randomly assigned to either the Full ITS (80%) or
xMOOC ITS (20%). Students came from different countries and were not subject
to any selection or filtering process. Apart from bug fixes and speed improve-
ments, the system was not modified during the experiment to limit confounding
factors. After studying for about 45 min, students were shown a questionnaire
to evaluate the system.

Table 1 shows the experimental results. The average time spent in the Full
ITS was 39.86 min compared to 22.98 min in the xMOOC ITS. As such, the Full
ITS yields a staggering 73.46% increase in time spent. In addition, the percentage
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of returning students and the percentage of students who said they would refer
others to use the system is substantially higher for the Full ITS compared to
the xMOOC ITS. These results were also confirmed by the feedback provided by
the students in the questionnaire. Thus, we can conclude that students strongly
prefer Korbit ITS over xMOOCs and that the Korbit ITS increases overall
student motivation.

Table 1 also shows that the average student learning was observed to be
39.14%. The learning gain is measured as the proportion of instances where a
student provides a correct exercise solution after having receiving a pedagogical
intervention from the Korbit ITS. Thus, the pedagogical interventions appear
to be effective.

Finally, in the questionnaire, 85.31% of students reported that they found
the chat equally or more fun compared to learning alone and 66.67% of students
reported that the chat helped them learn better sometimes, many times or all
of the time. For the Full ITS, 54.17% of students reported that they would
refer others to use Korbit ITS. In addition, students reported that the Korbit
ITS could be improved by more accurately identifying their solutions as being
correct or incorrect and, in the case of incorrect solutions, by providing more
personalized feedback.
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Abstract. System safety analysis is a creative process that can often be
undertaken by people who are not experts in the system under analysis
whilst also learning the analysis methodology. With the increase of sys-
tem complexity, the high demand for analyses conducted at a scale and
the potentially catastrophic consequences of inadequate analysis, there is
an urgent need for supporting the development of system analysis skills.
Technological solutions can effectively scaffold this ill-defined domain.
We propose a generic framework for Contingent Scaffolding capable of
providing flexible learning support while conducting system safety anal-
ysis. This has been implemented into an intelligent agent, Oswin, which
offers Ontology-driven scaffolding with interactive nudges.

Keywords: Contingent Scaffolding · System safety · STPA · Ontology

1 Problem Statement

System safety analysis is conducted to understand the behaviour of increas-
ingly complex systems to mitigate or prevent undesirable behaviour. The con-
sequences of inadequate analysis can be catastrophic. To support the analyst
several methodologies have been created, one of which is System-Theoretic Pro-
cess Analysis (STPA) [4]. STPA is relatively new, gaining results comparable
with other methodologies and revealing insights they missed [3,8].

Analysts require expert-level knowledge and skills regarding their chosen
methodology, chosen model, modelling, as well as the system under considera-
tion. Given that STPA is an emerging methodology, there are a growing number
of people wishing to learn it and its associated model. Expertise regarding the
system also cannot be assumed given that STPA can be conducted from the
design phase, on large systems distributed over teams, and on complex systems
requiring expertise in multiple fields.

STPA is an ill-defined task [6] with an ambiguous starting state, an unknown
goal state, an advisory non-strict procedure, and no known correct solution. It
is an ill-defined domain [6]: STPA is generic to all analyses and thus contains
incomplete declarative knowledge regarding a particular analysis, including the
system under analysis. System safety is an ill-defined problem [5], in STPA safety
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is re-characterised as a control problem, alternative characterisations include
Swiss-cheese and dominoes [4].

Contingent Scaffolding is presented by Wood et al. [11] as a process enabling
the learner to accomplish a task beyond their current capabilities, which is one
key goal of supporting the non-expert analyst. It has been successfully applied
in Intelligent Tutoring Systems, where it provides graded support for multi-
step problem solving in formalised domains [2]. Thus it is used by Oswin as a
strategy for delivering feedback as interactive nudges regarding the violation of
constraints.

Wood and Wood expounded the principals of “contingent scaffolding” [12]
as:

– Help is provided expeditiously when the learner is in trouble
– Help is increased as the learner requires, until the solution is reached
– As the learner succeeds, support is withdrawn

The learner’s behaviour is observed to determine whether intervention is
required, the tutor then moves through the levels of support. The number of lev-
els vary, between 4 and 5 [12] or 6 [1]; the only guidance being that they should
increase in depth or interference until physical intervention is undertaken. There
has also been concern in implementations regarding a lack of flexibility [2,10].
It arises from the capability of a learner to approach a problem in an unex-
pected but valid way. This PhD project takes into account these concerns in the
proposed contingency scaffolding framework outlined below. It uses constraints
based on situational calculus and a domain ontology to provide scaffolding flex-
ibility in the context of system safety analysis.

2 Proposed Solution and Methodology

Within this project an AI agent, Oswin (Ontology-driven Scaffolding With
Interactive Nudges), has been prototyped to provide learning support to the
non-expert STPA analyst. The intention is to enable them to produce a product
beyond their current abilities, whilst improving their knowledge of STPA and
the system under analysis, as well as improving their safety-analytic and mod-
elling skills. Oswin uses a constraint-based Contingent Scaffolding framework to
accomplish this.

Previous work on ill-defined domains and tasks indicates various strategies
have been successful, including constraints [5] which can check if certain proper-
ties of a solution are present or not. The violation of some constraint indicates a
need for intervention [7]. Oswin is provided constraints as logical-queries over a
user-extended ontology, including strong constraints such as a situation can’t be
both safe and hazardous, as well as advisory constraints such as not analysing
more than 7–10 hazards.
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The range of help the ontology is capable of supporting exceeds enforcing
constraints. It is also capable of providing a reference to factual, conceptual and
procedural knowledge as understood by Oswin to ensure a common conceptu-
alisation. Furthermore, it both enables explanations for Oswin’s reasoning, and
guiding the learner through formulating their own arguments regarding causality
or the categorisation of systems. Finally it enables some re-use of systems and
their behaviour from previous analyses, encouraging analogous reasoning over
multiple analyses: especially beneficial to those specialising in particular system
domains such as autonomous vehicles.

The dual issues of flexibility and expeditious intervention are accounted for
by the on-line evaluation of constraints [7], and following violations immediately
with Contingent Scaffolding. Within this framework, the contingency is formally
defined using Situation Calculus. Reiter’s definition [9] allows complex reasoning
over a log of interactions, including queries over prior situations, which is used
to determine fading.

Regarding levels of support for the Contingent Scaffolding Framework, in the
absence of specific guidance on the levels to use, successful behaviour of human
tutors is used to inform the hierarchy. Due to the nature of the ill-defined domain
this hierarchy also accounts for the limitation that it is not always possible to
provide a solution as physical intervention. Messages for the first three levels
are automatically generated from the constraint, the highest level requires a
database of adaptable code snippets that can be executed in the UI to provide
physical intervention.

A prototype Oswin has been implemented in Logtalk, based upon the Prolog
implementation by Reiter of Situation Calculus [9]. The implementation is split
into a Situation Calculus Ontology Authoring tool and a Contingent Scaffolding
framework, both of which will be defined in Situation Calculus. The ontology
has been defined in Description Logics, OWL, and Prolog. Additional ontological
reasoning has been defined in set-builder notation and Prolog.

A prototype interface has also been implemented to facilitate evaluating the
efficacy of the provided support, see Fig. 1. It is proposed to test the system on
non-expert cohorts who will be provided with STPA training and an example
system. Following which they will conduct an analysis independently. Half will
have access to Oswin and all will have access to a human with system expertise,
simulating an analyst within an organisation. Detailed logs will be gathered via
the Situation Calculus implementation, which will then be studied for evaluation.
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Fig. 1. The UI with Oswin showing level 1 and 2 feedback for a missing “close door”
action, which causes “F-4”. The user believes they have finished defining all relevant
control actions, Oswin believes they have missed one. The ineloquent question asked by
Oswin is generated from and reflects the successful unification of the constraint query
used to arrive at its belief. The available interactions Oswin provides are to request
more help, dismiss the nudge (Oswin may be wrong), or to lookup a relevant term.
By defining the missing control action, the feedback nudge will dismiss itself with no
direct interaction.

3 Expected Contributions and Future Work

The main contribution of this PhD project to AIED is a framework for ontology-
driven scaffolding with interactive nudges for developing system safety analysis
skills. It uses situational calculus and a domain ontology to specify situations
requiring scaffolding and to automatically generate interactive nudges. While
the framework is illustrated in system safety analysis, providing a formal, logical
specification enables generalisation to similar ill-defined domains and tasks (e.g.
debugging, software security, design).

Currently we have a working prototype of Oswin, using the framework in
the system safety domain. Preliminary testing has been conducted with a rep-
resentative STPA example (interlock system [4]) by a small group of system
safety analysis novices. Our immediate work is an evaluation of the efficacy of
the application in the challenging domain provided by STPA. It is expected that
Oswin users’ final ontological models representing the outcome of the system
safety analysis will be close to expert ones. Additional analysis will consider
non-productive behaviour, timings, and resolution of interventions. We also con-
sider retention of learning and re-use of system safety analysis patterns and
components across different scenarios.



Contingent Scaffolding for System Safety Analysis 399

Acknowledgements. The authors gratefully acknowledge the financial support pro-
vided: an EPSRC CASE studentship partially funded by the Defence Science and
Technology Laboratory (Dstl). The advice provided by experts at Dstl is also acknowl-
edged.

References

1. Daniels, H.: Vygotsky and Pedagogy. Routledge, London (2010)
2. Du Boulay, B., Luckin, R.: Modelling human teaching tactics and strategies for

tutoring systems. Int. J. Artif. Intell. Educ. 12, 235–256 (2001)
3. Fleming, C.H., Spencer, M., Thomas, J., Leveson, N., Wilkinson, C.: Safety assur-

ance in NextGen and complex transportation systems. Saf. Sci. 55, 173–187 (2013)
4. Leveson, N.: Engineering a Safer World. The MIT Press, Cambridge (2017)
5. Lynch, C., Ashley, K.D., Pinkwart, N., Aleven, V.: Concepts, structures, and goals:

Redefining ill-definedness. Int. J. AI Educ. 19(3), 253–266 (2009)
6. Mitrovic, A., Weerasinghe, A.: Revisiting ill-definedness and the consequences for

ITSs. In: Artificial Intelligence in Education: Building Learning Systems that Care
from Knowledge Representation to Affective Modelling, pp. 375–382 (2009)

7. Ohlsson, S.: Constraint-based modeling: From cognitive theory to computer tutor-
ing - and back again. Int. J. Artif. Intell. Educ. 26(1), 457–473 (2015)

8. Pawlicki, T., Samost, A., Brown, D.W., Manger, R.P., Kim, G.Y., Leveson, N.G.:
Application of systems and control theory-based hazard analysis to radiation oncol-
ogy. Med. Phys. 43(3), 1514–1530 (2016)

9. Reiter, R.: Knowledge in Action. The MIT Press, Cambridge (2001)
10. Wood, D.: Commentary: Contribution of scaffolding to learning and teaching:

Interdisciplinary perspectives. Int. J. Educ. Res. 90, 248–251 (2018)
11. Wood, D., Bruner, J.S., Ross, G.: The role of tutoring in problem solving. J. Child

Psychol. Psychiatry 17(2), 89–100 (1976)
12. Wood, H., Wood, D.: Help seeking, learning and contingent tutoring. Comput.

Educ. 33(2–3), 153–169 (1999)



The Exploration of Feeling of Difficulty Using
Eye-Tracking and Skin Conductance Response

Chou Ching-En(&) and Kaska Porayska-Pomsta

UCL Knowledge Lab, UCL Institute of Education, London, UK
Joechou0929@gmail.com

Abstract. Metacognitive experience (ME) plays an important role in self-
regulated learning. To date, through mainly self-reporting methodology,
metacognition assessment lacks objective evidence and therefore hinder the
discussion of its subjective and implicit nature. In exploring ME, eye-tracking
and skin conductance response (SCR) offer certain advantages over self-
reporting methods. However, to date, most studies tend to focus on utilizing
these measures to explore metacognitive skills (MS) rather than ME. Also, while
some studies do explore ME with these measures tend to utilize the data from a
summative perspective rather than aligning the data with the real-time ME
behaviours. Based on previous works in this field, this research will discuss how
feeling of difficulty (i.e. a type of ME) functions in real-time based on the
hypothesis that eye-tracking and SCR data can provide objective measures.
Through such, a better understanding of how FOD functions could be gained
and therefore contribute to the support of learners’ metacognitive competencies.

Keywords: Metacognition � Metacognitive experience � Feeling of difficulty
(FOD) � Eye-tracking � Skin conductance response (SCR)

1 Introduction

Metacognition is a complex and multifaceted construct, which can be defined as
“thinking about thinking (Flavell 1979, p. 906)”. In addition, metacognition has the
characteristic of being both a domain-general and domain-specific skill that functions
on both conscious and unconscious levels (Brown 1987; Efklides and Misailidi 2010).
However, while metacognitive skills (MS) is widely discussed, metacognitive expe-
rience (ME) on the other hand receive lesser attention (Efklides 2006). Furthermore, the
assessment of metacognition is dominated by self-reporting methodologies which lack
objective evidence. As a result, this doctoral research has the following two aims. The
first is to target the lesser attention ME, especially feeling of difficulty (FOD), and
untangle its fuzzy construct while discuss it in a versatile yet unified way by including
methodologies and insights from different disciplines. Secondly, with the support of
biometric data such as eye-tracking data (e.g. De Rooij et al. 2018; Nelson et al. 2013;
Chua and Esolinger 2015) and skin conductance response (SCR) data (e.g. Lakie 1967;
Morris et al. 2008), a more exhaustive ME assessment might be achieved through
combing these kinds of objective evidence with the traditional self-reporting
methodologies.
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2 Literature Review

Metacognition is comprised of metacognitive knowledge (MK), which refers the offline
knowledge of cognition, metacognitive skill (MS), which supports the control of
cognition, and metacognitive experience (ME), which is the product of online cognition
monitoring (Efklides 2009; Flavell 1979). Among these components, what apart ME
from the rest is it is both affective and cognitive in nature (Efklides 2005). Taking FOD
as an example, from the affective perspective, it is represented in the form of negative
emotion and, from a cognitive perspective, it indicates how well a cognitive process is
performed. It is this affective nature of FOD enables the possibility of utilizing eye-
tracking and SRC data, which has strong indication for emotion, for its assessment.
However, from a study design point of view, what factors trigger FOD is a major issue
here. According to Efklides (2005), cognitive discrepancy/interruption (i.e. the lacking
cognitive processing fluency) is a particularly influential factor (Efklides and Misailidi
2010). That is, FOD is likely to occur when a cognitive processing result contradicts
with what one has planned. For example, when solving a math problem, a learner may
initially plan for taking it casually as s/he used to be good at math but later feel
frustrated as this problem is actually beyond s/he math ability. However, assuming a
stimulus can correctly trigger FOD, another issue here is how to address the func-
tioning of unconscious FOD. According to Efklides (2005), it is when a feeling is
strong enough to be aware can FOD emerge on a conscious level. This implies that
FOD might emerge on an unconscious level and cannot be reported by one as the
“feeling” is not yet felt. This is another reason for including biometrical evidence which
may fill the gap for illustrating the whole FOD occurrence process (i.e. from uncon-
scious to conscious level) before one can report the arise of FOD. A pilot study
involving an eye-tracker was conducted based on the theoretical framework discussed
above. Nonetheless, as the study tasks (i.e. learning material drawn from an online
math learning platform called Mathigon and the topic of graph theory was chosen as it
includes different types of learning tasks such as reading comprehension, multiple-
choice and learning games) was presented in a rather exploratory environment, it was
hard to pinpoint the exact FOD arising period from the eye-tracking data. For instance,
the increasing pupil size pattern can be found and related to the time when a FOD
stimulus is presented (see Fig. 1). Furthermore, a fluctuated pupil pattern can be
spotted which may indicate one is regulating their learning process affected by the arise
of FOD and attempting to guide the process back on track. However, this interpretation
is only a speculation and is even harder for the participant to report. For example, in
Fig. 1, the red box on the left indicating when the participant shifts her focus from
reading text to the diagrams below and try to figure out what these diagrams mean.
From the self-report by her, the difficulty level was increasing and therefore FOD arise.
Yet, there was no explanation given by the participant about the three peaks circled in
the left red box of Fig. 1. As a result, the revised study proposal in the later section
needs to set the study setup more strictly to minimize other factors that could poten-
tially contribute to the forming of FOD.
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3 Methodology

3.1 Research Aims, Hypothesis and Questions

As mentioned previously, to date, there exists an extensive body of metacognition
research apply eye-tracking and SCR, which demonstrate the potential of including
biometrical evidence to support metacognition assessment. As a result, along with the
discussion above, the proposed research aims at investigating how eye-tracking, SCR
and self-report can be adopted for exploring FOD on both a conscious and unconscious
level. The hypothesis made here is through the design of the activities (see next section
for more detail), participants’ FOD can be elicited and the data acquired can indicate
both the occurrence and intensity of FOD. Two overarching questions provide the
focus for this research: (1) Does triangulate eye-tracking, SCR and self-report data can
provide indications about how FOD functions?; (2) can the acquired data illustrate the
whole FOD arising process both consciously and unconsciously? In sum, the impli-
cation from this research may support learners to better understand their FOD func-
tioning and subsequently promote self-regulated learning. Moreover, data from eye-
tracking and SCR regarding FOD functioning can shed light on metacognition
assessment by providing a more objective perspective.

3.2 Study Design

Participants will be recruited who are in university or graduate level. Metacognition
plays an important role in life-long learning (Evans 2018) and it is a lack of ability
among the target group (Jaberi and Gheith 2015). As being the last stop of formal

Fig. 1. A sample of the learning material and the pupil size data
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education, the potential contribution of this study can support improving metacognitive
competence and therefore benefits to the target group. To ensure that FOD behaviours
can be observed, both the claims of cognitive discrepancy can trigger FOD (Efklides
and Misailidi 2010) and learning-through-teaching can promote metacognitive
awareness (Leelawong and Biswas 2008) are adopted. The stimulus will be drawn from
Mathigon (Legner 2012) which was used in the pilot study. The context is graph theory
and networks which includes four topics. However, to deliver the stimulus in a more
restricted way, instead of letting participants explore the given task freely, the learning
material from Mathigon will be divided into smaller pieces and each study trails will
only last for a certain time (this will be determined by conducting another pilot study).
The participants will first get familiar with the given task on a pc connected to an eye-
tracker and an SCR equipment. Eye-tracking and SCR data along with screen and
video recording of the interaction will be recorded. These data will be used for sup-
porting the later stimulated recall interview (SRI) at the end of each study phases.
Participants will then explore the given task as teachers and later report difficult parts
spotted with according FOD level rating. Next, participants will take problems that aim
at causing cognitive discrepancy and later report the accordingly FOD level rating.

3.3 Data Analysis

Eye-tracking features will be selected based on Eivazi and Bednarik (2011) with the
focus on pupillary data along with mean and sum fixation duration, mean between
fixation and total eye-movement path distance, number and rate (divided by the
duration) of fixations, fixation position within the trails, and pupil dilation. SRC data
will be analysed according to Whittlesea and Rayner (1993) work. The reason for
applying two types of biometric instruments that both related closely to emotion
assessment is to minimize other factors that could influence FOD. That is, to trian-
gulating eye-tracking data, SRC data along with the self-report FOD level, the affective
nature of FOD can be focused. Through such, the first research question might be
answered through the triangulated data. And the second research question might be
tackled via exploring the data’s pattern in a set time to see if there are any features can
be spotted before FOD is reported.

4 Conclusions

The current proposal aims at exploring the potential of including eye-tracking and SCR
together into metacognition research. Besides discussing metacognition from different
yet related disciplines, the main goal here is to access metacognition functioning from a
more objective perspective. In this way, the implication can be drawn from in assisting
learners’ metacognitive competence while providing a new approach to metacognition
assessment which can be beneficial for their self-regulated learning.
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Abstract. The possibilities given by artificial intelligence are becoming
enactments of what once were just distant fictional displays. Even if we restrict
the context to Artificial Intelligence in Education (AIEd) the horizon is still
wide. But which society layers and ethical frameworks are being considered in
the process of conceiving AIEd scope? Committed with this debate, this
research focuses the ethical challenges of AIEd in terms of sense of agency
development across formal education.

Keywords: Artificial intelligence � Education � Ethics � Sense of agency �
Training

1 Introduction: Who’s Accountable for Automation Applied
to Learning Processes?

The latest technological advancements emerging as daily commodities are so far-
reaching that our ways of thinking, feeling, acting and relate with others may be
transformed at a very silent and rapid pace. But what investments are being made to
determine the kind of culture, usage and ethics people want, need and may be able to
spread through their technology mediated performances? In fact, works on ethical
assessment of new tech, including AI-powered environments, are gaining traction [1, 2].
Education-wise huge worldwide governmental investments were made for the
deployment of laptops, broad access to Internet and educational software, some inte-
grating AI [3], intelligent tutoring systems [4], and robots [5]. Although we may con-
sider relevant some achievements over the last 25 years, AIEd is quite a new discipline
and a research overview revealed a lack of critical reflection of its challenges and risks
[6, 7]. In fact, AIEd is covering an unprecedent range of cognitive functions and easing
some routine tasks through automated grading, feedback loops, virtual facilitators,
personalised learning, customised materials, and proctoring. But ideologies, fantasies,
and projections about what the future should or is expected to be inform the
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development of these technological solutions. So, who may be accountable for AIEd
development and scope? How is sense of agency being enhanced or constrained in the
processes it enables? And how is our Judgement of Agency [8] being respected by its
automations? In fact, many studies emphasised the sense of agency role in user expe-
rience and interface design [9] and some found a conundrum in the association of
automation and sense of agency [10, 11]. This PhD research is being developed under
the premise that sense of agency is at the heart of learning, enabling experiences of
signification that may foster lifelong orientation for learning. It also considers sense of
agency core for legal and ethical structures [12]. So, this research aims at contributing to
the public debate on AIEd, so that its researchers/developers become more sensitive and
critical towards ethical learning-related issues. Furthermore, it intends to foster teachers’
critical thinking on AIEd, by directly recognising their current attitudes and levels of
awareness on the matter. Teachers are expected to be empowered to decide whether they
want to use AIEd or not, to recognise the ways these technologies enter and may
transform classrooms and learners and how they may integrate these resources into their
pedagogical practices.

2 Research Goals and Methodology: Designing the Futures
We Long for

2.1 Research Goals

This work aims at understanding if and how ethical impact assessment of AIEd
influences primary teachers’ awareness on the challenges AIEd may pose [13] to sense
of agency. The specific goals comprise: (1) the exploration of contexts, applications,
drivers, ethical issues, and controls that may be critical to evolve in the discussions of
AIEd, particularly in what relates to sense of agency. (2) The enhancement of teachers’
capacity to explore AI impact on learning, across students’ different developmental
tasks. (3) The design of professional development content that promotes teachers’
capability to intentionally consider AI ethical challenges in their pedagogical practices,
preserving the conditions that enable students’ sense of agency.

2.2 Methodology

The research methodology will be mainly qualitative, comprising data triangulation.
On the first phase it will be used a grounded theory-based design of a framework for
teachers’ Continuing Professional Development (CPD). This part will include the
following variables: the narrative shared participatory methods and the capability of
ethically reason upon AI applied to Education. Given the fact that this research’s
theoretical corpus is on its first growing years, the option for the Delphi method seemed
accurate, enabling the identification of guiding theories, variables, causal relationships,
constructs, instruments and generating a common language for discussion [14]. The
structure is planned as follows: 1.1. Selection of a group of circa 15 experts from
different geographical realities (snowball method), with experience on education,
philosophy of technology, tech applied to education or in AI software development.

406 A. Mouta et al.



1.2. Participants will be challenged (email) to express their opinions on AIEd – i.e.,
AIEd techs and applications, user contexts, usage drivers, ethical issues involved, and
existing controls. 1.3. This data will enable the construction of a survey questionnaire.
1.4. Participants will (a) rethink their first responses, (b) choose the 2 main critical
items for each criterion, and (3) conclude on the drivers, the potential ethical chal-
lenges, and the current existing controls. Data will be analysed through descriptive
statistics that will be further shared with the experts. 1.5. These new ideas will be voted
by the group to define a final list on each criterion and further create a hypothetical
dilemma reflecting an ethical challenge posed by AIEd. 1.6. Participants will vote 3
dilemmas (better exploration of AIEd ethical challenges). 1.7. Results will be shared
with the entire group.

Then, providing directions on CPD needs, a focus group of circa 7–10 teachers will
be presented 3 ethical dilemmas (resulting from the previous research design). This will
constitute a common basis to identify what AI tech might be like and speak about the
AIEd construct. Teachers will be invited to choose the most impactful dilemma in
terms of learning implications, justifying their choices. They are expected to highlight
potential consequences to students’ sense of agency resulting from the use of that tech
under the described circumstances (or others). Then, teachers will be also invited to
explore the needs of a school community in what concerns AIEd. This content will be
analysed (CAQDAS) to explore teachers’ current attitudes towards AIEd and related
CPD needs.

The content resulting from the Delphi and focus group phases will be the basis for
designing a socio-constructivist eLearning course. Its methodologies will create
opportunities to explore and evaluate teachers’ capacity to intentionally integrate the
potential and limits of using AI. A group of around 20 teachers or education internship
students will be invited to complete this online course (MOOC platform). A qualitative
data collection moment on attitudes towards AIEd will be included in the initial and
final phases of the course structure. Throughout the course teachers will (1) identify
AIEd applications, (2) explore its potential and challenges in terms of learning, and
(3) specifically identify the effects of AIEd ethical challenges upon sense of agency.
Then, a group of around 5 teachers will be invited to a final semi-structured interview
to grasp teachers’ attitudes towards AIEd regarding learning experiences’ processes.
The eLearning characteristics that might have contributed to those results will be
explored along with the teachers’ perception on their capability and will to continue
dealing with the ethical challenges AI may pose to formal educational environments.
The questions will also comprise the main criteria teachers consider relevant for CPD
on AIEd.

3 Conclusions

This research is expected to mainly reinforce understanding on the critical ethical
dimensions of AI applied to Education, in what concerns the role of sense of agency in
the signification of a learning experience. It will reflect upon the perspective of different
educational stakeholders, namely teachers, and it will try to contribute to the public
debate and further research on AIEd. That will be done through the development of
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conceptual insights and theoretical frameworks to analyse and incorporate its critical
dimensions into deliberate pedagogical practices.
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Abstract. A key issue in mathematics education is supporting students in
developing general problem-solving skills that can be applied to novel, non-
routine situations. However, typical mathematics instruction in the U.S. too
often is dominated by rote learning, without exposing students to the underlying
reasoning or alternate ways to solve problems. As a first step in addressing this
problem, we present a cognitive task analysis study that investigates how stu-
dents without a mathematics-related background solve novel non-routine
problems. We found that most students were able to identify the underlying
pattern that yields the final solution in each problem. Furthermore, they tended
to use various forms of visualization in their draft work, but occasionally made
computational mistakes. Based on these results, we propose our plan for
developing an instructional platform that leverages learning science principles to
train students in problem-solving abilities.

Keywords: Problem-solving flexibility � Strategy � Non-routine mathematics

1 Introduction

The ability to tackle non-routine problems – those that cannot be solved with a known
method or formula and require analysis and synthesis as well as creativity [9] – is
becoming increasingly important in the 21st century [5]. However, when faced with a
non-routine problem, U.S. students tend to apply memorized procedures incorrectly
rather than modify them or develop new solutions [8]. One possible source for this
difficulty is the typical instructional focus in U.S. schools on memorization and
application of routine procedures [2, 6, 7]. Such an approach makes students proficient
at executing rote procedures, but it does little to help them understand the conceptual
basis for the procedures or to think creatively about novel problems - both of which are
essential for developing problem-solving flexibility.

An important first step in addressing this issue is to assess how students currently
approach non-routine problem solving, so that we can design the appropriate learning
interventions. In this work, we present an empirical cognitive task analysis where
participants were asked to think aloud while solving a series of non-routine problems
from discrete mathematics. We chose this domain because discrete math problems can
often be tackled from multiple perspectives while not requiring any advanced back-
ground beyond the high school curriculum [3]. Based on the findings from this study,
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we propose our plan for developing a tutoring system for non-routine problem-solving
ability. Then, we discuss the system’s broader implications and the challenges we need
to address in deploying this system at scale.

2 Assessing Students’ Problem-Solving Skills

We conducted interview sessions with three students at a private university in a
midwest US city. None of the students had a mathematics-related background. The
participants were asked to solve three non-routine mathematics problems on paper in
one hour. They were also encouraged to think aloud and write down their draft work.
The three problems in our study, taken from [3], and a brief summary of their sample
solutions, are as follows.

Problem 1: In an air show there are twenty rows. The first row contains one seat, the
second three seats, the third five seats, the fourth seventh seats, and so on. How many
seats are there in total?

Sample solution: In the first row there is 1 seat. In the first two rows there are
1 + 3 = 4 seats. In the first three rows there are 1 + 3 + 5 = 9 seats. In the first four
rows there are 1 + 3 + 5 + 7 = 16 seats. In the first five rows there are
1 + 3 + 5 + 7 + 9 = 25 seats. Based on this pattern, in the first k rows there are k2

seats. In our case, there are 20 rows and therefore 400 seats in total.

Problem 2: Find all integers between 1 and 99 (inclusive) with all distinct digits.
Sample solution: there are 99 integers between 1 and 99 in total, and 9 of them have

non-distinct digits, namely 11, 22, 33, …, 88, 99. Hence, the remaining 90 integers
have distinct digits.

Problem 3: What is the digit in the ones place of 257?
Sample solution: Looking at the sequence of powers of 2–2, 4, 8, 16, 32, 64, 128,

256, 512, 1024, … – we see that the corresponding sequence of digits in the ones
places is 2, 4, 8, 6, 2, 4, 8, 6, 2, 4, … In other words, this sequence is a cycle of length
4. Therefore the last digit of 257 is that of 253, which is that of 249, …, which is that of
21, which is 2.

We then analyzed recordings of the participants’ think-aloud and their draftwork,
from which we derived the following insights:

Pattern Identification. Participants were aware that they had to find a pattern or
formula to solve the problems, because it was not feasible to directly compute the final
answer. All participants were able to identify the expected pattern for each problem as
outlined above, except for one student who failed to do so for Problem 1. While this
participant realized that the number of seats on row k is the k-th positive odd number,
this pattern alone was insufficient to solve the problem.

Visualization. Participants tended to visualize the problem by drawing examples and
making lists or tables (Fig. 1). They expressed that these visualizations were crucial in
helping them identify the correct pattern and solve the problem.

410 H. A. Nguyen et al.



Computation. Participants occasionally made computational mistakes while calcu-
lating the initial sequence values, especially in Problem 3. As a consequence, they
could not identify any pattern based on the wrong values, and took some time to realize
the mistake. All students who corrected their mistakes were able to subsequently solve
the problem.

In summary, we found that participants were aware of the idea behind identifying
patterns, and they all did so via some kind of visualization. On the other hand, com-
putational mistakes, while not directly related to our learning objectives, can be
detrimental to the overall problem-solving process. From these insights, we propose the
following next steps.

3 Developing a Tutoring System for Flexible
Problem-Solving

Moving forward, our plan is to iteratively conduct more cognitive task analysis
interviews and develop a prototype of the system. Our initial conceptualization of how
the system will work is as follows. A single round of exercise in the system incor-
porates four learning stages, all of which are built on established learning principles: 1)
Reviewing a worked example of a non-routine mathematics problem, 2) Explaining the
worked example to a partner, 3) Solving a new problem which is isomorphic to the
worked example problem, and 4) Explaining the isomorphic solution to a partner.
Between rounds, the student can review previous solutions, look at materials related to
the problem space, or practice basic math skills. This design is intended to (1) formally

Fig. 1. Participants’ attempts at visualizing the problem in their draftworks.
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introduce students to a complete solution through worked examples, (2) reinforce their
understanding of the worked example through self-explanation, and (3) assess students’
learning through an isomorphic problem. Our hypothesis is that through the learning
system, students will get a better sense of how to approach a novel non-routine
problem, so that in case they have not yet found the solution – for example, like the
participant in our study who did not identify the true pattern in Problem 1 – they can
still adopt a different viewpoint and explore other strategies.

We have already begun mapping the problem space by developing a non-routine
problem-solving flowchart and identifying sets of potential non-routine problem
solutions. Once we have tested our solution space, we will develop and pilot a low
fidelity paper prototype version of the system with college students to further refine the
mathematical content and identify areas for revision to the design. We are also looking
at which technological features could be useful for students learning in this domain. As
a first step, our system will include a canvas for students to perform their draftwork on,
as well as a simple calculator interface with basic arithmetic operations to help students
avoid computational mistakes. An important follow-up question is whether students’
draftwork can be analyzed to infer their thinking process, which could in turn guide the
design of appropriate feedback mechanics. While this task has previously been per-
formed manually by domain experts [1], employing a machine learning technique to
automate it to some extent would greatly enhance the system’s adaptive support
functionality and scalability.

4 Conclusion

This research will provide concrete, generalizable evidence about the utility and
implementation of worked examples, multiple solutions, and self-explanation to pro-
mote skills in non-routine problem solving. Results will inform future tutoring system
design by identifying how and when the instructional features are most beneficial for
developing problem-solving skills. We also intend to have a practical impact by dis-
tributing a tutoring system that is accessible to a wide range of students, including
lower-performing students who would typically not be exposed to these types of
problems and strategies [1, 4]. In addition, we will provide a teacher’s guide to support
educators in using the system adaptively to support their instructional goals.
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Abstract. Machine learning is promising for empowering education,
however it requires a solid specification of the problem at hand. What are
good metrics or losses for optimizing knowledge retention? What are the
specific issues when dealing with adaptive environments? This workshop
attempts at discussing challenges related to optimizing human learning.
https://humanlearn.io

Keywords: Adaptive learning · Reinforcement learning · Knowledge
tracing

1 Objectives

What should we learn next? In this current era where digital access to knowledge
is cheap and user attention is expensive, a number of online applications have
been developed for learning. These platforms collect a massive amount of data
over various profiles, that can be used to improve learning experience: intelligent
tutoring systems can infer what activities worked for different types of students
in the past, and apply this knowledge to instruct new students. In order to learn
effectively and efficiently, the experience should be adaptive: the sequence of
activities should be tailored to the abilities and needs of each learner, in order to
keep them stimulated and avoid boredom, confusion and dropout. In the context
of reinforcement learning, we want to learn a policy to administer exercises or
resources to individual students [1–3].

Educational research communities have proposed models that predict mis-
takes and dropout, in order to detect students that need further instruction.
Such models are usually calibrated on data collected in an offline scenario, and
may not generalize well to new students. There is now a need to design online
systems that continuously learn as data flows, and self-assess their strategies
when interacting with new learners. These models have been already deployed
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in online commercial applications (ex. streaming, advertising, social networks)
for optimizing interaction, click-through-rate, or profit. Can we use similar meth-
ods to enhance the performance of teaching in order to promote lifetime success?
When optimizing human learning, which metrics should be optimized? Learner
progress? Learner retention? User addiction? The diversity or coverage of the
proposed activities? What the issues inherent to adapting the learning process
in online settings, in terms of privacy, fairness (disparate impact, inadvertent
discrimination), and robustness to adversaries trying to game the system?

Student modeling for optimizing human learning is a rich and complex task
that gathers methods from machine learning, cognitive science, educational data
mining and psychometrics. This workshop welcomes researchers and practition-
ers in the following topics (this list is not exhaustive):

– abstract representations of learning
– additive/conjunctive factor models
– adversarial learning
– causal models
– cognitive diagnostic models
– deep generative models such as deep knowledge tracing
– item response theory
– models of learning and forgetting (spaced repetition)
– multi-armed bandits
– multi-task learning
– bandits & reinforcement learning

2 Questions

– How to put the student in optimal conditions to learn? e.g. incentives,
companion agents, etc.

– When optimizing human learning, which metrics should be optimized?
• The progress of the learner?
• The diversity or coverage of the proposed activities?
• Fast recovery of what the student does not know?
• Can a learning platform be solely based on addiction, maximizing

interaction?
– What kinds of activities give enough choice and control to the learner to

benefit their learning (adaptability vs. adaptivity)?
– Do the strategies differ when we are teaching to a group of students? Do we

want to enhance social interaction between learners?
– What feedback should be shown to the learner in order to allow reflective

learning? e.g. visualization, learning map, score, etc. (Should a system provide
a fake feedback in order to encourage the student more?)

– What student parameters are relevant? e.g. personality traits, mood, context
(is the learner in class or at home?), etc.

– What explicit and implicit feedbacks does the learner provide during the
interaction?
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– What models of learning are relevant? E.g. cognitive models, modeling
forgetting in spaced repetition.

– What specific challenges from the ML point of view are we facing with these
data?

– Do we have enough datasets? What kinds of datasets are missing? In
particular, aren’t the current datasets too focused on STEM disciplines?

– How to guarantee fairness/trustworthiness of AI systems that learn from
interaction with students? This is especially critical for systems that learn
online.

3 About the Program Committee

To contact us, join our mailing list: optimizing-human-learning.

Jill-Jênn Vie is a researcher in machine learning at Inria Lille, SequeL team.
His research focuses on learning fair representations of users that evolve over
time, with applications to education and recommender systems. He authored
several publications about knowledge tracing.

Fabrice Popineau is a professor at CentraleSupélec and researcher in the
LAHDAK team of LRI, Orsay. He is interested in adaptation, personalization
and companion agents for online educational platforms.

Hisashi Kashima is a professor at the Department of Intelligence Science
of Technology, Kyoto University. His research interests are machine learning and
human computation, and their applications to learning analytics.

Benôıt Choffin is a PhD student in Computer Science at CentraleSupélec
(University of Paris-Saclay) in France, under the supervision of Yolaine Bourda
and Fabrice Popineau. Benoét is interested in leveraging machine learning meth-
ods for improving the way humans learn. In particular, he is currently developing
adaptive spacing algorithms for skill mastery: these algorithms personalize skill
reviewing schedules to suit the students’ strengths and weaknesses and optimize
long-term mastery. His research work has been awarded the Best Full Paper
Award at EDM 2019.
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Abstract. The goal of this proposed workshop is to explore opportunities to
empower educational systems with the most advanced AI technologies and to
explore how to standardize on these systems, technologies, and practices,
including adaptive learning systems, AI-based recommendation engines, and
systems that use machine learning to model student interactions and preferences
to improve learning outcomes. Relevant topic areas will cover some aspects of
the research that directly or indirectly define, inform and advance the current
relevant IEEE standards for the application of AI in learning technologies,
which may include (but are not limited to) the following: 1) AI architecture,
methodology and models that improve the scalability, performance, and
explainability, and that enable components to plugin and interact with AI
engines used in learning technology systems, especially AI-driven adaptive
instructional systems; 2) Federated Machine Learning (FML) and Explain-
able AI (XAI); 3) Standards, practice, and methodology for accessing,
collecting, storing, utilizing, sharing, and securing child and student data.
Standards that provide stakeholders with certifiable and responsible child and
student data governance methodologies, specific metrics, and conformance
criteria; 4) Standards for evaluating and reporting the use of AI in educational
systems; 5) Practices and methodologies that capture the nuanced and political
nature of educational institutions while addressing the needs of the learner and
educator.

Keywords: Adaptive instructional systems � Data governance and privacy �
Explainable AI � Open source � Standardization � Interoperability � Machine
learning
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1 Introduction

AI-enabled education tools have recently attracted attention for their potential to
improve education quality and enhance traditional teaching and learning methods.
These offerings are now being rolled out at scale in commercial and non-commercial
products. Having achieved this level of maturity, standards for common interfaces,
components, and processes serve as a foundation for new research and innovation
while reducing the risk of adopting AI-based educational products and helping to avoid
wasteful duplication of effort. Interoperability gained through thoughtfully developed
standards makes it possible to reuse existing technologies and content so they can be
integrated into existing educational ecosystems. This can reduce costs and accelerate
advances in the field of AI in Education by enabling researchers and innovators to more
easily test and evaluate new strategies and technologies through a wide variety of
implementations in real-world environments generating large data sets. The standard-
ization effort is also deeply connected with and informed by the AIED research in the
corresponding areas.

2 Workshop Chairs

Dr. Robby Robson is a researcher and innovator in the broad field of learning tech-
nology who has contributed to numerous standards and technologies that are widely
used today. He holds a doctorate in mathematics from Stanford University, is CEO and
co-founder of Eduworks Corporation, former chair of the IEEE Learning Technology
Standards Committee, and currently serves on the IEEE Standards Association Board
of Governors. Dr. Xiangen Hu is a professor in the Department of Psychology,
Department of Electrical and Computer Engineering and Computer Science Depart-
ment at The University of Memphis (UofM) and senior researcher at the Institute for
Intelligent Systems (IIS) at the UofM and is professor and Dean of the School of
Psychology at Central China Normal University (CCNU). Mr. Jim Goodell is the
Senior Education Analyst at Quality Information Partners. Mr. Goodell leads standards
development for the US Department of Education’s Common Education Data Stan-
dards (CEDS) and works with stakeholders from early learning, K12, postsecondary,
and workforce organizations. He is Vice-Chair of the IEEE Learning Technology
Standards Committee, Chair of the Competency Data Standards Workgroup, and Chair
of the Adaptive Instructional Systems Interoperability Workgroup. Mr. Michael Jay is
the CEO of MatchMaker Education Labs. He left the classroom in 1986 to join Apple
Computer’s Classroom of Tomorrow (ACOT) research and development project,
served as Apple’s Education Competitive Analyst, and led major curriculum-related
marketing initiatives. Mr. Brandt Redd is the CTO of MatchMaker Education Labs, a
new startup involved in competency definitions and facilitating directories of learning
resources. He is the creator and coordinator of the EdMatrix.org directory of Learning
Technology Standards. Mr. Redd was formerly CTO of the Smarter Balanced
Assessment Consortium and Senior Technology Officer for Education at the Bill &
Melinda Gates Foundation.
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3 Program Committee Members

• Richard Tong, IEEE LTSC Chair, Chief Architect and General Manager of US
Operations at Squirrel AI Learning

• Robert Sottilare, IEEE AIS Chair, Soar Technology
• Shelly Blake-Plock, Technical Advisory Group (TAG) for xAPI
• Elliot Robson, Eduworks
• Lixin Fan, Explainable AI WG
• Yang Qiang, Federated Machine Learning WG
• Zitao Liu, TAL
• Songfan Yang, TAL
• Ronghuai Huang, Beijing Normal University
• Victor Lu, Beijing Normal University
• Avron Barr, IEEE Learning Technology Standards Committee
• Art Graesser, University of Memphis
• Bruce McLaren, Carnegie Mellon University
• Mark Lee, IEEE TLT
• Tianyi Ivy Tang, Squirrel AI Learning
• Zachary Pardos, UC Berkeley
• Alicia Sanchez, DAU
• Sae Schatz, ADL
• Keith Brawner, U.S. Army CCDC SC
• David Dockterman, Harvard University
• Erlend Overby - ISO SC36 Chair
• Delmar Larson, University of California, Davis, and Founder of LibreTexts

4 Proposed Format

• Paper Presentations: 3–5 (30 min Each)
• Invited Talks: We intend to have 5–7 speaker to present their expert insights
• Panel Discussions: Panel discussion sessions are intended to explore various heated

topics in the implementation of AI in the field of education, ongoing initiatives, and
projects.

• Poster sessions: Optional for papers that could not fit into the main session - Allow
breakout rooms.

5 About the Hosts

IEEE Learning Technology Standards Committee (LTSC) focuses on supporting the
evolution of learning technologies. The LTSC supports the IEEE’s mission by
developing global technical standards, recommended practices, and guides for learning
technology. The IEEE LTSC actively cooperates with academic, industrial research
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labs and government agencies to promote and transform learning research to scalable
and practical learning technologies in use.

Squirrel AI Learning by Yixue Group is the first and market-leading K12 EdTech
service company that specializes in intelligent adaptive education in China. For the
second year in a row, Squirrel AI Learning is the hosting partner and primary sponsor
for this workshop at AIED.
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Abstract. Textbooks have evolved over the last several decades in many
aspects. Most textbooks can be accessed online, many of them freely. They
often come with libraries of supplementary educational resources or online
educational services built on top of them. As a result of these enrichments, new
research challenges and opportunities emerge that call for the application of
AIEd methods to enhance digital textbooks and learners’ interaction with them.
Therefore, we ask: How to facilitate the access to textbooks and improve the
reading process? What can be extracted from textbook content and data-mined
from the logs of students interacting with it? This workshop will seek research
contributions addressing these and other research questions related to the idea of
intelligent textbooks. It seeks to bring together researchers working on different
aspects of learning technologies to establish intelligent textbooks as a new,
interdisciplinary research field.

Keywords: Digital and online textbooks � Open educational resources (OER) �
Modelling and representation of textbook content � Assessment generation �
Adaptive presentation and navigation � Content curation end enrichment

1 The Motivation

Textbooks and instructional texts in general remain one of the main methods of
instruction, but – just like other educational tools – they have been evolving over the
last several decades in many aspects (how they are created, published, formatted,
accessed, and maintained). Most textbooks these days have digital versions and can be
accessed online. Plenty of textbooks (and similar instructional texts, such as tutorials)
are freely available as open educational resources (OERs). Many commercial textbooks
come with libraries of supplementary educational resources or even distributed as parts
of online educational services built on top of them. The transition of textbooks from
printed copies to digital and online formats has facilitated numerous attempts to enrich
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them with various kinds of interactive functionalities including search and annotation,
interactive content modules, automated assessments and more.

As a result of these enrichments, new research challenges and opportunities emerge
that call for the application of artificial intelligence (AI) methods to enhance digital
textbooks and learners’ interaction with them. There are many research questions
associated with this new area of research; examples include:

• How can one facilitate the access to textbooks and improve the reading process?
• How can one process textbook content to infer knowledge underlying the text and

use it to improve learning support?
• How can one process increasingly more detailed logs of students interacting with

digital textbooks and extract insights on learning?
• How can one find and retrieve relevant content “in the wild”, i.e., on the web, that

can enrich the textbooks?
• How can one better understand both textbooks and student behaviors as they learn

within the textbook and create personalized learner experiences?

Our workshop will seek research contributions addressing these and other research
questions related to the idea of intelligent textbooks. While the pioneer work on various
kinds of intelligent textbook technologies has already begun, research in this area is
still rare and spread over several different fields, including AI, human-computer
interaction, information retrieval, intelligent tutoring systems, and user modeling. This
workshop will bring together researchers working on different aspects of intelligent
textbook technologies in these fields and beyond to establish intelligent textbooks as a
new, interdisciplinary research field.

2 Description of the Workshop Content and Themes

We intend to make this workshop the first in a series. Therefore, we aim at gathering
researchers from a wide range of communities that are interested in all aspects of
intelligent textbooks. The workshop themes include but are not limited to:

a) Modelling and representation of textbooks: examining the prerequisite and
semantic structure of textbooks to enhance their readability;

b) Analysis and mining of textbook usage logs: analyzing the patterns of learners’ use
of textbooks to obtain insights on learning and the pedagogical value of textbook
content;

c) Collaborative technologies: building and deploying social components of digital
textbooks that enable learners to interact with not only content but other learners;

d) Generation, manipulation, and presentation: exploring and testing different formats
and forms of textbook content to find the most effective means of presenting
different knowledge;
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e) Assessment and personalization: developing methods that can generate assess-
ments and enhance textbooks with adaptive support to meet the needs of every
learner using the textbook;

f) Content curation and enrichment: sorting through external resources on the web
and finding the relevant resources to augment the textbook and provide additional
information for learners.
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Abstract. In recent years, Artificial Intelligence (AI) has gained the
attention of the public, and become a major topic of discussion. AI
already has a significant influence on various areas of life and across
different sectors and fields. The rapidity with which AI is impacting
our everyday life as well as our working world poses a tremendous chal-
lenge for our society and educational system. This second edition of the
EduAI workshop aims to address that challenge by bringing together
researchers, teachers, and practitioners who are actively involved with
and/or interested in K-12 AI education. The aim is to foster a mutual
exchange of knowledge, ideas and views between those groups to discuss
and find a common ground for how to best implement AI education.

Keywords: AI literacy · AI education · Digital citizenship education

1 Introduction

In recent years, Artificial Intelligence (AI) has gained the attention of the public,
and become a major topic of discussion. AI already has a significant influence
on various areas of life and across different sectors and fields. The rapidity with
which AI is impacting our everyday life as well as our working world poses a
tremendous challenge for our society and educational system. Sound knowledge
about AI, its principles and concepts, the ability to apply AI techniques and
methods, coupled with the ability to analyze their long-term benefits, are becom-
ing 21st century key skills. They are the basis for creating career opportunities
and fostering a broad common understanding of AI applications and products.
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As a consequence, this also enables people to better estimate potential oppor-
tunities and possible risks of those upcoming technologies. Access to basic AI
literacy, education and tools will also reduce the danger of social or economic
exclusion of certain groups of people, especially women and minorities. In this
context it is essential to introduce fundamental concepts and techniques of AI
from an early age. In doing so, a convenient byproduct will be the involvement of
the child’s caregivers – parents and educators, who will also become AI-literate.

2 Aims and Scope

Teaching fundamental AI concepts and techniques has traditionally been done at
the university level. Education in AI at the K-12 level is still quite rare. However,
in recent years several initiatives and projects pursuing the mission of K-12 AI
education have emerged. The main goal of this workshop is to bring together
people who are actively involved with and/or interested in K-12 AI education
(researchers, teachers, educators, practitioners) and top AI scientists, fostering
a mutual exchange of knowledge, ideas and views between those groups. The
workshop aims to present initiatives, projects, ideas and best practice examples,
to get input from leading AI education researchers, and to discuss current work,
possible cooperation and future directions in the context of AI education in
schools. Furthermore, it aims to discuss and find a common ground for how to
best implement AI education at the K-12 level.

3 Topic Areas

Topics of interests include (but are not limited to):

– K-12 AI educational initiatives and projects
– AI curricula
– AI teaching concepts and materials
– Social, ethical and economic aspects of AI, human factors
– Software and hardware tools in AI education and how those tools could

improve teaching
– AI in education
– Best practices for training educators to teach about AI
– Parental involvement in AI-literacy
– Approaches dealing with the question of what should be taught to prepare

youth for a digitized world

4 Topic’s Importance to AIED Community

Education organizations, AI experts and even governments develop and deploy
AI curricula and programs for a K-12 audience. The workshop proposes to step
back and intentionally create curricula and programs that not only provide
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K-12 students with basic AI literacy, but also allow them to apply AI tools
and techniques to real-world problems. Most real-world problems are ill-defined,
with incomplete information, operating at multiple scales, across different dis-
ciplines in dynamic ways, and may not have well-defined end states. Humans
have trouble solving problems that involve multiple time scales, inferring func-
tional relationships from time series data, or predicting trajectories of dynamic
systems. They spend considerable effort in developing mathematical models and
technologies to compensate for these weaknesses, but not enough attention in
educating students to develop these capacities [2]. They tend to create single-
variable interventions or inventions that do not take into account their impact on
complex or imbricate systems. This “command and control” approach focuses on
controlling a target variable, and may be successful at first, but tends to create
spin-off problems over time, and at disastrous scale [1]. Effects of this have been
seen in the recent examples of biased datasets and algorithms.

Building on the 1st International Workshop on Education in Artificial Intel-
ligence K-12 (EduAI) [3], the workshop proposes a gathering of experts from AI,
education and complex systems thinking so a set of best practices to prepare
students for a complex world where they will be living and working alongside
AI and significant automation are collectively developed.

Sound knowledge about AI principles and concepts, the ability to apply AI
techniques and methods to real-world problems, coupled with the ability to col-
laborate and deploy AI-based solutions are the basis for creating career opportu-
nities and fostering a broad common understanding of AI applications in society.
As a consequence, this also enables people to better estimate potential opportu-
nities and possible risks of those upcoming technologies. But it is not enough to
just provide access to basic AI literacy, education and tools to students. Their
parents, educators and other adults in their lives need to be engaged. Many
of whom will be impacted by automation and will need to “upskill”. This co-
learning model will broaden and open up the conversation around AI, will reduce
the danger of social or economic exclusion of certain groups of people, especially
women and minorities, resulting in deeper capacity building, and eventually more
innovation.
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