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31. Radar Wind Profiler

Volker Lehmann, William Brown

Radar wind profilers (RWPs) are meteorological
radars that are used to determine the vertical
profile of the wind vector in the atmosphere.
RWPs typically use wavelengths ranging from about
20 cm to about 6m. The scattering processes that
occur at such wavelengths give these instruments
a unique ability to obtain detectable echoes in
both the optically clear, as well as in the particle-
laden, atmosphere (i.e. in the presence of clouds,
fog, or precipitation). The height coverage of RWPs
varies, mainly due to the wavelength dependence
of the clear air scattering process: boundary-layer
RWPs (which operate at frequencies of around
1GHz) typically probe the lowest 3�5km of the at-
mosphere, while (markedly larger) systems in the
50MHz band can provide data on the atmospheric
region up to about 20 km above the ground.
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Gravity causes the atmosphere to stratify in a distinct
manner that is reflected in significant vertical varia-
tions in atmospheric variables. One such variable is the
wind—the velocity vector that describes the motion of
the air [31.1]. Structures such as jet streams (both low-
level jets and those near the tropopause) as well as shear

zones at frontal boundaries are prominent examples of
the rich three-dimensional (3-D) flow structure of the
Earth’s atmosphere. Quantitative knowledge of the ver-
tical profile of the wind vector is crucial for various
reasons, but most obviously for weather forecasting and
aviation.
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31.1 Measurement Principles and Parameters

A radar wind profiler (RWP) is essentially a coherent
radar that operates at long wavelengths ranging from
about 20 cm to about 6m. Electromagnetic waves in
this range are scattered at fluctuations in the refractive
index of particle-free clear air, which are almost om-
nipresent due to the turbulent state of the atmosphere.
This clear-air scattering allows a RWP to obtain mea-
surable echoes even when there are no hydrometeors in
the radar resolution volume.

The fundamental radar measurables are the am-
plitude and phase (relative to the transmitted signal)
of the signal received at the output port of the an-
tenna. During signal processing, important properties
such as the reflected power and Doppler information
are extracted from the demodulated receiver signal
in a range-resolving fashion. It should be noted that
even these fundamental radar variables are obtained
through often rather complex mathematical operations.
It is therefore useful to structure the data obtained by
a RWP into hierarchical data levels that correspond to
the various stages of processing. At each stage, a par-
ticular algorithm implemented by a software module
converts the data from a lower to a higher data level.
The ultimate aim of signal processing is to convert the
received electrical signals into meteorological quanti-
ties.

RWP architectures fall into two broad categories:
Doppler systems that use a single receiving antenna
and spaced-antenna systems that use multiple receiv-
ing antennas. Doppler systems steer the radar beam in
various near-zenith directions. The Doppler shift aris-
ing from the movement of the atmospheric medium
in each of these line-of-sight directions can then be
measured directly. An explicit wind vector retrieval
operation is then performed to transform the radial
Doppler shifts into a 2-D or even 3-D wind vector. In
contrast, spaced-antenna systems use an arrangement

Table 31.1 Signals measured by RWP and important derived properties

Variable Description Unit Symbol
RX time series Time series of the demodulated receiver voltage arb. u. I=Q.t/
Doppler spectrum Power spectrum of the I=Q time series arb. u. S.f /
Signal power Zeroth moment of the signal component in the power spectrum arb. u. Ps

Mean Doppler frequency First moment of the signal component in the power spectrum Hz fD
Spectral width Second moment of the signal component in the power spectrum Hz �

Variable Description Unit Symbol
RX time series Time series of the demodulated receiver voltage arb. u. I=Q.t/
Doppler spectrum Power spectrum of the I=Q time series arb. u. S.f /
Signal power Zeroth moment of the signal component in the power spectrum arb. u. Ps

Mean Doppler frequency First moment of the signal component in the power spectrum Hz fD
Spectral width Second moment of the signal component in the power spectrum Hz �

Table 31.2 Meteorological quantities that can be extracted from RWP data

Variable Description Unit Symbol
Radial wind velocity Atmospheric motion along the line of sight of the antenna beam m s�1 vr
Horizontal wind vector Horizontal components (u; v ) of the 3-D wind vector (u; v ;w ) m s�1 v h

Vertical wind Vertical component w of the 3-D wind vector (u; v ;w ) m s�1 w

Variable Description Unit Symbol
Radial wind velocity Atmospheric motion along the line of sight of the antenna beam m s�1 vr
Horizontal wind vector Horizontal components (u; v ) of the 3-D wind vector (u; v ;w ) m s�1 v h

Vertical wind Vertical component w of the 3-D wind vector (u; v ;w ) m s�1 w

of three or more horizontally spaced and vertically di-
rected receiving antennas to measure the diffraction
pattern due to atmospheric scattering. This diffraction
pattern shifts due to the horizontal drift of the scatter-
ers, allowing the movement of the atmospheric medium
to be inferred from a cross-correlation analysis of the
signals obtained by the different antennas. The verti-
cal component is derived directly through the Doppler
method.

The main variable determined by a RWP is the ver-
tical profile of the horizontal wind vector, i.e., the wind
speed and direction as a function of altitude. These
quantities can be estimated in a fully automated way
under almost all meteorological conditions. The radar
hardware as well as the signal and data processing al-
gorithms needed for this task can nowadays be regarded
as mature.

Measurement of the vertical wind component is
more difficult. Since cloudy air is a complex mul-
tiphase, multivelocity, and multitemperature physical
system [31.2, 3], there is generally a need to distinguish
between the velocity of the gaseous phase (wind in the
strictest sense) and the velocity of liquid and solid wa-
ter particles with respect to the surrounding air. While
the horizontal displacement of the rather small water
particles is usually dictated by the horizontal wind, the
terminal velocity of the hydrometeors needs to be taken
into account when estimating the vertical wind. Espe-
cially at shorter wavelengths, such as in the 1GHz band
and even in the 400MHz band, Doppler measurements
obtained with a vertically directed beam often reflect
an unknown combination of the vertical wind and the
terminal speed of the hydrometeors, unless the parti-
cle scattering can be unambiguously separated from the
clear air scattering component.

RWP signals contain more information than just the
Doppler shift, so enabling quantities other than the wind
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to be determined. For instance, atmospheric properties
such as the structure constant of the refractive index
C2
n [31.4] can be derived, although the extraction of

such parameters requires a tailored data analysis using
specialized algorithms to account for the complexity
of the measurement process. It is therefore difficult to
fully automate algorithms for these quantities as they
can usually be only be applied for a limited range of
atmospheric conditions.

Obviously, the site at which a RWP is installed
must have an electrical power supply as well as data
transmission infrastructure and should be accessible for
maintenance. Furthermore, such RWPs should prefer-
ably be sited at locations that minimize potential prob-
lems with ground or sea clutter, external electromag-
netic interference, corrosion, and lightning damage. As
with all radars, a proper license for radio spectrum use
is a prerequisite for legal operation.

31.2 History

This section provides a brief overview of the main
phases in the evolution of RWP. More comprehensive
historical overviews of the development of clear-air
radars or RWPs are given in [31.5–7].

31.2.1 Puzzling Radar Echoes
from the Clear Air

The story of radar-based wind profiling began in 1939,
when Albert Wiley Friend (1910–1972) published a let-
ter in the Bulletin of the American Meteorological
Society [31.8] that described a radio wave propagation
experiment in which he related reflections from the tro-
posphere to temperature inversions and the associated
changes in the dielectric constant of the atmosphere. He
even went as far as suggesting a monitoring of these dis-
continuities in between profile measurements obtained
with radiosondes. Such echoes were later called an-
gels by the radar community [31.9], which directed
considerable effort into understanding this intriguing
phenomenon. The autobiography ofDavid Atlas (1924–
2015) gives an interesting personal account of that
period of research [31.10]. By the end of the 1960s,
it was theoretically and experimentally established that
dot echoes from clear air originate from point targets
such as insects and birds, whereas diffuse echoes are
caused by sharp gradients in the refractive index. The
theoretical foundations for radar wind profiling were
laid by Valerian Tatarskii (born 1929), who utilized
a combination of Maxwell’s electromagnetic theory and
statistical turbulence theory [31.11]. The state of knowl-
edge at that time is summarized in [31.12].

31.2.2 Jicamarca and Follow-On Research

Another decisive development was triggered by in-
coherent radar scattering investigations of the upper
atmosphere. Radio observatories with large and pow-
erful radar systems such as Jicamarca [31.13] and
Arecibo [31.14] were founded for this purpose in the

early 1960s. It is interesting to note that the break-
through experiment performed at the Jicamarca Ob-
servatory under the direction of Ronald Woodmann
(born 1934) was the consequence of pure curiosity-
driven research: when the USA and Peru quarreled
about fishing grounds off the coast of Peru, Amer-
ican funding was withheld for a period, freeing the
Jicamarca group to look more closely at radar echoes
from the neutral atmosphere using unconventional pro-
cessing methods [31.7]. New findings from this re-
search were published in 1974 in a seminal paper by
Woodman and Guillen [31.15]. These results spurred
comprehensive follow-on research, including the con-
struction of specialized radars for sounding the up-
per atmosphere (mesosphere-stratosphere-troposphere
(MST) radars) [31.16]. The findings were reviewed in
early 1980 [31.17] with a focus on the resulting theo-
retical understanding of the clear-air returns and some
aspects of the capabilities of the hardware and signal
processing used. The paper also listed a variety of at-
mospheric phenomena that the new technique could be
employed to observe. Considering operational applica-
tions, it was concluded that “large pulsed radars can
provide continuous vector wind measurements through-
out the troposphere under all weather conditions”.

31.2.3 Development of RWP for Meteorology

The potential of theMST radar techniquewas brought to
the attention of the meteorological community [31.18],
which led to the development and testing of prototypes
of dedicated wind-profiling Doppler radars [31.19].
Soon after, the Colorado Wind-Profiling Network, an
experimental network of five radars, was constructed
as a means to evaluate the long-term viability of the
method [31.20].At about the same time, small boundary-
layer radars probing with higher frequencies (around
1GHz) were developed for wind profiling [31.21,
22]; these were subsequently commercialized through
technology transfer to the private sector.
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31.2.4 Operational Use of RWP Networks

The first truly operational network, initially termed the
Wind Profiler Demonstration Network (WPDN) and
later denoted the NOAA National Profiler Network,
was completed in May 1992 [31.23–25]. This network
was routinely operated until the NOAA announced
that it would be decommissioned in 2014, mainly due
to management issues and funding difficulties within

the NWS. In Europe, the first demonstration of radar
wind profiler networking, the COST WIND Initiative
for a Network Demonstration in Europe (CWINDE)
project [31.26], was organized in early 1997 as part
of COST Action 76. Other operational networks fol-
lowed, in particular the outstanding WINDAS network
of the Japanese Meteorological Administration [31.27]
and the network of the Australian Bureau of Meteorol-
ogy [31.28, 29].

31.3 Theory

The aim of RWP instrument theory is to derive suf-
ficiently accurate but tractable functional relationships
between the properties of the atmosphere and the signal
received by a RWP [31.30]. This theory incorporates
scattering physics to describe the interaction of the
(artificially generated) wave with the atmosphere, the
reception of the scattered wave, its transformation into
a measurable function (receiver voltage), and finally the
extraction of the desired atmospheric information from
this signal using adequate mathematical signal process-
ing methods.

31.3.1 Scattering Processes for RWP

The fundamental physical process for scattering is the
interaction of an electromagnetic wave with the discrete
electric charges in matter, that is protons and electrons.
Those charges are set in oscillatory (accelerated) mo-
tion by the wave which leads to secondary radiation
that superposes with the incident field. This funda-
mental microscopic process manifests itself in macro-
scopic effects such as diffraction, refraction, reflection,
scattering, changes in propagation speed, polarization,
and absorption [31.31], depending on the properties
of the medium. It is impossible to describe these
macroscopic effects at an elementary (microscopic)
level for any practical problem, even with the aid of
modern computers [31.32, 33], so macroscopic elec-
trodynamics is used instead, and the electromagnetic
properties of matter are described using bulk param-
eters [31.34, 35].

The atmosphere below the thermosphere can be
assumed to be an electrically neutral continuum, i.e.,
a dielectric gas mixture, although short-lived ionization
can occur in meteor trails or lightning channels. Fur-
thermore, a suspension of a broad range of liquid and
solid particulates (hydrometeors and aerosols) may be
embedded in this continuum. Airborne objects such as
insects, birds, and airplanes must also be considered.
The following idealized scattering models can be for-
mulated:

� Scattering at refractive index inhomogeneities in
particle-free air� Scattering at particle ensembles in an otherwise ho-
mogeneous medium� Scattering at plasma in lightning channels� Echoes from airborne objects� Echoes from the ground surrounding the RWP
(through antenna sidelobes).

Instrument theory for RWP is typically restricted
to scattering at inhomogeneities in the refractive in-
dex of air. Since the atmosphere is almost permanently
in a turbulent state, the link between electrodynamics
and turbulence theory is key. For the idealized case
of exclusive clear air scattering, the theory that maps
the atmospheric properties of interest (implicitly con-
tained in the field of refractive-index fluctuations) to the
signal measured by the RWP is relatively well devel-
oped [31.36].

The very nature of turbulence makes theoretical
analysis an extremely challenging task, as our under-
standing of turbulence and refractive-index structure at
the meter and submeter scales in the free atmosphere
is still very limited. Numerical simulations of realistic
turbulent flows are increasingly being used in lieu of
high-resolution in-situ measurements to investigate var-
ious aspects of RWP measurements in unprecedented
detail [31.37–40].

The second atmospheric scattering process relevant
for RWPs is scattering at small particles, such as hy-
drometeors. While the Rayleigh approximation can be
used for simplification because the particle diameter
is always much smaller than the wavelength, this ap-
proximation assumes that the particles are randomly
positioned, which is open to debate. Thus, there is also
the possibility of coherent scattering effects from non-
randomly positioned particles [31.31, 41–43].

Often, both scattering processes act in tandem, and
separating the simultaneous contributions from partic-
ulate scattering and clear-air scattering poses a prac-
tical problem if the data are to be used to extract
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Fig. 31.1a–d Cloud radar reflectivity (a), RWP SNR (c), cloud radar velocity (b) and RWP velocity (d) at Lindenberg (Germany)
on 17 June 2015, illustrating simultaneous clear-air and particle scattering. When the particle return dominates (i.e., there is high
reflectivity in the 35GHz cloud radar), the clear-air signal in the RWP is dominated by falling particles (after [31.44] © Authors
Creative Commons Attribution 4.0 License)

information other than the estimated horizontal wind
components [31.44–54]. An example of this so-called
Bragg–Rayleigh ambiguity is shown in Fig. 31.1.

All remaining scattering or echoing mechanisms
are considered to be clutter: unwanted echoes. This
includes scattering at plasma in lightning chan-
nels [31.55–58], scattering by airplanes [31.19, 20] and
birds [31.24, 59], as well as ground clutter echoes
received through the ubiquitous sidelobes of finite-
aperture antennas [31.15, 60–64].

31.3.2 Clear-Air Scattering

There is a considerable amount of literature on clear-air
scattering [31.4, 30, 31, 36, 65–67], and this topic con-
tinues to attract new research [31.36, 68–70]. Due to its
unique relevance to RWP systems, an overview of the
theory of clear-air scattering is provided below.

The macroscopic polarization properties of air are
described through a material parameter, the relative
permittivity �. By using different expressions for the
atomic polarizability of dry air (nonpolar gases) and
water vapor (a polar gas), ignoring carbon dioxide,
and noting that by definition the relative permittivity
is related to the refractive index via n2 D �, it can be
shown [31.71] that

.n� 1/Air D k1
za

p

T
C k2

zw

e

T
C k3

zw

e

T2
; (31.1)

where e is the partial pressure of water vapor and the pa-
rameters ki relate to the molecular polarization. za and
zw are corrections to the ideal state equation for gases.
In radar meteorology, it is common to use the refrac-
tivity N [31.66], defined as N D .n� 1/106. Using the
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constants given by [31.66],

N D c1
p

T
C c2

e

T
C c3

e

T2
; (31.2)

with

c1 D 0:776
K

Pa
; c2 D 0:716

K

Pa

and c3 D 3:7�103 K
2

Pa
:

The ubiquitous variations in temperature, humid-
ity, and pressure in the turbulent atmosphere result in
variations in the refractive index of the atmospheric
medium [31.4, 66], which in turn cause the macro-
scopic scattering of electromagnetic waves propagating
through the atmosphere.

The first step when analyzing the scattering prob-
lem is to utilize the macroscopic Maxwell equations.
If we only consider a harmonic time dependence of
the fields by separating a factor ei!t from the electric
and magnetic field vectors E.r; t/ and H.r; t/, respec-
tively [31.72], we obtain the vector Helmholtz equation

�E.r/C �0�0!
2�.r/E.r/D�rŒE.r/ � r ln.�.r//� ;

(31.3)

which implicitly assumes that the phenomenon under
consideration is monochromatic. This is a good ap-
proximation whenever the medium varies over a much
longer timescale than the propagation time of the wave.
The permittivity of the atmosphere fluctuates around
a value of 1, so

�.r; t/D h�.r; t/iC �
0
.r; t/D 1C �

0
.r; t/ : (31.4)

The ansatz for the total electric field is written ED
E0 CEs, where E0 is the solution of the homogeneous
version of (31.3), i.e., the field in the absence of permit-
tivity fluctuations. For single scattering, all products of
the two small quantities Es and �

0
are neglected (Born

approximation), which leads to an equation for the scat-
tered electric field Es,

�Es.r/C �0�0!
2Es.r/

D �0�0!
2�

0
.r/E0.r/�rŒE0.r/ � r ln.�

0
.r//�: (31.5)

The solution to this equation when there are no
additional boundary conditions forEs (except for the ra-
diation condition) in the far field is known to be [31.4,
69]

Es.r/D k2

4 

•

V

eikjr�r0j

jr� r0j�
0
.r0/Œo� ŒE0.r0/�o��d3r0 :

(31.6)

The unit vector oD .r� r0/=jr� r0j is directed from
the variable scattering point to the observation point.
Equation (31.6) is fairly general because it only as-
sumes that the observation point lies in the far field of
the scatterer.

For any concrete problem, the exact scattering ge-
ometry (e.g., the location of the transmitting and re-
ceiving antenna) and the incident field E0.r/ must be
specified. To obtain closed-form expressions, it is cus-
tomary to simplify the treatment by assuming that the
transmitted electromagnetic pulse has a Gaussian shape
and that the antenna radiation pattern (the beam ge-
ometry) is also Gaussian [31.36, 69]. This model for
E0 together with the term eikjr�r0j=jr� r0j essentially
defines the instrument sampling function. A compre-
hensive theoretical analysis of the measurement process
for clear-air Doppler radars based on explicit formula-
tions for the instrument sampling function is presented
in [31.36]. Two levels of approximation are used to sim-
plify this instrumental sampling function analytically.
These are obtained by expanding jr� r0j in a Taylor se-
ries and retaining terms up to first order (i.e., linear;
this is known as the Fraunhofer approximation) or up
to second order (i.e., quadratic; this is termed the Fres-
nel approximation).

The Fraunhofer diffraction or small-volume scatter-
ing approximation assumes that the phase fronts of the
incident wave are planar over the scattering volume. In
this case, (31.6) simplifies to

Es.r; t/D E0
k2

4 

eikr

r

•

V

�
0
.r0; t/e�i2ki�r

0
d3r0 ; (31.7)

which explicitly allows for a refractive index varia-
tion with a timescale that is much longer than the
propagation time of the wave. Equation (31.7) shows
that the field of permittivity fluctuations is sampled
at twice the wavenumber k of the incident electro-
magnetic wave. Therefore, refractive index fluctuations
at the half-wavelength scale play a prominent role in
clear-air backscattering. This is essentially a condition
for constructive interference, which leads to detectable
backscattered signal levels.

Current radar theory builds upon the Fresnel ap-
proximation, which is applicable under much weaker
assumptions and includes additional relevant ef-
fects [31.36, 65, 69]. However, the Fresnel approxima-
tion leads to the same final radar equation as the tradi-
tional Fraunhofer approximation if the refractive index
perturbations are statistically isotropic at the Bragg
wavenumber [31.36].

It is convenient to choose a coordinate system with
the origin centered on the scattering area (Fig. 31.2).
Assume that the scattering region is illuminated by
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Fig. 31.2 Geometry
of the general
scattering problem

a monochromatic and linearly polarized plane wave of
normalized (to unity) amplitude

E.r; t/D eiei.ki�r�!t/; where kD !
p
�0�0 : (31.8)

In this case, at a sufficiently large distance R from the
scattering area, the scattered wave can be formally writ-
ten as

Es.r; t/D f .o; i/
eikR

R
: (31.9)

This equation introduces the scattering amplitude
f.o; i/, a parameter that is commonly used in the the-
ory of scattering processes [31.73] and ignores the
harmonic time dependence. It describes the amplitude,
phase, and polarization of the scattered wave in the
far field. In radar meteorology, the cross-section is de-
fined as “the area intercepting that amount of (incident)
power, which, if scattered isotropically, would return to
the receiver an amount of power equal to that actually
received” [31.74], see also [31.31, 66]. Mathematically,
this can be expressed as [31.73]

�.o; i/D lim
R!1

4 R2Ss.o;R/
Si.i/

; (31.10)

where Ss.R/ is the scattered power flux density at a dis-
tance R in direction o from the scatterer and Si is the
incident power flux density. The Poynting vector SD
E�H� for an electromagnetic wave progressing in unit
direction n is

SD jEj2p
�
n ; (31.11)

where �Dp
�0=.��0/ is the wave impedance. Upon in-

serting (31.11) and (31.9) into (31.10) and noting that
Ei has an amplitude of unity by definition, we obtain

�.o; i/D 4 jf.o; i/j2 : (31.12)

For distributed targets, the volume reflectivity � is
defined as the radar cross-section per unit volume

�D d�

dV
: (31.13)

By definition, the backscattering cross-section is
given by

�b D �.�i; i/D 4 jf.�i; i/j2 : (31.14)

The field of fluctuations in the dielectric number �
0

is a random function, meaning that the scattering am-
plitude is also a random function [31.66, 73],

�b D k4

4 

•

V

•

V

h�0
.r0

1/�
0.r0

2/iei2ki.r01�r02/d3r0
1d3r0

2 :

(31.15)

The function B� D h�0
.r1/�

0
.r2/i is the correlation

function for dielectric fluctuations. If we introduce the
new coordinates [31.75] 
 D 1=2.r1Cr2/ and ı D .r1�
r2/, then

�b D k4

4 

•

V

•

V

B�.
 ; ı/e
i2ki�ıd3ıd3
 : (31.16)

The last integral can be interpreted as a Fourier
transformation of B� with respect to ı. According to
statistical turbulence theory, this gives the variance
spectrum ˚ of � [31.76]. Thus,

�b D 2 2k4
•

V

˚�.
 ; 2ki/d3
 (31.17)

and

�b D 2 2k4˚�.
 ; 2ki/ : (31.18)
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The volume reflectivity is directly proportional to
the 3-D spectrum of refractivity for the wavenum-
ber corresponding to half the radar wavelength. The
sampling of ˚ at just one wavenumber is the Bragg
condition, which is required for constructive interfer-
ence. Note that the variance spectrum is sampled at
wavevector 2ki. Obviously, there is a dependence of the
volume reflectivity on the direction of the incident wave
in case of an anisotropic variance spectrum of the per-
mittivity at the wavenumber 2k. This phenomenon is
indeed observed with radars in the 50MHz band and
is termed aspect sensitivity. It is very difficult to de-
rive the statistical properties of a stratified and therefore
anisotropic medium, so heuristic models are commonly
used [31.77].

For locally isotropic fluctuations in the dielectric
number (i.e., in the inertial subrange), (31.18) reduces
to

�b D 8 2k4˚n.
 ; 2k/ : (31.19)

If the corresponding variance spectrum for the re-
fractive index is used, ˚� D 4˚n [31.31].

Kolmogorov’s statistical theory predicts that the 3-
D variance spectrum in the inertial range has a typical
wavenumber dependence of k�11=3 and can therefore be
written as

˚n.
 ; k/D 0:0330C2
n.
 /k

�11=3 ; (31.20)

where C2
n is the structure parameter for the refractive

index [31.76]. Thus, we finally arrive at

�b D 0:3787C2
n.
 /�

�1=3 ; (31.21)

an important equation that is used in radar meteorology
to determine the volume reflectivity caused by fluctu-
ations in the refractive index (see for example [31.75,
78–80] and references cited therein).

Such a scattering process is often termed Bragg
scattering. It is clearly the most relevant scattering
model for RWPs [31.31, 80].

31.3.3 Signal Processing

The RWP antenna receives the backscattered electro-
magnetic wave and converts it into a measurable elec-
trical signal S at the antenna output port, where

S.r; t/D
“

F

Es.rC �; t/fA.�/d
2� : (31.22)

Here, f includes the antenna radiation pattern [31.81].

The voltage at the output port of the antenna
S.r0; t/D S.t/ is the physical carrier of all of the infor-
mation about the atmosphere that is made available by
the scattering process. The purpose of signal process-
ing is therefore to convert the measured electrical signal
into meteorological parameters [31.82].

In signal analysis, it is useful to find a mathemati-
cal representation of the signal that facilitates physical
interpretation. The signal is typically transformed into
another representation (e.g., from the time domain to
the frequency domain) in order to study the same piece
of information from a different perspective [31.83]. It
is important to pick an appropriate new representation
for subsequent signal processing tasks such as detec-
tion, classification, and estimation. The representation
is well adapted to the problem if only a few coeffi-
cients reveal the information contained in the signal.
This is called a sparse representation [31.84]. A typi-
cal radar echo is sparse in the frequency domain; hence
the prominent role of the Doppler spectrum. The sup-
pression or filtering of unwanted echoes is also more
efficient if a sparse representation of the clutter signal
component can be found.

RWP signal processing was initially developed for
an idealized setting where the receiver signal was as-
sumed to consist of only the atmospheric signal of
interest and the ubiquitous thermal noise of the receiver
electronics. The idealized properties of the receiver
signal at the antenna output port of a pulsed single-
frequency RWP are [31.85]:

� S.t/ is a continuous real-valued random voltage sig-
nal� S.t/ is narrowband, with the information contained
in the slowly varying signal envelope [31.86]� S.t/ has a large dynamic range, with strong signal
power for some clutter echoes and extremely low
power signals typically occurring at the uppermost
range gates.

The detection of weak signals in noise or—
equivalently—optimization of the SNR requires
a matched filter approach [31.66, 87].

Demodulation, Range Gating,
and A/D Conversion

The narrowband RWP signal at the output port of the
low-noise amplifier can be written

Srx.t/D A.t/ cosŒ!ctC˚.t/� : (31.23)

Information about the scattering process is con-
tained in the amplitude and phase modulation of the
received signal Srx.t/. A demodulation step is first
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performed to remove the carrier frequency !c while re-
taining the modulation information contained in the in-
stantaneous amplitude A.t/ and the instantaneous phase
˚.t/. This yields the complex baseband signal

QS.t/D I.t/C iQ.t/ ; (31.24)

where the real part I.t/ is called the in-phase com-
ponent and the imaginary part Q.t/ is termed the
quadrature-phase component of the signal [31.86]. The
implementation details of this demodulation depend on
the particular receiver architecture of the RWP.

RWPs transmit a series of short electromagnetic
pulses. The backscattered signal is sampled during the
time interval �T between successive pulses. Knowl-
edge of the propagation speed of the wave group (i.e.,
the speed of light) allows the radial distance of the mea-
surement to be determined, as illustrated in Fig. 31.3.
The maximum distance that can be determined unam-
biguously (known as the maximum unambiguous range
hmax) is of course limited by the pulse separation or in-
terpulse period �T , with hmax D c�T=2.

The vertical resolution is determined by the pulse
width 	 , with �rD c	=2. It is customary to perform
range sampling with a frequency of at least 1=	 . Note
that it is not possible to increase the vertical resolution
by range sampling more densely [31.87].

Range gating is usually done during A/D conver-
sion. If the range sampling frequency is given by 1=�t

and Nh is an integer that denotes the number of range
gates with �T > Nh�t, then the signal QS.t/ is obtained
at the discrete grid

QSŒj; n�D QS.t0C j�tC n�T/ ;

jD 0; : : : ;Nh � 1 ; nD 0; : : : ;NT � 1 : (31.25)

For each range gate j at height c=2j�t, a discrete
(complex) time series of the signal is obtained with
a sampling interval of�T . This can be written in a sim-
plified notation as

SŒn�D SIŒn�C iSQŒn� ; nD 0; : : :;NT �1 : (31.26)

The Digitized Raw Signal
The theoretical basis for RWP signal processing is
the mathematical model of stationary Gaussian random
processes. Specifically, the model for the digitized and
range-gated RWP signal is

SŒn�D IŒn�ei!n�T CNŒn� ; (31.27)

where IŒn� /N .0;RI/ and NŒn�/N .0;RN/ are inde-
pendent, complex, zero-mean, Gaussian random vec-
tors that describe the atmospheric signal and the re-
ceiver noise, respectively [31.88], �T is the sampling
interval of the sequence and ! is the mean Doppler
frequency. Furthermore, IŒn� is narrowband compared
to the receiver bandwidth and j!j 	  =�t (the Nyquist
criterion).
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Since SŒn� results from the demodulation of a real-
valued, zero-mean, stationary Gaussian random pro-
cess, the resulting complex random process is also sta-
tionary, has a mean of zero, and is proper; that is, the se-
quence has vanishing pseudo-covariance E.SŒp�SŒq�/D
0 [31.89]. The underlying random process of the real-
ization SŒn� is completely characterized by its covari-
ance matrix R, where [31.85]

.R/p;q D Cov.SŒp�; SŒq�/

D �2
I %Œp� q�ei!.p�q/�T C �2

Nıp�q;0 ; (31.28)

The autocorrelation sequence % is typically as-
sumed to be Gaussian as well, and therefore corre-
sponds to a Gaussian signal peak in the power spectrum.
If the spectral width of the signal is �v, then [31.88, 90]

%Œn�D e�2 
2�2

v n
2�T2 : (31.29)

This Gaussian correlation model must not be con-
fused with the characterization of the random process
as Gaussian, which encompasses a much wider class
of signals. To completely describe such a random pro-
cess, it is sufficient to consider either the autocovari-
ance function or—according to the Wiener–Khintchine
theorem—the power spectrum. In radar meteorology,
the latter is usually referred to as the Doppler spec-
trum.

This signal model provides the theoretical justifica-
tion for why only the first three moments of the Doppler
spectrum are usually estimated. Note that stationarity
must be assumed over typical dwell times of O.1min/.

Real-world effects such as clutter or radiofrequency
interference make it necessary to extend the simple
model (31.27) by adding an additional clutter compo-
nent with potentially very diverse properties, i.e.,

SŒn�D IŒn�ei!n�t CNŒn�CCŒn� : (31.30)

Furthermore, atmospheric scattering is of course not
limited to only clear-air echoes. This modifies the gen-
eral properties of the signal as follows:

� S.t/ becomes multicomponent due to the possibil-
ity of simultaneously acting atmospheric scattering
mechanisms, internal (electronic) noise, and exter-
nal (artificial) effects� S.t/ can be nonstationary due to the transient nature
of bird, airplane, or lightning echoes.

Strictly speaking, only the clear-air scattering mech-
anism is of interest in radar wind profiling. However,
from a practical point of view, it has become customary
to include the scattering at hydrometeors as a non-

clutter component too, provided that the particles can
be considered tracers for wind measurements. Multiple
signal components from different scattering processes
or other effects need to be separated and classified using
additional information provided a priori. The presence
of several independent stationary signal components
will give rise to a Doppler spectrumwith multiple signal
peaks, which will necessitate more sophisticated target
classification.

While the receiver signal is intrinsically nonstation-
ary due to the impulsive character of the transmitted sig-
nal (a pulse) and the inhomogeneous vertical structure
of the atmosphere, this property changes significantly
during range gate sampling. The assumption of station-
arity is usually valid for atmospheric scattering, ground
clutter, and noise. However, intermittent clutter intro-
duces nonstationarity at the level of the range-gated I=Q
data. This nonstationary signal character requires the
application of nonstationary signal analysis to obtain
the problem-adapted (sparse) signal representation re-
quired for efficient filtering [31.91].

Time Domain Processing:
Digital Filtering

Digital time-domain processing includes all the oper-
ations applied to the signal S before a Doppler spec-
trum is estimated. This includes coherent integration,
which essentially allows the data rate to be reduced
at the expense of the analyzable Nyquist interval and
introduces unwanted digital filtering [31.92], as well
as specially designed linear FIR (finite impulse re-
sponse) [31.93] and sophisticated nonlinear (clutter)
filtering algorithms [31.85, 91, 94]. An example of a co-
herently integrated time series is shown in Fig. 31.4.

Frequency Domain Processing:
Spectral Estimation

For a stationary Gaussian random process, the power
or Doppler spectrum provides a sparse representation.
A modified periodogram is typically used as a classical
nonparametric estimator of the power spectrum [31.95,
96] since it does not need any further information a-
priori and produces reasonable results for a large class
of relevant processes, including ground clutter and sim-
ple types of radio-frequency interference (RFI). It can
easily be implemented using a discrete Fourier trans-
form (DFT).

The (leakage) bias of the periodogram estimate is
reduced through data tapering [31.97]. Welch’s over-
lapped segment averaging [31.96, 98] is a popular
method for reducing the variance of the estimate due
to its ease of implementation. This is known as spectral
or incoherent averaging [31.20]. Other methods such as
multitaper estimators can also be applied [31.99].
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Fig. 31.4a,b Example of a coher-
ently integrated I=Q time series
obtained from a 482MHz RWP
at 08:24:59 UTC on 1 Dec. 1999
(Beam East, height 3035m): (a) real
component, (b) imaginary component
(after [31.70] with permission)

The Doppler spectrum is usually given as a func-
tion of velocity rather than frequency. Interconversion
between the frequency shift f and the radial velocity vr
is achieved using the well-known relation f D 2vr=�,
where � denotes the radar wavelength.

An example of a Doppler spectrum is shown in
Fig. 31.5.

Signal Detection, Classification,
and Moment Estimation

To discriminate between the noise and the signal, an
objective noise level is estimated using the method pro-
posed by Hildebrand and Sekhon [31.100]. The next
step is the identification of the signal peak caused by
the atmospheric return. A simplemethod that selects the
signal peak with the highest power density as the at-
mospheric signal works very well for single-peak spec-
tra and is furthermore robust [31.20, 101]. A number of
multipeak algorithms have been proposed formore com-
plex situations, including rather simple ground-clutter
algorithms and more sophisticated techniques [31.93,
102, 103]. Unfortunately, only a few of these algo-
rithms have been comprehensively validated [31.104–
106]; most methods remain experimental.

Since the power spectrum of the atmospheric sig-
nal is often assumed to be Gaussian in form, the first
three moments (power, mean frequency, and frequency
spread) are sufficient to describe the signal [31.15].
They are well defined even when the assumption that
the power spectrum is Gaussian is violated [31.62].
For spectra with sufficient frequency resolution, it may
therefore be useful to estimate higher-order moments.
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Fig. 31.5 Example of an incoherently averaged Doppler
spectrum obtained from a 482MHz RWP at 08:24:59 UTC
on 1 Dec. 1999 (Beam East, height 3035m). The clear-air
echo peak is visible at about �18Hz, whereas an unusually
strong ground-clutter peak is centered around 0Hz. The
signal contribution from the noise is spread evenly across
the Nyquist frequency range. The spectral density of the
noise level has been normalized to zero as the radar was
not calibrated (after [31.70] with permission)

Small SNR values are typical of RWPs, at least for
the uppermost range gates. Consequently, one is faced
with a statistical detection task that leads to a binary
decision problem with two hypotheses (H0: no atmo-
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spheric signal is present; H1: an atmospheric signal is
present). A simple but powerful method known as con-
sensus averaging is often used to discriminate between
(false) Doppler estimates caused by random noise peaks
and (correct) estimates that are due to stationary at-
mospheric returns. The technique essentially provides
a homogeneous (nonlinear) estimator for the Doppler
velocity that includes outlier suppression [31.20, 90,
107].

31.3.4 Wind Vector Estimation:
Doppler Beam Swinging

In so-called Doppler systems, the frequency shift of the
scattered waves is used to measure the motion of the
scattering medium directly. However, the velocity can
only be determined along the line of sight or radial di-
rection of the antenna beam. Most RWPs use a simple
method known as Doppler beam swinging (DBS) to de-
termine the wind vector [31.108–110]. Three linearly
independent beam directions are required to transform
the measured line-of-sight radial velocities into the
wind vector using additional assumptions concerning
the wind field. Measurements are usually taken in more
than three directions to minimize errors.

For a given azimuth ˛ and zenith angle �, the beam
direction can be describedmathematically by a unit vec-
tor eD .sin˛ sin�; cos˛ sin�; cos�/T. The wind vec-
tor v is retrieved from projections of v onto a set of
different beam vectors fekgNkD1, which defines the spatial
sampling. These projections are described by the inner
product of the wind vector and the beam unit vectors.

For a stationary and horizontally homogeneous
wind field, i.e., v.x; y; z; t/� v.z/, and for N beams,
the N inner products can be expressed as a linear sys-
tem of equations

Av D Vr ; (31.31)

where v D .uvw /T and Vr D .Vr1Vr2Vr3: : :Vrn/
T.

The rows of matrix A consist of the beam unit vec-
tors, i.e.,

AD

0
BBBB@

sin.˛1/ sin.�/ cos.˛1/ sin.�/ cos.�/
sin.˛2/ sin.�/ cos.˛2/ sin.�/ cos.�/
sin.˛3/ sin.�/ cos.˛3/ sin.�/ cos.�/

: : : : : : : : :

sin.˛n/ sin.�/ cos.˛n/ sin.�/ cos.�/

1
CCCCA

:

(31.32)

System (31.31) is obviously an overdetermined set
of equations. If the azimuth angles ˛i (with iD 1; : : :; n)
and the elevation angle � are chosen properly, A is
a matrix with full column rank: rank.A/D 3. The solu-
tion is unique and exact when it does exist; otherwise,

an approximate solution that minimizes kVr �Avk22
can be obtained using the method of least squares,

v D .ATA/�1ATVr DACVr ; (31.33)

where AC denotes the Moore–Penrose pseudoinverse
of A. However, this solution tends to worsen the con-
dition of the matrix, i.e., cond.ATA/D .cond.A//2. It
may be ill conditioned or even numerically singular,
i.e., small errors in the (measured) data may produce
large errors in the solution. It is therefore useful to em-
ploy the singular value decomposition (SVD) of matrix
A, namely ADUDVT, where U is an orthogonal ma-
trix, V is a 3� 3 orthogonal matrix, and D is a diagonal
matrix whose elements �i are called the singular values
of A. The least squares solution can then be expressed
as

v DACVr D VD�1UTVr : (31.34)

This method provides stable numerical solutions
in the general case and can therefore be implemented
in operational Doppler systems, whether they utilize
radar or lidar [31.111]. Obviously, an explicit solu-
tion of (31.31) would provide more insight into error
propagation and possibly also the optimal sampling
conditions. Such an explicit solution can be obtained for
a symmetric VAD-like sampling scenario; see [31.112].

With preassigned equispaced azimuth angles ˛k D
2 k=N, kD 0; : : : ;N�1 and a constant zenith angle �,
the explicit solution for the wind vector is obtained as

v D

0
B@
u

v

w

1
CAD

0
BBBBBB@

2
N sin�

N�1P
kD0

sin˛kVk

2
N sin�

N�1P
kD0

cos˛kVk

1
N cos�

N�1P
kD0

Vk

1
CCCCCCA

: (31.35)

Assuming a Gaussian error model for the ra-
dial wind �V /N .ˇ;†/, where N .ˇ;†/ is the N-
dimensional normal distribution with expectation vec-
tor ˇ and variance matrix †, and that the components
ˇ are constant (ˇi D ˇ for iD 0; : : : ;N � 1) and † D
diag.�2; : : : ; �2/, error propagation yields

E.�v/D ˇ

cos�

0
@
0
0
1

1
A : (31.36)

A constant bias in the radial wind estimates only af-
fects the estimation of the vertical wind component; the
horizontal wind vector components remain free from
bias. This is due to the symmetry of the sampling, which
leads to the cancellation of any existing bias in the ra-
dial winds.
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The RMS error can be estimated as

E

0
@
.�u/2

.�v/2

.�w /2

1
AD

0
BB@

2�2

N sin2 �
2�2

N sin2 �
�2

N cos2 �

1
CCAC

0
B@

0
0
ˇ2

cos2 �

1
CA : (31.37)

In the presence of wind field inhomogeneities, the
RMS error in the wind retrieval is reduced by increasing
the number of off-vertical beams used in the Doppler
beam-swinging technique. Note, however, that for the
vertical wind component, increasing N only reduces the
random error.

The assumption of a horizontally homogeneous and
stationary wind field appears to be fairly restrictive,
but the goal is not to determine the instantaneous wind
vector in an arbitrary turbulent wind field but rather
the mean (horizontal) wind vector over an averaging
time of O.10�30min/. For the average wind field, hor-
izontal homogeneity must be assumed over the area
encompassed by the beams (typically O.1�10 km/ for
Doppler radar profilers), and stationarity must be as-
sumed to hold during the averaging time. In the vertical
direction, the wind field is assumed to be piecewise con-
stant within layers that are approximately as thick as the
radial resolution of the RWP, namely O.100m/. An ex-
periment with a volume-imagingmultisignal radar wind
profiler in a convective boundary layer indicated that
the assumptions inherent in the DBS retrieval method
can indeed be valid for a wind field that is averaged
over 10min [31.113].

However, deviations from these assumptions can
easily lead to wind retrieval errors of O.1m s�1/. Wind
retrievals are particularly error-prone during strong
gravity-wave activity [31.109], patchy precipitation
[31.114], and of course over complex terrain [31.115].
Errors can also occur in convective boundary layers if
they are not horizontally homogeneous in the statisti-
cal sense. While the assumptions of statistical (local)
homogeneity and quasi-steadiness are applied quite
often in boundary-layermeteorology [31.116], it is clear
that violations will occur when larger-scale (coherent)
structures are present [31.117]. More work is required
to quantitatively appraise the effects of this nonhomo-
geneity and nonstationarity on wind retrieval for various
types of convective boundary layers.

31.3.5 Wind Vector Estimation:
Spaced-Antenna Systems

Spaced-antenna (SA) wind profilers address the homo-
geneity problem by using multiple receiving antennas
with overlapping sampling volumes. SA profilers only
transmit pulses vertically, i.e., there is no steering, in
contrast to DBS profilers. The backscattered signal is

then sampled by receivers on multiple closely spaced
receiving antennas (Figs. 31.6 and 31.7).

As the atmosphere moves overhead, so does the
backscattered signal at the ground. The time series of
signals received by the spaced antennas are slightly
temporally displaced in a manner that can be related
to the motion of the atmosphere. As can be surmised
by tracing the rays in Fig. 31.7, the velocity of the
diffraction pattern at the ground is twice that of the at-
mosphere. Historically, SA techniques have primarily
been used to observe the upper atmosphere [31.118,
121], although they are now used in some tropospheric
and boundary-layer radar systems [31.28, 122, 123]. SA
radars sample the drift of backscattered signals over
the ground to derive wind velocities, so this method is
sometimes called spaced antenna drift.

A variety of techniques are used analyze the
backscattered signals and thus determine the wind ve-
locity. Many techniques use cross-correlation analysis,
in which the time series of signals from the receivers
are cross-correlated. Ideally, the sampling volumes of
the receiving antennas overlap, so there is a significant
degree of correlation between the time series from the
receivers. The temporal difference between the time se-
ries obtained from a pair of neighboring receivers is
determined by examining the cross-correlation function
for a sequence of time offsets (or lags),

�."ij; �ij; 	/D
hEi.t/E�

j .tC 	/iq
hEi.t/E�

i .t/ihEj.t/E�
j .t/i

; (31.38)

where "ij and �ij indicate the eastward and northward
spacing of a pair of receivers .i; j/ and 	 indicates the
time lag.

The cross-correlation function (31.38) shows a peak
at the time lag corresponding to the average temporal
difference between the time series of the neighboring
receivers. Note that, as it moves, the atmosphere is con-
tinually changing (due to turbulence for instance), so
there is never perfect cross-correlation.

The distance vector between the neighboring an-
tennas is divided by the displacement time to obtain
the component of motion along that vector. The appar-
ent velocity can be determined by considering multiple
pairs (at least three nonorthogonal pairs) of neighbor-
ing antennas and their cross-correlation functions. Note
that this is denoted the apparent velocity because it is
distorted by changes in the atmosphere as it moves. The
more the atmosphere evolves, the more the received sig-
nals become temporally decorrelated. The effect of this
decorrelation is that the cross-correlation functions be-
come biased towards shorter time lags, which in turn
means that the apparent velocity is always an overesti-
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Fig. 31.6a,b Comparison of the Doppler (a) and spaced-antenna (b) RWP methods (after [31.118] reproduced with the
permission of NCAR/EOL)
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Fig. 31.7 Schematic representation
of the SA method. The three green
squares denote the spaced receiving
antennas. Note that the diffraction
pattern moves across the ground at
a velocity of 2V due to the point
source effect (after [31.119, 120])
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Fig. 31.8 (a) Idealized auto- and cross-correlation functions. The time lag of the peak of the cross-correlation function
(	ij) is used to determine the apparent velocity. (b) A correlation ellipsoid surface indicating surfaces of constant cor-
relation in the temporal and spatial domains. A surface of 0.5 is typically considered, meaning that the time lags 	 for
the auto- and cross-correlation functions to fall to 0.5 are determined then mapped onto the ellipsoid. The vertical axes
intersect at 	fad (often called the fading time). The ellipsoid can then be parameterized geometrically, and the tilt—which
is directly related to the wind velocity—can be determined

mate of the true motion of the atmosphere. In addition,
if the backscatter is anisotropic due to waves or rolls,
the direction of the apparent velocity can be similarly
biased.

Many points in both the time and spatial domains
would need to be sampled with a suitably large number
of receivers to precisely characterize these distortions.
While SA profilers typically do collect many sam-
ples in the time domain, most radars can only deploy
a small number of receivers (a minimum of three are
required), so the spatial variability of the scattering is
not well characterized. Several approaches can be used
to parameterize the distortions and estimate a corrected
wind; the most commonly used method is known as full
correlation analysis (FCA) [31.124].

FCA was developed by Briggs [31.124, 125] among
others. The basic assumption of FCA and other cor-
relation techniques is made that to first order, the
variability in the time domain has a similar functional
form to the variability in the spatial domain. For exam-
ple, some correlation techniques make the assumption
that the temporal variability can be described as Gaus-
sian, and thus the spatial variability is also Gaussian. In
FCA [31.124], the actual function is not important, but
it must take the same form in the spatial and temporal
domains. An ellipsoidal surface of constant correlation
is considered in the spatial and temporal correlation
space (Fig. 31.8). This surface can be parameterized by
examining key points for the auto- and cross-correlation
functions. The ellipsoid can be considered an average

representation of the backscatter in the spatial and time
domains. Further details of this method are beyond the
scope of this review, but essentially the tilt of the ellip-
soid is related to a corrected velocity that is referred to
in FCA as the true velocity [31.7, 124].

Other correlation techniques take different ap-
proaches, such as considering the intersection point
of the auto- and cross-correlation functions (assum-
ing Gaussian behavior) or the slopes of the cross-
correlation functions. Error analyses of various cor-
relation techniques have been performed by Doviak
et al. [31.126], who found that FCA compared well with
other techniques in this respect.
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Fig. 31.9 Schematic showing the sampling performed for
N D 4 (after [31.112] © Authors Creative Commons Attri-
bution 3.0 License)
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Interferometric techniques represent another ap-
proach to SA wind analysis. Consider Fig. 31.9 and
the case in which all four samples are within a broad
transmit pulse and the broad sampling volumes of mul-
tiple receivers. The backscattered signals from each of
the four samples would have differing Doppler shifts.
In addition, the backscatter would differ in phase at
each receiver due to differences in the angle of ar-
rival from that sample. SA interferometry techniques
utilize the variation in the Doppler shift with respect
to the angle of arrival to derive the estimated wind ve-
locity. Typically, the cross-spectrum of signals received

at pairs of adjacently spaced receivers is analyzed.
The phase of the cross-spectrum contains the angle of
arrival information and, in the ideal case, varies uni-
formly across the spectrum. It was shown in [31.127]
that interferometric techniques are equivalent to corre-
lation techniques, as might be expected from the Fourier
transform relationship between spectra and correlation
functions, and that the wind velocity derived using in-
terferometry is equivalent to the apparent velocity from
correlation techniques. This led to the development of
an analysis that allowed the wind velocity to be cor-
rected in a similar manner to FCA.

31.4 Systems

RWPs come in many shapes and sizes. However, oper-
ationally relevant radars employ either the Doppler or
the spaced-antenna method, so our discussion will be
limited to these configurations. There are specialized
research systems with additional sampling capabilities,
such as those that use two [31.128] or multiple carrier
frequencies to facilitate frequency-domain interferome-
try (FDI) or range imaging (RIM) [31.129–131], or those
that employ a bistatic combination of a single transmit
antenna and a multitude of receiving antennas to per-
formdigital beamforming [31.132, 133]. Thevastmajor-
ity of RWPs are land-based, but there have been interest-
ing technical developments relating tomoving platforms
such as ships, where the motion of the platform is com-
pensated for during real-time operation [31.134].

31.4.1 Spectrum Allocation

A radar wind profiler can only be operated within a le-
gal frequency allocation. Such allocations are defined

in resolutions COM5-5 and footnotes S5.162A and
S.5.291A of the World Radiocommunication Confer-
ence 1997 (WRC-97). These documents assign RWP
frequency allocations for the 50, 400, and 1000MHz
bands for each ITU region. A notable exception is
the national allocation at 205MHz for India [31.135,
136]. However, the radio spectrum is a precious re-
source, and the competition for frequencies continues
to grow tremendously [31.137]. For this reason, all
RWP spectrum allocations are constantly under pres-
sure from other potential users of the respective bands.
The importance of being able to utilize parts of the
RF spectrum has been outlined in a number of official
documents by the WMO and other international orga-
nizations [31.138, 139]. It is likely that this spectrum
congestion problem will lead to changes in frequency
management in the future [31.140]. Even today, it is al-
ready necessary to share profiler frequency bands with
other services. One particular advantage of RWP is
the near-vertical direction of the profiler beams, which
helps to protect against horizontally propagating waves.
Another is the relative flexibility in the selection of the
operating frequency, as the clear-air scattering mecha-
nism works across a broader range of wavelengths. This
is in contrast to the rather strict constraints typical for
passive remote-sensing instruments.

Nevertheless, the high sensitivity of RWPs makes
them vulnerable to any sufficiently strong external
radio-frequency interference that is in-band. RWP sig-
nal processing and quality control procedures must
account for RFI to eliminate the spurious data which
may otherwise occur in such cases.

Fig. 31.10 482MHz radar wind profiler of the Deutscher
Wetterdienst. A 1:5 µm Doppler lidar is visible in the fore-
ground (photo © R. Leinweber) J
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Fig. 31.11 Simplified block diagram of
a single-signal radar wind profiler

31.4.2 Doppler Systems

The following discussion of the main RWP hardware
components will be restricted to single-signal systems.
Clearly, we can only describe the basic functionality
here due to the great variety of possible hardware solu-
tions for specific systems. More details about the gen-
eral hardware aspects of radar can be found in [31.141–
144].

A block diagram of the general architecture is given
in Fig. 31.11. The central unit is the radar controller,
which uses a highly stable oscillator as the single refer-
ence for all signals. This controller generates all of the
timing and control signals needed to operate the radar,
such as the transmit time, receiver blanking, A/D con-
version (ADC) sample timing, and antenna control. It
also generates the local oscillator (LO) signal and the
transmitwaveform, usually at an intermediate frequency
(IF) that makes it easy to perform digital-to-analog con-
version. The envelope of the transmit signal is often

shaped tominimize the occupied bandwidth of the trans-
mitted wave group. Many radars are also capable of
pulse compression; binary phasemodulation using com-
plementary codes is frequently used [31.145–149].

An additional modulator module is used to gate
and amplify the pulse envelope before it is upconverted
by mixing with the LO to give the transmitted radio
frequency. The mixer is a three-port device with a non-
linear component that ideally produces the sum and
difference frequencies of two input signals at the out-
put port [31.144]. The resulting low-level RF signal is
passed to a linear power amplifier, which is generally
a solid-state device nowadays. Finally, the transmit sig-
nal is delivered to the antenna and converted into an
electromagnetic wave that is radiated into free space.

The antenna is typically designed as a phased ar-
ray [31.81], although some simpler systems do use
reflector antennas at shorter wavelengths [31.150]. The
performance of the RWP is essentially determined by
the antenna radiation pattern, which describes the an-
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Fig. 31.13 Normalized radiation pattern P.�; �/=Pmax of
a coaxial-collinear phased array antenna in [dB]

gular dependence of the radiated energy as a function
of the spherical antenna coordinates � and � (in con-
trast to an isotropic antenna). A simple and proven RWP
antenna based on a planar array of coaxial-collinear an-
tenna elements is shown in Fig. 31.12. The beam can be
steered in the H-plane by imposing a linear phase pro-
gression between the CoCo rows. Figure 31.13 shows
the ideal radiation pattern for this array, as calculated
using the method described in [31.151]. The transmit
energy is typically concentrated in a narrow angular
region called the radar beam. The key performance pa-
rameters are the beamwidth and the gain of the antenna.

Due to the finite extent of the antenna array, the
beam can not be made infinitely narrow. A phase-
shifting unit generates the individual element phasing
required to steer the beam in several directions. How-
ever, the electromagnetic wave is also radiated in direc-

tions other than that of the boresight through so-called
sidelobes, which can be minimized but not eliminated
completely. The sidelobes are influenced by the spatial
distribution of the electric field across the antenna aper-
ture, which can be tailored to some extent (this is known
as tapering). The sidelobes are actually stronger and
less regular in reality due to unavoidable (stochastic)
differences in excitation between array elements result-
ing from hardware imperfections [31.81].

As the same antenna is used for signal reception,
a duplexer is needed to protect the sensitive receiver
electronics from the strong transmit signal. This typ-
ically incorporates a ferrite circulator and receiver-
protecting limiters to achieve the isolation required to
avoid transmitter leakage into the highly sensitive re-
ceiver. The scattered wave intensity has a rather large
dynamic range of more than 100 dB, including signals
that are well below�150 dBm (10�18 W) at the low end
(close to the sensitivity limit of the radar receiver) as
well as some types of clutter that induce receiver satu-
ration. The receiver itself is of the classical superhetero-
dyne type [31.152]. A broadband, high-gain, low-noise
amplifier (LNA) is necessary to raise the signal level
of the weak atmospheric return for further processing.
For small input signals, LNA performance is fundamen-
tally limited by microphysical processes, whereas the
effects of nonlinearities need to be minimized for very
strong signals. After frequency downconversion to the
IF, a blanker and bandpass amplifier are used to provide
additional protection against leakage during transmis-
sion and for signal amplification and filtering during the
receive phase. In modern systems, the received signal
is digitized at the IF by so-called digital IF receivers,
which have largely replaced the analog quadrature de-
tectors at baseband that were previously used. The IF
signal undergoes A/D conversion and digital demodu-
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Fig. 31.14 The NCAR Modular Profiler is an example of
a spaced antenna radar. This 449MHz radar uses a num-
ber of hexagonal antennas—three are employed in the
boundary-layer configuration shown, but the system can
also be deployed in a seven-panel configuration for higher
altitude measurements. All of the antenna panels are used
for transmission and each panel has its own receiver system

lation. To maximize the per-pulse signal-to-noise ratio
(SNR) and thus optimize signal detection, the band-
width of the digital FIR bandpass filter is matched to
the width of the transmitted pulse [31.87]. Further pro-
cessing steps are performed in the radar processor.
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Fig. 31.15a,b
Example demon-
strating the rapid
wind measurement
capability of SA
radars. The NCAR
Modular Wind
Profiler recorded
the passage of
a storm over a site
in Kansas for the
PECAN field cam-
paign: (a) vertical
velocity, with red
areas indicating up-
drafts, green areas
representing down-
drafts, and blue
areas corresponding
to precipitation;
(b) simultaneous
one-minute wind
measurements

31.4.3 Spaced-Antenna Systems

The basic architecture of a SA radar is similar to that
of a DBS radar except that there are at least three re-
ceiver channels that typically share a single transmitter
system. SA radars do not tend to include a steering
mechanism but they do have the additional complexity
associated with the inclusion of multiple receiver chan-
nels. Figure 31.14 shows an example of a SA radar,
the NCAR Modular Wind Profiler [31.153, 154]. The
three hexagonal antennas are driven together for trans-
mission, but the antennas have individual receivers and
data channels. One unique feature of the Modular Pro-
filer is its scalability—additional antennas can be added
to increase the aperture of the antenna and thus its sen-
sitivity.

SA profilers are capable of very rapid wind mea-
surements, and Fig. 31.15 provides an illustration of
this capability. A highly convective storm observed
by the NCAR Modular Wind Profiler during the
PECAN (Plains Elevated Convection at Night) field
campaign [31.155] is shown. A very strong updraft (the
red region) is apparent in the upper panel. At the same
time, in the lower panel, strong circulating wind gusts
with timescales of just a minute or two can be seen. The
ability to record such brief wind gusts while simultane-
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Table 31.3 Comparison of the Doppler and spaced-antenna methods

Advantages Disadvantages
Doppler Sensitivity across a wide range of scattering condi-

tions, including weak SNR
Statistical homogeneity required over the area spanned by the
beams

Single-channel transmit and receive system Phase switches or steerable antenna can have undetected failures
SA Higher time resolution due to less stringent homo-

geneity constraints
Requires a higher SNR than DBS

No antenna steering required Three or more receiver chains required

Advantages Disadvantages
Doppler Sensitivity across a wide range of scattering condi-

tions, including weak SNR
Statistical homogeneity required over the area spanned by the
beams

Single-channel transmit and receive system Phase switches or steerable antenna can have undetected failures
SA Higher time resolution due to less stringent homo-

geneity constraints
Requires a higher SNR than DBS

No antenna steering required Three or more receiver chains required

ously measuring vertical velocities enabled the radar to
capture the rapidly evolving dynamics of the storm.

One disadvantage of a SA radar is its need for in-
creased transmit power to achieve the same altitude
coverage as a DBS radar of the same size. The receiv-
ing antenna is divided among at least three receiver
channels. In addition, the information content in the
backscattered signals used by a DBS radar is in the
first moment of the data, and can still be extracted at
SNR levels of around �12 dB or even lower. For a SA
radar, the information used to derive winds is present
in higher-order moments, requiring SNR levels that are
around 6�10 dB more than those needed by a DBS
radar [31.122].

SA radars are not as common as DBS radars,
but there are some notable SA radars in operation.
The Australian Bureau of Meteorology operates a net-
work of ten SA boundary-layer radars scattered around
Australia [31.28, 29]. These radars are also unusual
boundary-layer radars in that they operate in the
50MHz band rather than the more commonly used
1GHz band. Another notable SA-capable radar is the

MU (Middle and Upper Atmosphere) Radar operated
by Kyoto University in Japan [31.156]. This highly ca-
pable MST radar can operate in SA or DBS mode,
leading to interesting comparison studies of the two
techniques. In general, the results obtained using the
MU Radar indicate that the two techniques produce
comparable results [31.157].

31.4.4 Comparison of the Methods

From a user perspective, the most important consid-
eration when selecting a particular RWP instrument
is obviously the operating frequency, as it strongly
influences the measurement range. However, the avail-
able operating frequencies are of course constrained by
a number of practical factors, such as frequency allo-
cation options, resources available for installation and
long-term support, and (last but not least) the availabil-
ity of real estate. When choosing the technique (either
DBS or SA), it is important to consider the intended use
of the radar system. Table 31.3 summarizes the advan-
tages and disadvantages of both methods.

31.5 Specifications

The achievable altitude coverage and the accuracy of
the wind data are key when selecting a RWP. It is im-
portant to appreciate that these performance parameters
depend not only on the radar instrument and its prop-
erties but also on the state of the atmosphere itself.
A theoretical appraisal is therefore difficult but never-
theless useful to understand the essential factors, at least
in a qualitative way.

31.5.1 Measurement Range

The achievable measurement range or altitude coverage
is determined by the lowest backscattered wave inten-
sity that can be correctly analyzed by the radar. That
is, the signal-to-noise ratio (SNR) must be above a cer-
tain level. The SNR depends on a number of factors that
are present in the so-called radar equation. The general

form of this equation is [31.66]

P.r0/D
Z

V

I.r0; r/�.r/d3r ; (31.39)

where � denotes the volume reflectivity and

I.r0; r/D Ptg2�2

.4 /3
f 4.���0; ˚ �˚0/

l2.r/r4
jWs.r0; r/j2

(31.40)

is the radar instrument weighting function, which es-
sentially depends on the antenna radiation pattern de-
scribed by f , and the range weighting function W , and
is furthermore scaled by the transmit power as well as
by all gains and losses of the radar. I is essentially an in-
tegral kernel and (31.39) can be regarded as an inverse
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Table 31.4 Simplified classification of RWPs based on typical parameters

Stratospheric Tropospheric Lower tropospheric Boundary layer
Frequency (MHz) 50 400�500 400�500 1000
Height range (km) 2�20 0:5�16 0:3�10 0:2�3
Vertical resolution (m) 150�500 150�500 150�300 50�300
Antenna size (m2) 100� 100 15� 15 6� 6 3� 3
Peak transmit power (kW) 100�1000 10�20 1�5 1

Stratospheric Tropospheric Lower tropospheric Boundary layer
Frequency (MHz) 50 400�500 400�500 1000
Height range (km) 2�20 0:5�16 0:3�10 0:2�3
Vertical resolution (m) 150�500 150�500 150�300 50�300
Antenna size (m2) 100� 100 15� 15 6� 6 3� 3
Peak transmit power (kW) 100�1000 10�20 1�5 1

problem, with all of the associated challenges. The ad-
vantage of active remote sensing is the ability to tailor
this kernel function within the relevant technical limits.

The instrument function describes the capabilities
of the radar; its main parameters are:

� The transmit power� The antenna directivity and gain� The receiver efficiency, including losses in the an-
tenna feed� The pulse width (expressed through the range
weighting function)� The distance from the radar to the sampled volume.

The first three items are determined by the technical
design of the radar and are therefore subject to the
principal physical limits that affect the components.
The pulse width used has direct consequences for the
altitude coverage. Since the pulse width also deter-
mines the range resolution, there is a direct tradeoff
between range resolution and range coverage. For
this reason, many RWPs are operated in two modes:
a low mode that uses a short pulse to achieve the best
possible vertical resolution at the expense of vertical
range, and a high mode that employs a longer pulse to
maximize height coverage at the expense of resolution.
The choice of mode is dictated by the intended use of
the measurements.

The other important factor is the state of the atmo-
sphere, as expressed by the volume reflectivity �. For
RWPs, both the clear-air scattering caused by inhomo-
geneities in the refractive index at a scale of half the
radar wavelength (the Bragg scale, �=2) and the scat-
tering induced by hydrometeors must be considered.

If the Bragg scale lies within the inertial subrange of
fully developed turbulence (i.e., l0 	 �=2	 L0, where
l0 denotes the inner scale and L0 the outer scale of the
turbulence), the volume reflectivity of clear air �ca can
be related to the refractive index structure parameter
by the Ottersten equation (31.21). For scales smaller
than l0, the viscous dissipation of kinetic energy domi-
nates and the turbulence spectrum is extremely small or
zero [31.73]. This is crucial to understanding why the
height coverage of a RWP decreases towards smaller
wavelengths.

When hydrometeors are present in the radar resolu-
tion volume, it is safe for the RWP to assume that the
particles are much smaller than the radar wavelength. If
the particles are also randomly distributed in the radar
resolution volume, the volume reflectivity for incoher-
ent particle or Rayleigh scattering is

�p D
Z

��.D/N.D/dDD  5jKj2��4Z ; (31.41)

where ��.D/ is the backscattering cross-section of par-
ticles of diameter D at wavelength �, N.D/ is the
particle size distribution, Z is the radar reflectivity
factor, and jKj2 describes the refractive index of the par-
ticle [31.66].

It is customary to restrict the discussion of RWP
altitude coverage to the case of clear-air scatter-
ing [31.158, 159], which means that the vertical and
temporal statistics of C2

n must be taken into ac-
count [31.17, 160, 161]. For a boundary-layer RWP, it
is also important to consider Rayleigh scattering effects,
which can drastically improve the maximum attainable
height of useful radar returns.

Given the large number of factors that affect RWP
performance, it is useful to group these radars into four
main categories, as shown in Table 31.4.

There are, however, notable exceptions to these
classes, such as the 55MHz boundary-layer wind pro-
filers in the Australian Wind Profiler network [31.28].

31.5.2 Accuracy

Estimating the accuracy of the meteorological param-
eters determined by RWP is a difficult task due to the
large number of factors that influence the measurement
process. For a monostatic pulsed RWP, the accuracy of
the final wind data depends on:

1. The accuracies of the position and shape of the
measurement volume determined by the radar hard-
ware (antenna radiation pattern and range weighting
function defined by the envelope of the transmit
pulse and the receiver filter properties).

2. The correct identification of the scattering process
that generates the receiver voltage signal, as this en-
sures that the motion of the air (i.e., the wind) is
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Fig. 31.16 Long-term intercomparison
of wind speed measurements obtained
from a 482MHz RWP and a collocated
radiosonde

indeed inferred from an atmospheric echo, and any
clutter or RFI signal component is sufficiently sup-
pressed.

3. The accuracies of the estimates for the Doppler shift
(the first moment of the Doppler spectrum).

4. The validity of the assumptions implicitly used in
the wind retrieval algorithm, such as horizontal ho-
mogeneity and stationarity.

A problem with any of these factors will propagate
and increase the uncertainty in the wind vector. It is
possible to verify the accuracies of items (1) and (3)
with well-defined test measurements using calibrated
RF instruments. Indeed, such tests should be performed
as part of regular maintenance activities to verify the
correct operation of the radar hardware and possibly
also some low-level signal processing algorithms. Item
(2) needs to be addressed with proven, validated, and
robust signal processing algorithms, assuming their cor-
rect implementation in software. The last item (4) is
dependent on the (unknown) state of the atmosphere,
which needs to be assessed by appropriate consistency
checks in the wind retrieval algorithm.

A large number of publications have discussed the
accuracy and precision of RWP data based on compar-

isons with independent wind measurements from mete-
orological towers, tethered balloon sounding systems,
radiosondes, aircraft measurements, and Doppler li-
dars [31.18, 45, 111, 114, 122, 162–164]. Furthermore,
numerical weather prediction assimilation systems are
increasingly being used to estimate the quality of RWP
data [31.106]. The latter method is especially important
for operational quality monitoring.

A statistical intercomparison of more than 10 000
vertical profiles of the horizontal wind obtained with
a 482MHz RWP and a collocated radiosonde at
Lindenberg during 2010�2018 is shown in Fig. 31.16.
The absolute wind speed difference bias was found to
be less than 0:2m s�1 up to a height of about 10 km (the
wind speeds obtained from the profiler were slightly
smaller than the wind speeds provided by the sonde).
For the tropopause region, the values increased but
were generally less than 0:8m s�1. The RMSE was
smaller than 1:3m s�1 up to a height of 10 km, but
above that the values steadily increased to almost
3m s�1 in the tropopause region. The bias in direction
was smaller than 1ı for the full depth of the troposphere
and peaked at about 5ı near the tropopause. These val-
ues are comparable to or even better than the results of
an intercomparison of data obtained in 1997 [31.165].
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31.6 Quality Control

For early RWPs, quality control for clear-air radar
measurements involved a subjective edit of the data
performed by experts who were familiar with the in-
strument. While this could indeed identify and partially
remedy many of the deficiencies of those early systems,
it was usually limited to special research applications.
Even today, this technique may be included in the train-
ing of new radar operators. However, this methodology
is clearly impossible to apply to operational radars, so
fully automated algorithms that remove clutter or RFI
effects from the data and identify unreliable wind re-
trievals have been developed. It is interesting to note
that these algorithms were first developed for the final
wind data, before increasing computational power al-
lowed spectral or even I=Q data to be processed in real
time.

31.6.1 Signal Processing:
Clutter and RFI Filtering

Ignoring the clutter term leads to errors during pa-
rameter estimation, the severity of which varies with
the type, strength, and duration of the clutter. This be-
came obvious soon after the installation of the NOAA-
WPDN [31.24, 59], and the need for improved signal
processing methods was quickly recognized, so work
began to develop new algorithms. These algorithms fall
into two main groups:

� Those that improve the estimation of Doppler mo-
ments [31.102, 166, 167]� Those that improve the estimation of Doppler spec-
tra [31.85, 93, 168].

However, not all of these algorithms have achieved
widespread acceptance. Some overly complex moment
estimation algorithms remain experimental, as they
were found to be error-prone due to the excessive use
of weakly justified a-priori assumptions, like constraint
for the vertical continuity of the estimated Doppler val-
ues, especially under conditions of low SNR.

31.6.2 Consistency Checks

Quality control postprocessing was initially developed
as a way to address issues that quickly became apparent
with the very first operational RWP [31.23, 24]. To-
day, the importance of these postprocessing methods is
greatly diminished due to significant improvements in
signal processing methods that have resolved most of
the practically relevant issues. However, a notable ex-
ception is the test for the homogeneity of the wind field
during the retrieval process.

31.6.3 Numerical Weather Prediction: O-B
Statistics and the FSOI

An important practical way of a statistical quality con-
trol for RWP data is provided by numerical weather
prediction (NWP). During the assimilation step, it is
useful to compare the measurements with the back-
ground of the model, which is a short-term forecast
from a previous analysis. While the difference between
the measurements and the background is also affected
by model issues, these so-called observation minus
background (O-B) statistics offer a convenient way to
identify problems with the observing system [31.169].
An example is shown in Fig. 31.17.

Yet another interesting way to gauge the the data
quality is through forecast sensitivity methods in varia-
tional or ensemble-based assimilation systems [31.170–
172]. This approach is even more indirect than O-B
statistics, but it has the advantage of being estimated at
the end of the weather prediction process. The forecast
sensitivity to observations index (FSOI) measures the
relative contribution of the observation to the reduction
in the forecast error. This parameter actually depends on
many factors, not just the quality of the measurement;
however, when the results from different observation
systems of the same type are compared, this parameter
can be used together with all the other quality control
measures to assess the usefulness of a particular RWP
system in a holistic way.
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Fig. 31.17 O-B statistics from the UK Met Office for the Lindenberg 482MHz RWP (© Crown copyright Met Office)

31.7 Maintenance

RWPs are complex technical instruments, and regular
maintenance of all subsystems is needed to guaran-
tee a high level of data quality. While the systems
are typically specified to operate for 10�20 years with-
out requiring major technical upgrades, the mean time
between failures (MTBF) is less than this for vari-
ous system components. It is therefore necessary for
the user to develop, implement, and document policy
and procedures for routine maintenance, both preven-
tive and corrective. Competent staff are of the utmost

importance if all maintenance requirements and respon-
sibilities are to be met.

Regular preventive maintenance of all essential sys-
tem components is typically specified by the manufac-
turer of the radar system as well as by the vendors of
the specific subsystems. This includes hardware, soft-
ware, telecommunications, and ancillary systems such
as the air conditioning or uninterruptible power supply.
The typical interval between regular on-site preven-
tive inspections is a year, but this depends on factors
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such as the age of the instrument and the environmental
conditions. Preventive maintenance is especially impor-
tant for components that can degrade or even partially
fail without obvious consequences for the data qual-
ity. Such incidents often remain undetected by quality
monitoring systems. A prominent candidate for such
a degradation is a phased array antenna: as it is an
outdoor element, the antenna is exposed to humid-
ity, precipitation, and radiation, and needs to withstand
temperature changes of at least 50K over the course of
the year. On the other hand, the failure of a single an-
tenna in a phased array is extremely difficult to detect
in the final meteorological data. Although the over-
all array performance degrades, such subtle changes
in performance characteristics typically remain hidden

behind the high variability of atmospheric scattering
processes.

Remote monitoring and diagnostic systems can sig-
nificantly increase the effectiveness of inspection and
supervision activities, and can trigger on-site corrective
maintenance. This monitoring should include technical
parameters of the radar and its subsystems, ideally sup-
ported by built-in test equipment as well as the radar
data at various stages of the processing. The ability of
qualified staff to perform at least some diagnostic tasks
remotely can significantly increase the efficiency of on-
site visits, thereby helping to achieve greater overall
system uptime and operational quality.

A comprehensive discussion of the various aspects
of RWP maintenance can be found in [31.165].

31.8 Applications

RWPs are mainly used to measure the local vertical pro-
file of the horizontal wind vector (Fig. 31.18), although
there is a great deal of other information about the state
of the atmosphere bound up in RWP data too. Wind
profiling can be done as part of a local atmospheric
analysis [31.173], to monitor the vertical wind shear at
airports [31.174, 175], to facilitate the launch of space
vehicles [31.176], to assess local air quality [31.177], to
continuouslymonitor the dispersion conditions near po-
tential sources of hazardous substances such as nuclear
power plants [31.178], or even for hydrological pur-
poses (e.g., the atmospheric river observatories [31.179]
on the west coast of the USA).

However, most of the RWPs used in operational me-
teorology perform continuousmonitoring of the vertical
profile of the horizontal wind, which is used to initialize
numerical weather prediction models [31.27, 180–183].
The particular advantage of these systems is their abil-
ity to provide data at a high temporal resolution under
almost all weather conditions around the clock.

Beyond this standard application, special measure-
ments can be performed for a wide variety of other
purposes ranging from basic meteorological research to
ornithology. There are a huge number of scientific ques-
tions that RWPs can help to answer, especially when the
information they provide aside from the Doppler shift—
such as the echo power or spectral width—is utilized.
Examples include research into mesoscale upper-air
wind structures [31.184], turbulence research [31.185],

estimating the boundary-layer depth [31.186, 187], in-
vestigating atmospheric waves [31.188], upper-air wind
climatology [31.189], measuring the vertical wind com-
ponent when investigating cloud dynamics [31.190],
and quantitatively assessing bird migration for ornitho-
logical research [31.191, 192]. Many more examples
can be found in topical reviews such as [31.193–195].
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Fig. 31.18 Measurement of the wind profile by the Linden-
berg 482MHz RWP on 7 Jan. 2018 using a pulse width of
1000 ns
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31.9 Future Developments

The longterm operational use of RWPs is demanding,
but has been successfully demonstrated. However, it
should be emphasized that this rather complex tech-
nology needs to be understood and managed correctly.
In particular, users must have enough organizational
and budgetary flexibility to ensure that the systems
can be operated according to the state of the art. Un-
fortunately, there have been cases where a lack of
commitment or even knowledge has led to embarrass-
ing failures followed by disappointment. In hindsight, it
is probably safe to say that most of these unsuccessful
cases could have been avoided with greater considera-
tion of the research-to-operations problem [31.196]. As
stated in [31.197] the “transitions from development to
implementation are frequently difficult, and, if done im-
properly, these transitions often result in ‘skeletons in
Death Valley’.”

From a purely physical point of view, the future of
RWPs is bright because there is no other remote-sensing
method that can provide wind data for a significant ver-
tical range regardless of the atmospheric conditions.
Given the importance of the wind vector in meteorol-
ogy, it is hard to imagine that radar wind profiling will
become obsolete in the future.

However, as with every nontrivial problem, a few
research questions remain also for RWP, some of which
will be briefly touched upon below.

Although the theory of clear-air scattering is fairly
well developed, it remains an area of active re-
search [31.36, 40, 68]. This is not surprising, given

the involvement of the notoriously difficult turbulence
problem. Discussions focus on issues such as the ap-
plicability of simplifying assumptions (e.g., the Fraun-
hofer versus the Fresnel approximation [31.69]) and the
(vertical) velocity bias of RWPs [31.198]. It would also
be desirable to extend the existing theory to include par-
ticle scattering effects.

Increasing interest in renewable energy has led to
the rapid development of large wind turbines, which un-
fortunately produce peculiar clutter echoes with a rather
complex time–frequency signal structure. These clutter
echoes are received through the sidelobes of anten-
nas, and the width of the spectrum is significantly
increased by the rotation of the propeller blades. There
is currently no standard signal processing algorithm that
can suppress or filter out this type of clutter. How-
ever, new methods such as adaptive clutter suppression
using array processing methods appear to be quite
promising [31.199–201] and may have the potential to
overcome these difficulties.

A prerequisite for the successful operation of a radar
wind profiler is the existence of uncontaminated fre-
quency bands, as the high sensitivity of RWPs make
them vulnerable to any sufficiently strong external in-
band radio-frequency interference. Frequency manage-
ment therefore remains an important issue, as available
regions of the frequency spectrum have become scarce.
Effective protection of allocated frequency bands is
needed to maintain the quality of radar wind profiler
data.

31.10 Further Reading

RWPs are rather complex instruments, so an in-depth
discussion of all technical and scientific aspects of
RWPs is obviously beyond the scope of this handbook.

Even though the book Radar Observations of
Clear Air and Clouds by Earl Gossard and Dick
Strauch [31.31] was published more than 35 years ago,
it still provides a fairly comprehensive yet concise
overview of the science of clear-air radar observations.
More detailed and interesting in terms of a histori-
cal perspective on MST radars are the contributions
from Jürgen Röttger and Michael Larsen (UHF/VHF
radar techniques for atmospheric research and wind
profiler applications) [31.118] and Ken Gage (Radar
observations of the free atmosphere: Structure and dy-

namics) [31.202] in the AMS monograph Radar in Me-
teorology edited by David Atlas and published in 1990.

As far as textbooks are concerned, Doppler Radar
and Weather Observations by Dick Doviak and Du-
san Zrnić [31.66] is considered a classic, although it
is not easily accessible for the novice. The more recent
book Radar for Meteorological and Atmospheric Ob-
servations by Sho Fukao and Kyosuke Hamazu [31.80]
covers many important aspects of clear-air radars in
considerable detail.

Finally, the monograph Atmospheric Radars by
Wayne Hocking et al. [31.7], which focuses exclusively
on MST radars, is an essential resource for researchers
as well as practitioners.
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