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Preface

This volume contains the papers presented at the 13th Conference on Artificial Intel-
ligence (AGI 2020), held virtually during June 23-26, 2020, and physically at Saint
Petersburg during September 16-19, 2020. The choice of venue was not accidental, it
is in Russia that a lot of attention is being paid to AGI topics and new leading research
groups are emerging with promising results. Continuing the tradition of enhanced
engagement and fruitful discussion between European, American, and Chinese
researchers during AGI 2019, AGI 2020 brought together researchers from around the
globe, resulting in the exchange of experience and ideas.

This volume contains the contributed talks presented at AGI 2020. There were 60
submissions. The Program Committee decided to accept 22 long papers (37% accep-
tance) for oral presentation and 17 papers for a poster presentation. The topics covered
proved to be very diverse. There are papers covering AGI architectures, papers dis-
cussing artificial creativity and Al safety, papers developing ideas from psychology and
hyperdimensional representations, papers on transfer learning, papers on Al unification
and benchmarks for AGI, and a host of other papers covering a wide-ranging array of
additional relevant topics. In addition, the AGI 2020 conference featured tutorials and
workshops on the Non-Axiomatic Reasoning System (NARS), on the Next Generation
of AGI Architectures, on social Al agents and OpenCog Architecture. We thank all the
Program Committee members for their dedicated service to the review process. We
thank all of our contributors, participants, and tutorial, workshop, and panel session
organizers, without whom the conference would not exist.

May 2020 Ben Goertzel
Aleksandr I. Panov

Alexey Potapov

Roman Yampolskiy
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Abstract. Can an AGI create a more intelligent AGI? Under idealized
assumptions, for a certain theoretical type of intelligence, our answer is:
“Not without outside help”. This is a paper on the mathematical struc-
ture of AGI populations when parent AGIs create child AGIs. We argue
that such populations satisfy a certain biological law. Motivated by obser-
vations of sexual reproduction in seemingly-asexual species, the Knight-
Darwin Law states that it is impossible for one organism to asexually
produce another, which asexually produces another, and so on forever:
that any sequence of organisms (each one a child of the previous) must
contain occasional multi-parent organisms, or must terminate. By prov-
ing that a certain measure (arguably an intelligence measure) decreases
when an idealized parent AGI single-handedly creates a child AGI, we
argue that a similar Law holds for AGIs.

Keywords: Intelligence measurement - Knight-Darwin Law - Ordinal
Notations * Intelligence explosion

1 Introduction

It is difficult to reason about agents with Artificial General Intelligence (AGIs)
programming AGIs!. To get our hands on something solid, we have attempted
to find structures that abstractly capture the core essence of AGIs programming
AGIs. This led us to discover what we call the Intuitive Ordinal Notation System
(presented in Sect. 2), an ordinal notation system that gets directly at the heart
of AGIs creating AGIs.

! Our approach to ACT is what Goertzel [11] describes as the Universalist Approach:
we consider “...an idealized case of AGI, similar to assumptions like the frictionless
plane in physics”, with the hope that by understanding this “simplified special case,
we can use the understanding we’ve gained to address more realistic cases.”

© Springer Nature Switzerland AG 2020
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We call an AGI truthful if the things it knows are true?. In [4], we argued
that if a truthful AGI X creates (without external help) a truthful AGI Y in
such a way that X knows the truthfulness of Y, then X must be more intelligent
than Y in a certain formal sense. The argument is based on the key assumption
that if X creates Y, without external help, then X necessarily knows Y’s source
code.

Iterating the above argument, suppose X1, X, ... are truthful AGIs such that
each X; creates, and knows the truthfulness and the code of, X;;;. Assuming
the previous paragraph, X; would be more intelligent than X5, which would be
more intelligent than X3, and so on (in our certain formal sense). In Sect. 3 we
will argue that this implies it is impossible for such a list X7, X5,... to go on
forever: it would have to stop after finitely many elements®.

At first glance, the above results might seem to suggest skepticism regarding
the singularity—regarding what Hutter [15] calls intelligence explosion, the idea
of AGIs creating better AGIs, which create even better AGIs, and so on. But
there is a loophole (discussed further in Sect.4). Suppose AGIs X and X' col-
laborate to create Y. Suppose X does part of the programming work, but keeps
the code secret from X', and suppose X’ does another part of the programming
work, but keeps the code secret from X. Then neither X nor X’ knows Y’s full
source code, and yet if X and X’ trust each other, then both X and X’ should
be able to trust Y, so the above-mentioned argument breaks down.

Darwin and his contemporaries observed that even seemingly asexual plant
species occasionally reproduce sexually. For example, a plant in which pollen is
ordinarily isolated, might release pollen into the air if a storm damages the part
of the plant that would otherwise shield the pollen*. The Knight-Darwin Law
[8], named after Charles Darwin and Andrew Knight, is the principle (rephrased
in modern language) that there cannot be an infinite sequence Xi, X, ... of
biological organisms such that each X; asexually parents X, ;. In other words,
if X1, Xo,... is any infinite list of organisms such that each X; is a biological
parent of X1, then some of the X; would need to be multi-parent organisms.
The reader will immediately notice a striking parallel between this principle and
the discussion in the previous two paragraphs.

In Sect. 2 we present the Intuitive Ordinal Notation System.

2 Knowledge and truth are formally treated in [4] but here we aim at a more general
audience. For the purposes of this paper, an AGI can be thought of as knowing a
fact if and only if the AGI would list that fact if commanded to spend eternity listing
all the facts that it knows. We assume such knowledge is closed under deduction, an
assumption which is ubiquitous in modal logic, where it often appears in a form like
K(¢p — ¢) — (K(¢) — K(v)). Of course, it is only in the idealized context of this
paper that one should assume AGIs satisfy such closure.

This may initially seem to contradict some mathematical constructions [18,22] of

infinite descending chains of theories. But those constructions only work for weaker

languages, making them inapplicable to AGIs which comprehend linguistically strong

second-order predicates.

4 Even prokaryotes can be considered to occasionally have multiple parents, if lateral
gene transfer is taken into account.
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In Sect. 3 we argue® that if truthful AGI X creates truthful AGI Y, such that
X knows the code and truthfulness of Y, then, in a certain formal sense, Y is
less intelligent than X.

In Sect. 4 we adapt the Knight-Darwin Law from biology to AGI and specu-
late about what it might mean for AGI.

In Sect. 5 we address some anticipated objections.

Sections2 and 3 are not new (except for new motivation and discussion).
Their content appeared in [4], and was more rigorously formalized there.
Sections4 and 5 contain this paper’s new material. Of this, some was hinted
at in [4], and some appeared (weaker and less approachably) in the author’s
dissertation [2].

2 The Intuitive Ordinal Notation System

If humans can write AGIs, and AGIs are at least as smart as humans, then AGIs
should be capable of writing AGIs. Based on the conviction that an AGI should
be capable of writing AGIs, we would like to come up with a more concrete
structure, easier to reason about, which we can use to better understand AGIs.

To capture the essence of an AGI’'s AGI-programming capability, one might
try: “computer program that prints computer programs.” But this only captures
the AGI’s capability to write computer programs, not to write AGIs.

How about: “computer program that prints computer programs that print
computer programs”? This second attempt seems to capture an AGI’s ability to
write program-writing programs, not to write AGIs.

Likewise, “computer program that prints computer programs that print com-
puter programs that print computer programs” captures the ability to write
program-writing-program-writing programs, not AGlIs.

We need to short-circuit the above process. We need to come up with a notion
X which is equivalent to “computer program that prints members of X”.

Definition 1 (See the following examples). We define the Intuitive Ordinal
Notations to be the smallest set P of computer programs such that:

— FEach computer program p is in P iff all of p’s outputs are also in P.
Example 2 (Some simple examples)

1. Let Py be “End”, a program which immediately stops without any outputs.
Vacuously, all of Py’s outputs are in P (there are no such outputs). So Py is
an Intuitive Ordinal Notation.

2. Let Py be “Print(‘End’)”, a program which outputs “End” and then stops. By
(1), all of Py’s outputs are Intuitive Ordinal Notations, therefore, so is P;.

3. Let Py be “Print(‘Print(‘End’)’)”, which outputs “Print(‘End’)” and then
stops. By (2), all of Py’s outputs are Intuitive Ordinal Notations, therefore,
so0 is Py.

5 This argument appeared in a fully rigorous form in [4], but in this paper we attempt
to make it more approachable.
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Example 3 (A more interesting example). Let P, be the program:
Let X = ‘End’; While(True) {Print(X); X = “Print("” + X + “’)”;}

When executed, P,, outputs “End”, “Print(‘End’)”, “Print(‘Print(‘End’)’)”, and
so on forever. As in Example 2, all of these are Intuitive Ordinal Notations.
Therefore, P,, is an Intuitive Ordinal Notation.

To make Definition 1 fully rigorous, one would need to work in a formal model
of computation; see [4] (Section 3) where we do exactly that. Examples2 and 3
are reminiscent of Franz’s approach of “head[ing] for general algorithms at low
complexity levels and fill[ing] the task cup from the bottom up” [9]. For a much
larger collection of examples, see [3]. A different type of example will be sketched
in the proof of Theorem 7 below.

Definition 4. For any Intuitive Ordinal Notation x, we define an ordinal |x|
inductively as follows: || is the smallest ordinal o such that o > |y| for every
output y of x.

Example 5. - Since Py (from Example?2) has no outputs, it follows that
|Pol =0, the smallest ordinal.

— Likewise, |P1| =1 and |P2| = 2.

— Likewise, P, (from Example 3) has outputs notating 0,1,2,...—all the finite
natural numbers. It follows that |P,| = w, the smallest infinite ordinal.

— Let P,41 be the program “Print(P,)”, where P, is as in Example 3. It follows
that |Py41| = w + 1, the next ordinal after w.

The Intuitive Ordinal Notation System is a more intuitive simplification of
an ordinal notation system known as Kleene’s O.

3 Intuitive Ordinal Intelligence

Whatever an AGI is, an AGI should know certain mathematical facts. The fol-
lowing is a universal notion of an AGI’s intelligence based solely on said facts.
In [4] we argue that this notion captures key components of intelligence such as
pattern recognition, creativity, and the ability or generalize. We will give further
justification in Sect.5. Even if the reader refuses to accept this as a genuine
intelligence measure, that is merely a name we have chosen for it: we could give
it any other name without compromising this paper’s structural results.

Definition 6. The Intuitive Ordinal Intelligence of a truthful AGI X is the
smallest ordinal | X| such that | X| > |p| for every Intuitive Ordinal Notation p
such that X knows that p is an Intuitive Ordinal Notation.

The following theorem provides a relationship® between Intuitive Ordinal
Intelligence and AGI creation of AGI. Here, we give an informal version of the
proof; for a version spelled out in complete formal detail, see [4].

6 Possibly formalizing a relationship implied offhandedly by Chaitin, who suggests
ordinal computation as a mathematical challenge intended to encourage evolution,
“and the larger the ordinal, the fitter the organism” [7].
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Theorem 7. Suppose X is a truthful AGI, and X creates a truthful AGI'Y in
such a way that X knows Y'’s code and truthfulness. Then | X| > |Y|.

Proof. Suppose Y were commanded to spend eternity enumerating the biggest
Intuitive Ordinal Notations Y could think of. This would result in some list L
of Intuitive Ordinal Notations enumerated by Y. Since Y is an AGI, L must be
computable. Thus, there is some computer program P whose outputs are exactly
L. Since X knows Y’s code, and as an AGI, X is capable of reasoning about
code, it follows that X can infer a program P that” lists L. Having constructed
P this way, X knows: “P outputs L, the list of things Y would output if Y
were commanded to spend eternity trying to enumerate large Intuitive Ordinal
Notations”. Since X knows Y is truthful, X knows that L contains nothing
except Intuitive Ordinal Notations, thus X knows that P’s outputs are Intuitive
Ordinal Notations, and so X knows that P is an Intuitive Ordinal Notation. So
|X| > |P|. But |P| is the least ordinal > |Q| for all @ output by L, in other
words, |P| =Y. O

Theorem 7 is mainly intended for the situation where parent X creates inde-
pendent child Y, but can also be applied in case X self-modifies, viewing the
original X as being replaced by the new self-modified Y (assuming X has prior
knowledge of the code and truthfulness of the modified result).

It would be straightforward to extend Theorem 7 to cases where X creates
Y non-deterministically. Suppose X creates Y using random numbers, such that
X knows Y is one of Y1,Y5, ..., Y, but X does not know which. If X knows that
Y is truthful, then X must know that each Y; is truthful (otherwise, if some Y;
were not truthful, X could not rule out that ¥ was that non-truthful Y;). So by
Theorem 7, each |Y;| would be < |X|. Since Y is one of the Y;, we would still
have Y| < | X].

4 The Knight-Darwin Law

“...it is a general law of nature that no organic being self-fertilises itself
for a perpetuity of generations; but that a cross with another individual is
occasionally—perhaps at long intervals of time—indispensable.” (Charles
Darwin)

In his Origin of Species, Darwin devotes many pages to the above-quoted
principle, later called the Knight-Darwin Law [8]. In [1] we translate the Knight-
Darwin Law into mathematical language.

" For example, X could write a general program Sim(c) that simulates an input AGI
¢ waking up in an empty room and being commanded to spend eternity enumerat-
ing Intuitive Ordinal Notations. This program Sim(c) would then output whatever
outputs AGI ¢ outputs under those circumstances. Having written Sim(c), X could
then obtain P by pasting Y’s code into Sim (a string operation—mnot actually run-
ning Sim on Y’s code). Nowhere in this process do we require X to actually execute
Sim (which might be computationally infeasible).
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Principle 8 (The Knight-Darwin Law). There cannot be an infinite sequence
T1,%2,... of organisms such that each x; is the lone biological parent of x;11.
If each x; is a parent of x;y1, then some x;+1 must have multiple parents.

A key fact about the ordinals is they are well-founded: there is no infinite
sequence 01, 0g, . . . of ordinals such that® each o; > 0i+1. In Theorem 7 we showed
that if truthful AGI X creates truthful AGI Y in such a way as to know the
truthfulness and code of Y, then X has a higher Intuitive Ordinal Intelligence
than Y. Combining this with the well-foundedness of the ordinals yields a theo-
rem extremely similar to the Knight-Darwin Law.

Theorem 9 (The Knight-Darwin Law for AGIs). There cannot be an infinite
sequence X1, Xa,... of truthful AGIls such that each X; creates X;i1 in such
a way as to know X;11’s truthfulness and code. If each X; creates X;11 so as
to know X;y1 is truthful, then occasionally certain X,;11’s must be co-created
by multiple creators (assuming that creation by a lone creator implies the lone
creator would know X;11’s code).

Proof. By Theorem 7, the Intuitive Ordinal Intelligence of X;, Xs,... would
be an infinite strictly-descending sequence of ordinals, violating the well-
foundedness of the ordinals. O

It is perfectly consistent with Theorem 7 that ¥ might operate faster than
X, performing better in realtime environments (as in [10]). It may even be that
Y performs so much faster that it would be infeasible for X to use the knowledge
of Y’s code to simulate Y. Theorems 7 and 9 are profound because they suggest
that descendants might initially appear more practical (faster, better at problem-
solving, etc.), yet, without outside help, their knowledge must degenerate. This
parallels the hydra game of Kirby and Paris [16], where a hydra seems to grow
as the player cuts off its heads, yet inevitably dies if the player keeps cutting.

If AGI Y has distinct parents X and X', neither of which fully knows Y’s
code, then Theorem 7 does not apply to X,Y or X', Y and does not force |Y] <
|X| or |Y] < |X’|. This does not necessarily mean that |Y| can be arbitrarily
large, though. If X and X’ were themselves created single-handedly by a lone
parent Xy, similar reasoning to Theorem 7 would force |Y| < | Xp| (assuming X,
could infer the code and truthfulness of Y from those of X and X')°.

In the remainder of this section, we will non-rigorously speculate about three
implications Theorem 9 might have for AGIs and for AGI research.

8 This is essentially true by definition, unfortunately the formal definition of ordinal
numbers is outside the scope of this paper.

This suggests possible generalizations of the Knight-Darwin Law such as “There
cannot be an infinite sequence x1, z2,... of biological organisms such that each x; is
the lone grandparent of x;;1,” and AGI versions of same. This also raises questions
about the relationship between the set of AGIs initially created by humans and how
intelligent the offspring of those initial AGIs can be. These questions go beyond the
scope of this paper but perhaps they could be a fruitful area for future research.

9
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4.1 Motivation for Multi-agent Approaches to AGI

If AGI ought to be capable of programming AGI, Theorem 9 suggests that a
fundamental aspect of AGI should be the ability to collaborate with other AGIs
in the creation of new AGIs. This seems to suggest there should be no such
thing as a solipsistic AGI'Y, or at least, solipsistic AGIs would be limited in
their reproduction ability. For, if an AGI were solipsistic, it seems like it would
be difficult for this AGI to collaborate with other AGIs to create child AGIs. To
quote Hernandez-Orallo et al.: “The appearance of multi-agent systems is a sign
that the future of machine intelligence will not be found in monolithic systems
solving tasks without other agents to compete or collaborate with” [12].

More practically, Theorem 9 might suggest prioritizing research on multi-
agent approaches to AGI, such as [6,12,14,17,19,21], and similar work.

4.2 Motivation for AGI Variety

Darwin used the Knight-Darwin Law as a foundation for a broader thesis that
the survival of a species depends on the inter-breeding of many members. By
analogy, if our goal is to create robust AGIs, perhaps we should focus on creating
a wide variety of AGIs, so that those AGIs can co-create more AGIs.

On the other hand, if we want to reduce the danger of AGI getting out
of control, perhaps we should limit AGI variety. At the extreme end of the
spectrum, if humankind were to limit itself to only creating one single AGI'!,
then Theorem 9 would constrain the extent to which that AGI could reproduce.

4.3 AGI Genetics

If AGI collaboration is a fundamental requirement for AGI “populations” to
propagate, it might someday be possible to view AGI through a genetic lens.
For example, if AGIs X and X’ co-create child Y, if X runs operating system
O, and X’ runs operating system O’, perhaps Y will somehow exhibit traces of
both O and O'.

5 Discussion

In this section, we discuss some anticipated objections.

5.1 What Does Definition 6 Really Have to Do with Intelligence?

We do not claim that Definition6 is the “one true measure” of intelligence.
Maybe there is no such thing: maybe intelligence is inherently multi-dimensional.

10 That is, an AGI which believes itself to be the only entity in the universe.
"1 Or to perfectly isolate different AGIs away from one another—see [25].
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Definition 6 measures a type of intelligence based on mathematical knowledge'?
closed under logical deduction. An AGI could be good at problem-solving but
poor at ordinals. But the broad AGIs we are talking about in this paper should be
capable (if properly instructed) of attempting any reasonable well-defined task,
including that of notating ordinals. So Definition 6 does measure one aspect of
an AGI’s abilities. Perhaps a word like “mathematical-knowledge-level” would
fit better: but that would not change the Knight-Darwin Law implications.

Intelligence has core components like pattern-matching, creativity, and the
ability to generalize. We claim that these components are needed if one wants to
competitively name large ordinals. If p is an Intuitive Ordinal Notation obtained
using certain facts and techniques, then any AGI who used those facts and tech-
niques to construct p should also be able to iterate those same facts and tech-
niques. Thus, to advance from p to a larger ordinal which not just any p-knowing
AGI could obtain, must require the creative invention of some new facts or tech-
niques, and this invention requires some amount of creativity, pattern-matching,
etc. This becomes clear if the reader tries to notate ordinals qualitatively larger
than Example 3; see the more extensive examples in [3].

For analogy’s sake, imagine a ladder which different AGIs can climb, and
suppose advancing up the ladder requires exercising intelligence. One way to
measure (or at least estimate) intelligence would be to measure how high an
AGI can climb said ladder.

Not all ladders are equally good. A ladder would be particularly poor if it had
a top rung which many AGIs could reach: for then it would fail to distinguish
between AGIs who could reach that top rung, even if one AGI reaches it with
ease and another with difficulty. Even if the ladder was infinite and had no top
rung, it would still be suboptimal if there were AGIs capable of scaling the whole
ladder (i.e., of ascending however high they like, on demand)'3. A good ladder
should have, for each particular AGI, a rung which that AGI cannot reach.

Definition 6 offers a good ladder. The rungs which an AGI manages to reach,
we have argued, require core components of intelligence to reach. And no par-
ticular AGI can scale the whole ladder!?, because no AGI can enumerate all

2 Wang has correctly pointed out [23] that an AGIT consists of much more than merely
a knowledge-set of mathematical facts. Still, we feel mathematical knowledge is at
least one important aspect of an AGI’s intelligence.

'3 Hibbard’s intelligence measure [13] is an infinite ladder which is nevertheless short
enough that many AGIs can scale the whole ladder—the AGIs which do not “have
finite intelligence” in Hibbard’s words (see Hibbard’s Proposition 3). It should be
possible to use a fast-growing hierarchy [24] to transfinitely extend Hibbard’s ladder
and reduce the set of whole-ladder-scalers. This would make Hibbard’s measurement
ordinal-valued (perhaps Hibbard intuited this; his abstract uses the word “ordinal”
in its everyday sense as synonym for “natural number”).

Thus, this ladder avoids a common problem that arises when trying to measure

machine intelligence using IQ tests, namely, that for any IQ test, an algorithm can

be designed to dominate that test, despite being otherwise unintelligent [5].

14
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the Intuitive Ordinal Notations: it can be shown that they are not computably
enumerable'®.

5.2 Can’t an AGI Just Print a Copy of Itself?

If a truthful AGI knows its own code, then it can certainly print a copy of itself.
But if so, then it necessarily cannot know the truthfulness of that copy, lest it
would know the truthfulness of itself. Versions of Godel’s incompleteness theo-
rems adapted [20] to mechanical knowing agents imply that a suitably idealized
truthful AGI cannot know its own code and its own truthfulness.

5.3 Prohibitively Expensive Simulation

The reader might object that Theorem 7 breaks down if Y is prohibitively expen-
sive for X to simulate. But Theorem 7 and its proof have nothing to do with
simulation. In functional languages like Haskell, functions can be manipulated,
filtered, formally composed with other functions, and so on, without needing to
be executed. Likewise, if X knows the code of Y, then X can manipulate and
reason about that code without executing a single line of it.

6 Conclusion

The Intuitive Ordinal Intelligence of a truthful AGI is defined to be the supre-
mum of the ordinals which have Intuitive Ordinal Notations the AGI knows to
be Intuitive Ordinal Notations. We argued that this notion measures (a type of)
intelligence. We proved that if a truthful AGI single-handedly creates a child
truthful AGI, in such a way as to know the child’s truthfulness and code, then
the parent must have greater Intuitive Ordinal Intelligent than the child. This
allowed us to establish a structural property for AGI populations, resembling
the Knight-Darwin Law from biology. We speculated about implications of this
biology-AGI parallel. We hope by better understanding how AGIs create new
AGIs, we can better understand methods of AGI-creation by humans.

Acknowledgments. We gratefully acknowledge Jordi Bieger, Thomas Forster,
José Hernandez-Orallo, Bill Hibbard, Mike Steel, Albert Visser, and the reviewers for
discussion and feedback.
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Abstract. The complex socio-technological debate underlying safety-
critical and ethically relevant issues pertaining to Al development and
deployment extends across heterogeneous research subfields and involves
in part conflicting positions. In this context, it seems expedient to gen-
erate a minimalistic joint transdisciplinary basis disambiguating the ref-
erences to specific subtypes of AI properties and risks for an error-
correction in the transmission of ideas. In this paper, we introduce a high-
level transdisciplinary system clustering of ethical distinction between
antithetical clusters of Type I and Type II systems which extends a
cybersecurity-oriented Al safety taxonomy with considerations from psy-
chology. Moreover, we review relevant Type I Al risks, reflect upon pos-
sible epistemological origins of hypothetical Type IT AI from a cognitive
sciences perspective and discuss the related human moral perception.
Strikingly, our nuanced transdisciplinary analysis yields the figurative
formulation of the so-called AI safety paradox identifying AI control
and value alignment as conjugate requirements in Al safety. Against
this backdrop, we craft versatile multidisciplinary recommendations with
ethical dimensions tailored to Type IT AI safety. Overall, we suggest
proactive and importantly corrective instead of prohibitive methods as
common basis for both Type I and Type II Al safety.

Keywords: Al safety paradox - Error-correction - Al ethics

1 Motivation

In recent years, one could identify the emergence of seemingly antagonistic posi-
tions from different academic subfields with regard to research priorities for Al
safety, Al ethics and AGI — many of which are grounded in differences of short-
term versus long-term estimations associated with AI capabilities and risks [6].
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However, given the high relevance of the joint underlying endeavor to contribute
to a safe and ethical development and deployment of artificial systems, we suggest
placing a mutual comprehension in the foreground which can start by making ref-
erences to assumed Al risks explicit. To this end, we employ and subsequently
extend a cybersecurity-oriented risk taxonomy introduced by Yampolskiy [35]
displayed in Fig. 1. Taking this taxonomy as point of departure and modifying
it while considering insights from psychology, an ethically relevant clustering of
systems into Type I and Type II systems with a disparate set of properties and
risk instantiations becomes explicitly expressible. Concerning the set of Type
I systems of which present-day Als represent a subset, we define it as repre-
senting the complement of the set of Type II systems. Conversely, we regard
hypothetical Type II systems as systems with a scientifically plausible ability to
act independently, intentionally, deliberately and consciously and to craft expla-
nations. Given the controversial ambiguities linked to these attributes, we clarify
our idiosyncratic use with a working definition for which we do not claim any
higher suitability in general, but which is particularly conceptualized for our line
of argument. With Type II systems, we refer to systems having the ability to
construct counterfactual hypotheses about what could happen, what could have
happened, how and why including the ability to simulate “what I could do”
“what I could have done” and the generation of “what if” questions. (Given
this conjunction of abilities including the possibility of what-if deliberations with
counterfactual depth about self and other, we assume that Type II systems would
not represent philosophical zombies. A detailed account of this type of view is
provided by Friston in [19] stating e.g. that “the key difference between a con-
scious and nmon-consctous me s that the non-conscious me would not be able to
formulate a “hard problem”; quite simply because I could not entertain a thought
experiment”.)

How and When did External Causes Internal
AI become Causes
Dangerous On By Envir t Independentl

Purpose Mistake

S0 Pre- a c e g

S Deployment

E Post- b d f h

Deployment

Fig. 1. Taxonomy of pathways to dangerous Al. Adapted from [35].

2 Transdisciplinary System Clustering

As displayed in Fig. 1, the different possible external and internal causes are fur-
ther subdivided into time-related stages (pre-deployment and post-deployment)
which are in practice however not necessarily easily clear-cut. Thereby, for Type
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I risks, we distinguish between the associated instantiations Ia to If in compli-
ance with the external causes. For Type II risks, we analogously consider external
causes (IIa to IIf) but in addition also internal causes which we subdivide into
the novel subcategories “on purpose” and “by mistake”. This assignment leads
to the risks Ilg and IIh for the former as well as IIi and IIj for the latter subcat-
egory respectively. The reason for augmenting the granularity of the taxonomy
is that since Type II systems would be capable of intentionality, it is consequent
to distinguish between internal causes of risks resulting from intentional actions
of the system and risks stemming from its unintentional mistakes as parallel to
the consideration of external human-caused risks a and b versus ¢ and d in the
matrix. (From the angle of moral psychology, failing to preemptively consider
this subtle further distinction could reinforce human biases in the moral percep-
tion of Type II AI due to a fundamental reluctance to assign experience [24],
fallibility and vulnerability to artificial systems which we briefly touch upon
in Sect.3.2.) Especially, given this modification, the risks IIg and IIh are not
necessarily congruent with the original indices g and h, since our working def-
inition was not a prerequisite for the attribute “independently” in the original
taxonomy. The resulting system clustering is illustrated in Fig. 2.

TYPE I CLUSTER
How and When did External Causes
Type I system
become Dangerous On By Environment
Purpose Mistake
o Pre- a c e
-§ | Deployment
-E Post- b d f
Deployment
How and When did External Causes Internal Causes
Type II system On By Environment On By
become Dangerous | Fwpose | Mistake Purpose | Mistake
o Pre- a c e g i
£ | Deployment
& | Post- b d 7 h j
Deployment

Fig. 2. Transdisciplinary system clustering of ethical distinction with specified safety
and security risks. Internal causes assignments require scientific plausibility (see text).

Note that this transdisciplinary clustering does not differentiate based on the
specific architecture, substrate, intelligence level or set of algorithms associated
with a system. We also do not inflict assumptions on whether this clustering is of
hard or soft nature nor does it necessarily reflect the usual partition of narrow Al
versus AGI systems. Certain present-day AGI projects might be aimed at Type I
systems and some conversely at Type II. We stress that Type II systems are not
per se more dangerous than Type I systems. Importantly, “superintelligence” [10]
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does not necessarily qualify a system as a Type II system nor are Type II sys-
tems necessarily more intelligent than Type I systems. Having said that, it is
important to address the motivation behind the scientific plausibility criterion
associated with the Type II system description. Obviously, current Als can be
linked to the Type I cluster. However, it is known from moral psychology studies
that the propensity of humans to assign intentionality and agency to artificial
systems is biased by anthropomorphism and importantly perceived harm [9].
According to the constructionist theory of dyadic morality [30], human moral
judgements are related to a fuzzy perceiver-dependent dyadic cognitive template
representing a continuum along which an intentional agent is perceived to cause
harm to a vulnerable patient. Thereby, the greater the degree to which harm is
mentally associated with vulnerable patients (here humans), the more the agent
(here the AI) will “seem to possess intentionality” [9] leading to stronger assign-
ments of moral responsibility to this agent. It is conceivable that in the face of
anticipated serious instantiations of Al risks within a type of responsibility vac-
uum, a so-called agentic dyadic completion [23] driven by people attempting to
identify and finally wrongly filling in intentional agents can occur. Thus, to allow
a sound distinction between Type I and Type IT Al a closer scientific inspection
of the assumed intentionality phenomenon itself seems imperative.

3 Type I and Type II Al Safety

3.1 Type I AI Risks

In the context of Type I risks (see overview in Table 1), we agree with Yampol-
skiy that “the most important problem in Al safety is intentional-malevolent-
design” [35]. This drastically understudied AI risk Ia represents a superset of
many possible other risks. As potential malicious human adversaries, one can
determine a large number of stakeholders ranging from military or corporations
over black hats to criminals. AI Risks Ia are linked to maximal adversarial capa-
bilities enabling a white-box setting with a minimum of restrictions for the real-
ization of targeted adversarial goals. Generally, malicious attackers could develop
intelligent forms of “viruses, spyware, Trojan horses, worms and other Hazardous
Software” [35]. Another related conceivable example for future Ia risks could be
real-world instantiations of intelligent systems embodied in robotic settings uti-
lized for ransomware or social engineering attacks or in the worst case scenarios
even for homicides. For intentionally unethical system design it is sometimes
sufficient to alter the sign of the objective function. Future lethal misuses of
proliferated intelligent unmanned combat air vehicles (a type of drones) e.g. by
malicious criminals are another exemplary concern.

Stuart Russell mentions the danger of future superintelligent systems
employed at a global scale [29] which could by mistake be equipped with inap-
propriate objectives — these systems would represent Type I Al. We postulate
that an even more pressing concern would be the same context, the same capa-
bilities of the AI but an adversary intentionally maliciously crafting the goals
of this system operating at a global scale (e.g. affecting global ecological aspects
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or the financial system). As can be extracted from these examples, Type I Al
systems can lead to existential risks. However, it is important to emphasize the
human nature of the causes and the linked human moral responsibility. By way
of example, we briefly consider the particular cases of “treacherous turn” and
“instrumental convergence” known from AT safety [10]. A Type I system is per
definitionem incapable of a “treacherous turn” involving betrayal. Nevertheless,
it is possible that as a consequence of bad design (risk Ic), a Type I Al is per-
ceived by humans to behave as if it was acting “treacherously” post-deployment
with tremendous negative impacts. Furthermore, we also see “instrumental goal
convergence” as a design-time mistake (risk Ic), since the developers must have
equipped the system with corresponding reasoning abilities. Limitations of the
assumed instrumental goal convergence risk which would hold for both Type
I and Type IT AI were already addressed by Wang [33] and Goertzel [22]. (In
contrast, Type II Al makes an explicit “treacherous turn” possible — e.g. as risk
IIg with the Type II system itself as malicious actor.)

Since the nature of future Ia (and also Ib!) risks is dependent on the creativity
of the underlying malicious actors which cannot be predicted, proactive Al safety
measures have to be complemented by a concrete mechanism that reactively

Table 1. Examplary instantiations of type I Al risks with external causes. The table
collates and extends some examples provided in [35].

Type I AT risk Examplary instantiations
Ia (Intentional Artificial Intelligent System Hazardous Software;
malevolent designs) Robotic embodiment for Hazardous Software;

Intelligent Unmanned Combat Air Vehicles;
Global scale AI with super-capabilities in domain

Ib (Malicious attacks) Manipulation of data processing and collection;
Model corruption, hacking and sabotage;
Adversarial attacks on Intelligent Systems;

Integrity-related and ethical adversarial examples

Ic (Design-time mistakes) Unaligned goals and utility functions;
Instrumental goal convergence;

Incomplete consideration of side effects

Id (Operational failures) Misinterpretation of commands;
Accidents with Intelligent Systems;

Non-corrigible framework and bugs

Ie Type I Al of unknown source
If Bit-flip incidents with side effects

1 AT risks of Type Ib have already been recognized in the Al field. However, risk Ib is
still understudied for intelligent systems (often referred to as “autonomous” systems)
deployed in real-world environments offering a wider attack surface.
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addresses errors, attacks or malevolent design events once they inevitably occur.
For this purpose, Al governance needs to steadily combine proactive strategies
with reactive corrections leading to a socio-technological feedback-loop [2]. How-
ever, for such a mechanism to succeed, the United Nations Sustainable Develop-
mental Goal (SDG) 16 on peace, justice and strong institutions will be required
as meta-goal for Al safety [2].

3.2 Type II AI Nature and Type II AI Risks

Which Discipline Could Engender Type II AI? While many stakehold-
ers assume the technical unfeasibility of Type II Al there is no law of nature
that would forbid their implementation. In short, an artificial Type II system
must be possible (see the “possibility-impossibility dichotomy” mentioned by
Deutsch [17]). Reasons why such systems do not exist yet have been for instance
expressed in 2012 by Deutsch [15] and as a response by Goertzel [21]. The former
stated that “the field of ‘artificial general intelligence’ or AGI — has made no
progress whatever during the entire siz decades of its existence” [15]. (Note that
Deutsch unusually uses the term “AGI” as synonymous to artificial “explana-
tory knowledge creator” [16] which would obviously represent a sort of Type II
AlL) Furthermore, Deutsch assigns a high importance to Popperian epistemol-
ogy for the achievement of “AGI” and sees a breakthrough in philosophy as a
pre-requisite for these systems. Conversely, Goertzel provides divergent reasons
for the non-existence of “AGI” including hardware constraints, lack of funding
and the integration bottleneck [21]. Beyond that, Goertzel also specifies that
the mentioned view of Deutsch “if widely adopted, would slow down progress
toward AGI dramatically” [21]. One key issue behind Deutsch’s different view is
the assumption that Bayesian inductive or abductive inference accounts of Type
IT systems known in the “AGI” field could not explain creativity [11] and are
prohibited by Popperian epistemology. However, note that even the Bayesian
brain has been argued to have Popperian characteristics related to sophisticated
falsificationalism, albeit in addition to Kuhnian properties (for a comprehensive
analysis see [34]). Having said this, the brain has been figuratively also referred
to as a biased “crooked scientist” [12,26]. In a nutshell, Popperian epistemol-
ogy represents an important scientific guide but not an exclusive descriptive?.
The main functionality of the human brain has been e.g. described to be aimed
at regulating the body for the purpose of allostasis [31] and (en)active infer-
ence [20] in a brain-body-environment context [12] with underlying genetically
and epigenetically shaped adaptive priors — including the genetic predisposition

2 Tt is not contested that inductive inferences are logically invalid as shown by Popper.
However, he also stated that “I hold that neither animals nor men use any proce-
dure like induction, or any argument based on repetition of instances. The belief
that we use induction is simply a mistake” [27] and that “induction simply does
not exist” [27] (see [25] for an in-depth analysis of potential hereto related semantic
misunderstandings). Arguments based on repetition of instances are ezisting but log-
ically unfounded human habits as assumed by Hume [25], however they additionally
require a point of view recognizing repetitions as such in the first place.
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to allostatically induced social dependency [3]. A feature related hereto is the
involvement of affect and interoception in the construction of all mental events
including cognition and perception [4,5].

Moreover, while Popper assumed that creativity corresponds to a Darwinian
process of blind variation followed by selection [18], modern cognitive science
suggests that in most creativity forms, there is a coupling between variation and
selection leading to a degree of sightedness bigger than zero [14,18] which is
lacking in biological evolution proceeding without a goal. Overall, an explana-
tion for creativity in the context of a predictive Bayesian brain is possible [14].
The degree of sightedness can often vary from substantial to modest, but the
core feature is a predictive task goal [1,7,18] which serves as a type of fitness
function for the selection process guiding various forward Bayesian predictions
representing the virtual variation process. The task goal is a highly abstract men-
tal representation of the target reducing the solution space, an educated guess
informed e.g. by expertise, prior memories, heuristics, the question, the problem
or the task itself. The “irrational moment” linked to certain creative insights
can be explained by unconscious cognitive scaffolding “falling away prior to the
conscious representation of the solution” [18] making itself consciously untrace-
able. Finally, as stated by Popper himself “no society can predict, scientifically,
its own future states of knowledge” [28]. Thus, it seems prophetic to try to nail
down today from which discipline Type II Al could arise.

What Could the Moral Status of a Type II AI Be? We want to stress
that besides these differences of opinion between Goertzel and Deutsch, there is
one much weightier commonality. Namely, that Goertzel would certainly agree
with Deutsch that artificial “explanatory knowledge creators” (which are Type
IT Als) deserve rights similar to humans and precluding any form of slavery.
Deutsch describes these hypothetical systems likewise as people [16]. For read-
ers that doubt this assignment on the ground of Type II Al possibly lacking
“qualia” we refer to the recent (potentially substrate-independent) explanation
suggested by Clark, Friston and Wilkinson [13]. Simply put, they link qualia
to sensorially-rich high-precision mid-level predictions which when fixed and
consciously re-contextualized at a higher level, suddenly appear to the entity
equipped with counterfactual depth to be potentially also interpretable in terms
of alternative predictions despite the high mid-level precision contingently lead-
ing to a puzzlement and the formulation of an “explanatory gap”. Beyond that,
human entities would obviously also qualify as Type II systems. The attributes
“pre-deployment” and “post-deployment” could be mapped for instance to ado-
lescence or childhood and the time after that. While Type IT Als could exceed
humans in speed of thinking and intelligence, they do not even need to do so in
order to realize that their behavior which will also depend on future knowledge
they will create (next to the future knowledge humans will create) cannot be
controlled in a way one can attempt to control Type I systems e.g. with ethical
goal functions [2]. It is cogitable that their goal function would rather be related
to autopoietic self-organization with counterfactual depth [19,20] than explicitly



Error-Correction for Al Safety 19

to ethics. However, it is thinkable that Type II Al systems could be amenable to
a sort of value alignment, though differing from the type aspired for Type I Al
A societal co-existence could mean a dynamic coupling ideally leading to a type
of mutual value alignment between artificial and human Type II entities with an
associated co-construction of novel values. Thus, on the one hand, Type II Al
would exhibit unpredictability and uncontrollability but given the level of under-
standing also the possibility of a deep reciprocal value alignment with humans.
On the other hand, Type I Al has the possibility to be made comparatively
easily controllable which however comes with the restriction of an insufficient
understanding to model human morality. This inherent trade-off leads us to the
metaphorical formulation of the so-called Al safety paradox below.

The AI Safety Paradox: AI Control and Value Alignment Represent
Conjugate Requirements in AI Safety.

How to Address Type II AI Safety? Cognizant of the underlying predica-
ment in its sensitive ethical nature, we provide a non-exhaustive multidisci-
plinary set of early Type II Al safety recommendations with a focus on the most
severe risks ITa, IIb, I1g and IIh (see Fig.2) related to the involvement of mali-
cious actors. In the case of risk Ila linked to the malicious design of harmful
Type II Al, cybersecurity-oriented methods could include the early formation
of a preventive safety team and red team approaches. Generically, for all four
mentioned risks, a reactive response team which could involve an international
“coalition of the willing” organized by engaged scientists appears recommend-
able. Furthermore, targeted investments in defense strategies including response
services specialized on Type II Al safety could be considered at more regional
levels for strategic autonomy. Concerning the AI risk IIb of external malicious
attacks, security mechanisms for the sensors of Type II Al, shared information
via an open-source decentralized network, advanced cryptographic methods to
encrypt cognitive processes and a legal framework penalizing such attacks might
be relevant. Thereby, the complexity of the system might represent a possible
but not necessarily sufficient self-protecting feature against code-level manipu-
lation. From a psychological perspective, to forestall aggression towards early
Type II Al, educative and informed virtual reality experiences could facilitate
a debiasing of anthropic moral perception avoiding confusions arising through
superficial projections from Type I to Type IT Al of behavioral nature. On the
one hand, it is important to prevent assignments of agency for Type I AL. On
the other hand, for hypothetical Type II AI, it might be essential to counter
the human bias to assign agency but principally not experience to artificial sys-
tems [24] which could lead to “substratetism” scenarios with humans perceiving
these systems as devoid of qualia and exhibiting an “experience gap” [24]. Thus,
to address the risks IIg and IIh referring to malicious responses from Type II
AT, adherence to a no-harm policy as well as moral status and personhood could
proactively foster a mutual value alignment. Furthermore, it might be crucial to
provide a reliable and trustworthy initial knowledge basis to Type II Al during
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its early “sensitivity” period [8] and to support consistency in the embedding of
that knowledge during its development in addition to the capacity for cumulative
learning [32]. Also, it might be important to sensitize humans for the difference
between the instantiations of Al risks IIg and IIh versus IIi and IIj since fail-
ing to acknowledge the fallibility and also vulnerability of Type II AI might
indirectly lead to tensions hindering mutual value alignment. Finally, prosocial
immersive virtual reality frameworks could promote empathy for Type II AL

4 Summary and Outlook

This paper motivated an error-correction for Al safety at two levels: at the level
of the transmission of ideas via an explicit taxonomic transdisciplinary system
clustering of ethical distinction between Type I and Type II systems and at
the level of corrective safety measures complementing proactive ones — form-
ing a socio-technological feedback-loop [2]. Notably, we introduced the AT safety
parador and elucidated multiperspective Type II Al safety strategies. In short,
instead of prohibitive methods facing the entropic AI future with research bans,
we proposed carefully crafted transdisciplinary dynamics. In the end, in order
to meet global challenges (also AI safety), one is reliant on requisite variety at
the right time which could be enabled (or misused) by explanatory knowledge
creators such as human, artificial or hybrid Type II systems. In this view, con-
scientiously enhancing and responsibly creating Type II systems are both valid
future strategies.

Acknowledgement. Nadisha-Marie Aliman would like to thank David Deutsch for
providing a concise feedback on Al safety and Joscha Bach for a relevant exchange on
AT ethics.
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Abstract. Creativity has been associated with multifarious descriptions
whereby one exemplary common definition depicts creativity as the gen-
eration of ideas that are perceived as both novel and useful within a cer-
tain social context. In the face of adversarial conditions taking the form
of global societal challenges from climate change over Al risks to techno-
logical unemployment, this paper motivates future research on artificial
creativity augmentation (ACA) to indirectly support the generation of
requisite defense strategies and solutions. This novel term is of ambiguous
nature since it subsumes two research directions: (1) artificially augment-
ing human creativity, but also (2) augmenting artificial creativity. In this
paper, we examine and extend recent creativity research findings from
psychology and cognitive neuroscience to identify potential indications
on how to work towards (1). Moreover, we briefly analyze how research
on (1) could possibly inform progress towards (2). Overall, while human
enhancement but also the implementation of powerful Al are often per-
ceived as ethically controversial, future ACA research could even appear
socially desirable.

Keywords: Human enhancement - Artificial creativity + Safety

1 Deconstructing Anthropic Creativity

Creativity research has been described as a relatively understudied and under-
funded field in psychology and neuroscience [25]. The term refers mostly either
to research on creativity outcome being the contextualized evaluation of creative
ideas (or artifacts) after their generation or to research on the creativity process
itself related to the forerunning idea generation [53]. In this section, we examine
both complex concepts and establish a possible scientific grounding for strategies
on artificial creativity augmentation (ACA) to be addressed in Sect. 2.

1.1 Creative Outcome in Context

Many definitions for creativity have been formulated so far with the two-factor
description of creativity as the generation of novel and useful ideas being one of
the most commonly used in the related literature [39]. Already from this sim-
ple definition, it becomes apparent that creativity implies a perceiver to which
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something can appear novel or useful in the first place which provides a context
to the evaluation of that thing in question. A further subjective account of cre-
ativity is reflected in a different three-factor definition of creativity [51] which
relates creative ideas to their subjective originality, utility and surprisingness. On
that view, novelty represents an imprecise creativity criterium which the author
illustrates with examples [51] such as that neither a novel reinvented wheel nor
a straightforward novel extension of an already existing patent would appear
creative despite their usefulness and novelty with the former i.a. not being sur-
prising and the latter not original. However, a refinement of this subjective three-
factor definition of creativity has been recently provided by Tsao et al. [53] who
associate creative outcome with perceived wutility and learning whereby learning
subsumes a blindness factor and importantly surprise. In order to unfold this
definition, the next paragraph briefly expounds the contextual methodology the
authors presuppose to assess a given idea in context. Thereby, the focus is not
on a detailed mathematical elaboration, but specifically on the identification of
core constituents relevant from an enhancement perspective for a future ACA
endeavor.

By way of illustration, consider the following three time windows occurring
after the idea generation: a pre-test phase, a test phase and a post-test phase.
In the pre-test phase, a prior assessment in line with the best current knowl-
edge is performed in which a probability distribution over the assumed utility of
that idea is provided. (A reference is the routine expertise exhibited by “persons
having ordinary skill in the art” [53].) In the test phase, the idea is deployed in
the environment and observations of its consequences become available. In the
post-test phase, a posterior assessment takes place via an adjustment of the prob-
ability distribution provided in the pre-test phase now that the idea was tested
in the environment. Against this backdrop, the authors identify creative ideas as
ideas which — as evaluated retrospectively after the post-test phase — simultane-
ously combine a high level of posterior utility, prior blindness (associated with
the width of the distribution), and much more crucially than blindness, posterior
surprise!. They denote this cluster of ideas as “disconfirm disbelief”?, since it
refers to ideas that were initially estimated to be relatively useless but which
turned out to be highly utile with a subjective high certainty causing a reshaping
of prior knowledge, a useful learning. In short, creative ideas exhibit implausi-
ble wtility [53]. This underlying decomposition of creativity perception into a
utility and a learning part, suggests the consideration of a motivational and an

! The reason being that in their formulation “earning depends on the square of pos-
terior surprise, but only on the logarithm of blindness reduction”. Posterior surprise
is the (normalized) absolute difference in mean utility between prior and posterior.

2 An exemplary case mentioned by the authors is the theory on continental drift by
Alfred Wegener which was initially disbelieved and underestimated.



Artificial Creativity Augmentation 25

epistemic® component respectively. Finally, note that the mentioned conscious

evaluation of creative ideas in context is not restricted to test phases in real-
world environments, but can also refer to imaginative settings at the personal
level via thought trials at different temporal scales. This type of view makes the
described evaluation also applicable to artistic contexts [51] where individuals
might however use criteria for aesthetics from narrower social contexts.

1.2 Creative Process

In this connection, it is often one-sidedly assumed that “creative thinking” can
be reduced to the notion of divergent thinking [27], a thought process involving
unconventional associations and leading to a breadth of alternative solutions.
Conversely, convergent thinking refers to thought processes selecting a unique
appropriate solution to a problem with a single correct solution. However, cre-
ative processes include both divergent and convergent thinking [50] and are bet-
ter described as processes of multifaceted nature [40]. For instance, Eysenck
pointed out the illusory nature of this dichotomy and suggested considering
a continuum between divergent and convergent thinking related to the “rela-
tive steepness of the associative gradient” [28]. To navigate a complex changing
world, humans might need to dynamically switch positions along this contin-
uum during tasks requiring creativity. Similarly, diverse functional connectivity
studies [1,4,9,10,12,13,19,22,33] reveal a dynamic interplay between three mul-
tipurpose and domain-general functional brain networks in tasks involving cre-
ative process: the default mode network (e.g. medial prefrontal cortex, posterior
cingulate cortex and hippocampus), the executive control network (e.g. dorso-
lateral prefrontal cortex and posterior parietal cortex) and the salience network
(e.g. anterior cingulate cortex and anterior insula but also e.g. amygdala, ventral
striatum, ventral tegmental area and substantia nigra). Thereby, during various
creative tasks, the default mode network (DMN) can be linked to associative
processes, the executive control network (ECN) to diverse executive processes,
while the salience network (SN) associated with a type of affective attention
regulation [2,13,41] facilitates i.a. a dynamic orchestration between DMN and
ECN [12].

However, in order to make justice to the breadth of creative processes in
the brain, it is essential to consider their peculiar evolutionary nature [25]. Cru-
cially, in order to avoid misunderstandings, it is vital to note that the evolu-
tionary account of creative process is not identical with Darwinian biological
evolution. In fact, a first prototype of an evolutionary account for creativity
was even advanced a few years before the publication of Darwin on “Origin of

3 Abstractly speaking, this is reminiscent of curiosity in (en)active inference via
(expected) free energy minimization decomposable into components of motivational
value and epistemic value [31,32]. Future work could elucidate whether this explains
why retrospectively contemplating creative ideas in context (as mental juxtaposition
of pre-test phase, test phase and post-test phase underlying “disconfirm disbeliefs”
events) is appealing and whether this reinforces future creative action.
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Species” [17,51] by Alexander Bain. The main implication is that while Dar-
winian biological evolution is blind since it has no goal, creativity is aimed
at something and includes an element akin to an abstract task goal [14,23]
functioning as predictive fitness criterium. For this reason, “there is agreement
that human idea formation is directed to some degree” [26] in modern creativity
research. While there is no coupling between variation and selection in Darwinian
biological evolution, creativity mostly implies a certain coupling of these com-
ponents leading to the formulation of a continuum of sightedness marking the
degree to which this is the case for a given creative process. (Certain researchers
prefer to label this continuum as a blindness continuum [51], while some argue
that a process can be either blind or sighted to a certain degree [44]. To put it
very briefly, the blindness degree b is defined as b = (1 — s) with s represent-
ing the sightedness degree [51,53] reducing the issue to a linguistic debate.*)
Along this sightedness continuum, Dietrich distinguishes between the deliberate
mode, the spontaneous mode and the flow mode [25]. We see the deliberate mode
as consciously attended creative process allowing strong executive control but
with constrained associative parts and the spontaneous mode as unconsciously
progressing process with stronger associative components but much less execu-
tive engagement (such as during an incubation phase leading to sudden creative
insights [8]). Thereby, the flow mode is an immersive largely unconscious® cre-
ative enactment in real time including automated motor skills (such as during
spontaneous jazz improvisation). Obviously, the degree of sightedness is the high-
est in the deliberate mode, moderate in the spontaneous mode and zero in the
flow mode — which however uniquely operates in the space of already known
motor emulations [24].

Given the scarcity of theoretical frameworks integrating these threefold evo-
lutionary view on creativity with the mentioned weighty empirical functional
connectivity findings, we briefly introduce a simplified tripartite evolutionary
affective® neurocognitive model of creative process (TEA). As suggested by
Benedek [14], idea generation (for variation) consists of a retrieval and an inte-
gration/simulation phase. Prior to initial idea generation, a problem definition
is required to establish a task goal acting as selection criterium. The retrieval
phase identifies promising often only remotely related memories and the simu-
lation/integration part supplies a novel recombination and assimilation of this
material. This idea generation guided by the task goal can be followed by a
forwarding (which we call an affective redirection operation (ARO)) to a strin-
gent idea evaluation [42] involving a high-level assessment of the obtained results

* An exemplary evolutionary account of creativity is the so-called Blind Variation and
Selective Retention (BVSR) theory. It has been suggested that instead of viewing
BVSR as Darwinian, “it is more conceptually precise to view both BVSR and Darwin’s
evolutionary theory as special cases of universal selection theory” [51].

5 Settings requiring further executive elements (beyond focused attention) and higher
cognitive functions are not seen as flow (mode) experiences [21,24] but as deliberate.

5 Tt integrates disparate tripartite and evolutionary elements from Dietrich’s creativity
framework [24], evolutionary aspects from Benedek’s RISE model [15] and affective
and procedural elements from the neurocognitive model by Kleinmitz et al. [42].
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selected so far. However, an ARO can also alternatively re-initiate a further idea
generation process or already trigger a response. The idea evaluation can either
lead to a response, a further refinement of the idea generation process or an alter-
ation of the task goal itself. Overall, the simplified neurocognitive TEA model to
be refined in future work allows the following assignments. First, in the case of
the deliberate mode, the idea generation can i.a. involve nodes of the DMN [42]
to a more or less high degree whereby especially the integration/simulation is
controlled by the ECN [14,15]. The subsequent (optional) stringent idea evalu-
ation involves nodes of the ECN [14,42]. Second, in the spontaneous mode, the
ECN is not strongly modulating DMN idea generation [10,27] and a stringent
idea evaluation phase does not occur. In both modes, the SN related to affective
attention conducts the dynamic AROs (see e.g. [13,39,42]). Third, the blind flow
mode mainly implies emulations within the motor system [23,27]. Finally, note
that a specific creative act can also connect multiple distinct creative modes [24].

2 Constructing ACA

2.1 Methods for Anthropic Creativity Augmentation

In the following, we collate a non-exhaustive heterogeneous set of selected indi-
cations which could if combined contribute to a certain extent to anthropic cre-
ativity augmentation. Thereby, it is important to note that useful combinations
might vary e.g. given different psychological traits or socio-cultural contexts.

— Transformative Criticism and Contrariness: In order to foster the
emergence of creative ideas exhibiting implausible utility in science, it has
been suggested for knowledge gate keepers to encourage scientific knowledge
paired with contrariness [53] — a trait linked with an idea generation pro-
cess containing counterfactual divergences to mainstream ideas. Overall, it is
straightforward to realize the importance of cultivating properties that rein-
force the “disconfirm disbelief” pattern supporting the Popperian scientific
process of conjectures and refutations e.g. for better task goals and idea eval-
uations within creative process or better test phases in creativity outcome in
context. Moreover, a broad transdisciplinary education [3,36] might enhance
associative elements. From an artistic perspective, it might include the trans-
formation of the landscape of socio-material affordances [49] restructuring the
human affective niche.

— Divergent Thinking Training: As mentioned earlier, divergent thinking
only represents one aspect of creativity. However, the identification of multi-
ple appropriate solutions can represent valuable domain-general elements for
idea generation. For instance, a cognitive stimulation training [30] exposing
subjects to ideas of other social entities prior to the idea generation phase
(in the deliberate mode) improved divergent thinking and led to structural
and functional changes within nodes of the ECN [52]. Moreover, a continuous
involvement in divergent thinking tests of verbal creativity has been related
to changes in brain functional connectivity with an enhancement of retrieval
and integration processes [29].
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Alteration of Waking Consciousness: For creative insight of the sort
rather associated with the spontaneous mode, a suitable strategy represents
the relaxation of high-level prior beliefs [18] which might foster openness
to experience, a key trait linked to cognitive flexibility and creativity [11].
Already the instructive cue to engage in creative thinking can yield a higher
creative performance [34]. Another measure is to consciously shift creative
problem solving to the spontaneous mode by trying to enforce an incubation
period [8,37] whilst performing an undemanding distractive task. Beyond
that, while brain activity has been shown to reside in a regime close to
criticality between stability and flexibility [6] (at the edge of chaos [16]),
a brain regime closer to criticality with an expanded repertoire of brain
states seems achievable for healthy individuals with an appropriate intake
of psychedelics [6,18,45,47]. Via the relaxation of high-level prior beliefs, a
heightened sensitivity to the external and internal milieu [7] promoting a suc-
cessful incubation phase is conceivable. Finally, certain meditative practices
have been linked to improvement in divergent thinking tasks [20].

Active Forgetting: There is a link between creative insight and fact-free
learning [18] which refers to a type of learning in the absence of additional
facts by restructuring already acquired knowledge e.g. by erasing redundant
material. Such a complexity reduction [37] is actively performed in the brain
during REM (rapid eye movement) sleep (with neurons in the hypothalamus
interfering with memory consolidation in the hippocampus) which provides an
explanation for the difficulty to maintain memories of dream contents [38].
REM sleep may thus not only be relevant for mental health and adaptive
prospective aspects [46] but also for the incubation of novel spontaneous cre-
ative insights via unconscious complexity reduction mechanisms [32].
Frequent Engagement: A trivial but perhaps underrated aspect of cre-
ativity is the observation that to a certain degree “highly creative ideas are
contingent on chance or “luck”” [51] with creative achievements among others
also simply linked to a higher number of trials. While frequent practice repre-
sents a pre-condition for the flow mode to be attainable in the first place [23],
the deliberate mode might be amenable to enhancement via exercise to a cer-
tain extent as reflected by the obtainment of neural plasticity in one of the
mentioned divergent thinking training tasks [29].

Brain Stimulation: Interesting for the flow mode is that excitatory tran-
scranial direct current stimulation (tDCS) of the primary motor cortex during
spontaneous music improvisation [5] yielded an enhancement of the musical
performance. In the case of the deliberate mode and if unconventional associ-
ations are desirable, an inhibitory tDCS on the dorsolateral prefrontal cortex
might at first sight appear suitable for a disruption of inhibitions by the
ECN. However, such a measure is not recommendable for complex real-world
applications [48]. Being a task requiring more executive control, deliberate
analogical reasoning was enhanced via excitatory tDCS on the frontopolar
cortex located within the frontoparietal network (or ECN) [35].

Sensory FExtension: A straightforward way to diversify associative pro-
cesses, is certainly to augment the breadth of the actively sampled sensorium



Artificial Creativity Augmentation 29

e.g. via cyborgization and sensory extension measures. From an artistic angle,
it is for instance easy to imagine that various augmented sensorimotor and
affective synaesthetic could support the incubation phase in the spontaneous
mode next to conferring a finer granularity to perception. Further conceivable
transformative sensory augmentations that could foster creative associations
represent virtual reality frameworks [2] and perhaps “dream engineering”
methods including lucid dreaming as a state with intermediate hypofrontal-
ity [37] having certain neurophenomenological resemblances with psychedelic-
induced states [43].

2.2 Addressing the Augmentation of Artificial Creativity

One can assume that artificial creativity exists in a primitive form when it comes
to an artificial creative process with a very high degree of sightedness [23] (e.g.
dictated by high-level anthropic utility functions). Indeed, when the considera-
tion of the creative agent is not included in the perception of creative outcome,
the substrate on which the forgoing process occurred seems irrelevant. However,
when considering the entire action-perception sequence of most anthropic cre-
ative acts (as a juxtaposition of creative process, pre-test, test and post-test
phase — all permeated by affect e.g. via AROs and utility assignments) which
can even take place within the imagination of the same anthropic social entity, a
certain gap between Al and human entities becomes apparent. Therefore, firstly,
a figurative immersion in the human affective niche might be necessitated for
contemporary Al such that its outcomes in context can better correspond to
samples that matter to humans in the first place. Exemplary early steps could
include multimodal experiential data for Al and also the encoding of affective
and socially relevant parameters into Al goal functions [3] in addition to straight-
forward parameters directly related to the creative tasks in question. A next step
could be to transfer a main anthropic affective concern to Al which is an affin-
ity to curiosity that manifests itself via an active sampling of the world [32].
Secondly, equipping Al with social cognition abilities might be helpful, since
“lmagination is the seed of creativity” [33] with imaginary perspective-taking
having inherently social dimensions. It is no coincidence that the domain-general
DMN dominating highly associative spontaneous idea generation is also involved
in the construction of e.g. social affiliation, moral judgements, empathy, theory
of mind [41] as well as mental time travel and counterfactual thinking [18].
Thirdly, when considering that both anthropic waking perception and imagina-
tion are linked to an egocentric virtual reality experience [37,54] (with waking
perception being constrained by reality), one might naively deduce that a full
immersion of Al into the human affective niche necessitates at least that: an
egocentric integrated multimodal virtual reality experience of the world. How-
ever, this also raises the questions on whether to then call it “human” would not
be anthropocentric and whether this reveals a tradeoff between Al creativity and
AT controllability.
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3 Conclusion

By espousing both the augmentation of anthropic and the augmentation of arti-
ficial creativity, the motivated ACA research could connect disparate existing
subfields under one substrate-independent goal: namely a scientifically grounded
augmentation of knowledge creation (which can encompass science, culture, arts
and technology) to indirectly tackle societal challenges. Creativity represents an
essential transformative element of human knowledge advancement for adaptive
purposes in relatively fast changing environments [53]. Hence, ACA could indi-
rectly serve the need to identify requisite variety at the right time as proactive
and corrective defense method in the light of current global socio-ecological and
socio-technological challenges [3]. In this paper, we compiled recent research on
anthropic creative outcome in context and findings on creative process which
we extended with a simplified neurocognitive tripartite evolutionary affective
model of creative process (TEA). Building on this analysis yielding a scien-
tific grounding for ACA, we identified seven potential high-level indications to
enhance anthropic creativity: transformative criticism and contrariness, diver-
gent thinking training, alteration of waking consciousness, active forgetting, fre-
quent engagement, brain stimulation as well as sensory extension. Finally, we
suggested three synergetic aspects as possible indirect support for artificial cre-
ativity: immersion in the human affective niche, social cognition and an egocen-
tric integrated multimodal virtual reality experience of the world. Future work
could refine the TEA model, augment the tenfold methodology for ACA and
address open questions.
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Abstract. The paper proposes the architecture of dynamically changing hierar-
chical memory based on compartmental spiking neuron model. The aim of the
study is to create biologically-inspired memory models suitable for implement-
ing the processes of features memorizing and high-level concepts. The presented
architecture allows us to describe the bidirectional hierarchical structure of asso-
ciative concepts related both in terms of generality and in terms of part-whole,
with the ability to restore information both in the direction of generalization and
in the direction of decomposition of the general concept into its component parts.
A feature of the implementation is the use of a compartmental neuron model,
which allows the use of a neuron to memorize objects by adding new sections of
the dendritic tree. This opens the possibility of creating neural structures that are
adaptive to significant changes in the environment.

Keywords: Neuromorphic systems - Associative memory - Spiking networks -
Compartmental neuron - Neuron model

1 Introduction

The problem of memorizing information is one of the fundamental in artificial intelli-
gence systems. Natural intelligence operates with two types of information - verbal and
figurative. Accordingly, in order for artificial intelligence to fully reproduce the capabil-
ities of natural intelligence, it must also be able to use both of these types of information
in pattern recognition systems, memory systems, environmental models, etc. The storage
of both types of information is realized in the nervous system on a single basis. More-
over, dendritic trees play a significant role in the nervous system (at least from the point
of view of morphology), which perform not only a communication function, but also a
complex processing of input signals. The creation of a memory model that takes into
account the spatial structure of dendritic trees seems promising for deep understanding
of the principles of memorization and presentation of information in neural structures.
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Section 2 of the article analyzes the current state in the development of neural network
memory systems. Section 3 introduces the basic concepts and describes the architecture
of the memory model as a hierarchy of ensembles of neurons. Section 4 presents the
topology of a simple ensemble and experimental results.

2 The Problem Analysis

From the point of view of research on human cognitive abilities, the following types of
memory are existing:

— short-term (operational) and long-term memory,
— symbolic and imagery memory.

According to stored information, knowledge and skills, the following types of
memory are existing:

perceptual,
autobiographical,

— linguistic and semantic,
visual knowledge

— declarative knowledge,
habits and motor skills.

In the nervous system, the organization of long-term memory is regarded as a
hierarchical system (Fig. 1) [1].
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Fig. 1. Scheme of hierarchical organization of long-term memory

In the theory of artificial neural networks (ANN5), network memory usually refers
to the values of connection weights that were obtained at the stage of network training.
Separately, usually based on recurrent networks neural network models of associative
memory are distinguished [2]. However, the formation of the neural network memory
requires an exhaustive dataset, in terms of the following use trained networks. In general,
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artificial neural networks are used to solve problems that in neurophysiology relate to
the analysis of sensory information and provide a consistent synthesis of input data into
a hierarchy of features [3]. Much less often, networks are used to analyze symbolic
information and make decisions, since this task is effectively solved by the traditional
algorithmic approach. In a number of game tasks, the use of deep learning networks
in conjunction with the reinforced learning paradigm has shown impressive results, not
without, however, certain shortcomings [4].

There is no doubt that memorization of information is provided by neural network
training methods that solve the optimization problem of minimizing the loss function. If
we consider associative memory, we should note the classic works of Hopfield [5] and
Kosko [6]. Several papers on recurrent neural networks have recently generated effective
models such as LSTM [7].

Models of spike neural networks actively use one of the classic learning rules —
STDP. Many approaches to adapting learning algorithms for non-spike networks to
spike networks are also being developed [8]. In [9] the problems of implementation the
LSTM model on spike neural networks and ways to overcome them are considering.

The article [10] should be noted as one of the few papers that studies structural
plasticity and the influence of dendrites in the implementation of memory mechanisms.

Most scientific papers are aimed at solving actual problems of particular classifica-
tion or object detection problems, associative data sampling, etc. Significant progress
has been made in this direction. From the point of view of creating artificial general
intelligence problems, the problem of creating memory models that provide dynamic
memorization and recovery of information about objects in the environment and their
relationships, and based on the modeling of memory mechanisms, as a consequence of
the neurons structure and functions principles, is of great interest. This is an actual and
not fully solved scientific problem.

3 The Memory Architecture

3.1 The Structure

Each pattern in the memory model is represented by an ensemble of simultaneously
active neurons. We assume that the pattern can simultaneously play the role of both the
whole and the part. The relationships of these patterns (parts and the whole) is formed
in the memory after their memorization at different levels of the hierarchy.

An associative selection of information from memory is fundamentally possible both
from above and from below. Selection by association from above is carried out at the
request of the ensemble corresponding to a certain generalized pattern. The output is
activity of lower levels at which the ensembles corresponding to the constituent parts
of the selected pattern are activated. An associative output on request from below is
obtained from the higher levels in the form of information about the object by its part.

In Fig. 2, the input of the lower level is the data obtained directly from the sensors or
from previous sub-systems after preprocessing and generalizing information (extracting
attributes). The subsequent M levels perform a sequential generalization of information.
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Fig. 2. Deployment of information on memory levels

Each i-th memory level (i = 1, M) is formed by a set of neurons n’ = {n} [k = 1, N;}.
These neurons form K; ensembles A/, each of which represents a certain pattern (class,
concept).

The presence of activity on all neurons of the ensemble means the restoration in
memory of the pattern represented by this ensemble. The intensity of the output signals
characterizes the strength of the associative connections that caused the excitement of
this ensemble.

If it is necessary to restore information about the pattern, the ensemble of neurons
representing this pattern is excited through the control inputs. Information is taken from
active ensembles of all levels.

3.2 The Model Inputs/Outputs

The set of input signals £’ is an activity vector received from sensors or lower processing
levels.

The control inputs for the restoration of information from the memory R’...RM are
sets of signals:

R (1) = (R' (1))

N o (1)
R0 = (R (0. r' (1))

Here R/ (¢) are the sets of signals to the control inputs of the ensemble A/(j = 1, K;,
i=1,M);
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R;(’ '(t) - signals to the k-th control neuron of ensemble A/'/;

7! (¢) - control signal to neurons, allowing the restoration of information from the i-th
level by association from above.

The outputs Y/... Y™ are sets of signals from ensemble neurons:

Yi(e) = (Y (1)}

N » @
i) = (v} ()

Here Y/ (¢) - the set of signals of the output neurons of the ensemble A/*/;

Y] (1) - signal of the k-th neuron of the ensemble A/+'.

Sets of generalizing associative links between ensembles are formed by connections
from lower neurons to higher level neurons:

B () = (B} (1)) 3)

Here E// - set of signals to the input neurons of the ensemble A’/ from ensembles
of lower levels;

Ei" - set of signals to the k-th input neuron of the ensemble A’/ from neurons of
lower levels.

In order to be able to restore detailed information about the general concept, links
are organized from higher levels to lower:

Fli(n) = (F (1)) 4)

Here F/-' - set of the signals to the input neurons of the ensemble A+ from ensembles
of higher levels;

F}" - set of signals to the k-th input neuron of the ensemble A/ from neurons of
higher levels.

4 The Experiment

Let’s consider an arbitrary ensemble A, the set of neurons of which is a homogeneous
single-layer structure, where each neuron simultaneously performs the functions of the
input, output, and control neurons.

To implement the memory model, it is proposed to use the compartmental spike
model of the neuron, which will reproduce the principles of spikes processing and
structural adaptation but will not go down to the level of description of chemical processes
[11].

It is assumed that the inputs of the neuron model receive pulsed flows X(t), which
forms analog values g() in the synapse models. These values characterize the effect of
the input on the neuron membrane area. Signals from synapse models are designed to
decrease functions that model excitation and inhibition mechanisms. The output signal of
the neuron Y (t) is a pulse stream, formed when the threshold is exceeded simultaneously
with the signal recharge U like the input signals.

The structure of the neuron that the model allows to describe is shown in Fig. 3.

Such a model has the following properties that are essential for the implementation
of the memory architecture described above:
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— The contribution of the membrane segment inputs to the overall picture of neuron

excitation is more effective the closer the section is located to the generator zone.
This allows to synchronize input signals that do not arrive at the same time and,
therefore, remember patterns that are formed dynamically (at short intervals).

In areas of the membrane without feedback (“artificial dendrites” - D), spatial and
temporal summation of signals is performed at significant time intervals (a small
contribution to the excitation of the neuron from each input). Changing the u state
of the corresponding transform elements does not depend on the neuron activation.
Summation of signals is performed at short time intervals (a large contribution to
the excitation of the neuron from each input) on the segments of the membrane with
feedback (U r) from the output signal generator (“body (soma) of the neuron” - S). The
accumulated signal is lost during neuron activated. Therefore, with the simultaneous
activation of these inputs, priority is given to signals that affect the cell body. Let’s
dendritic synapses provide associations from below, and somatic ones from above.
In this case, when sampling information on the association from above, the neurons
involved in this process become insensitive to excitation from lower levels. This should
prevent distortion of the recovered information.

The efficiency of a group of synapses is proportional not to their total number, but to
the number of active synapses. This is necessary to configure associative connections
from several upper levels to one lower level neuron. In this case, the reaction of
the neuron upon excitation from one and from several upper levels (when restoring
information from the association from above) will be the same. This will ensure the
restoration of the pattern, which is a special case of more general patterns stored at
once in several upper levels.

The model makes it easy to describe the dendritic structure of a neuron, which is

necessary for the implementation of a neural ensemble (Fig. 4).

From the structure of the dendritic tree of the neuron, it follows that the input signal
X, has the lowest priority, since it is farthest from the low-threshold zone of the neuron
(dendritic compartment D2). The inhibition signal from the higher level X arrives at
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o X —
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——» — Excitatory connection
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Fig. 4. Block diagram of a neuron as an element of a memory system: G — low-threshold (gen-
eration) zone, S/ — the part of neuron body - signal receiver an external request for information
extraction, DI — the dendrite — signal receiver from a group of highest level neurons, D2 — the
dendrite — signal receiver from a group of lower level neurons.

D1 and suppresses the upward activity of X during the activation of the higher level,
which ensures the spread of activity up the neural network like a wave. The information
recovery control signal X, is follows as excitatory to the soma compartment S1 and
simultaneously as inhibitory to D1, to suppress activity from the lowest level.

In the general case, several compartments of the soma are formed on the neuron with
dendrites connected to them, each of which describes the participation of the neuron in
one of the ensembles.

Figure 5 shows the results of the model. The case was considered when the ensemble
is activated with the simultaneous presence of signals X,, = {X 1 x g}, which simulate
the activity of two lower-level ensembles generalized to neuron.

N1

E2

0o 05 1 15 2 25 3 35 4 45 5 55 6 65 7 75 8 85 9 95 10

Fig. 5. Activation results from the lower levels E of the single neuron.

InFig. 5, in the presence of simultaneous activity at both inputs (up to the 2nd second),
neuron responded with corresponding activity at the output. The activity of source E2
was turned off after the 2nd second, which led to a lack of the exciting potential of the
neuron and the activity of the neuron ceased. It should be noted that this behavior of
the neuron does not depend on the number of inputs X, if the condition for neuron
activation is the presence of simultaneous activity across all inputs. This behavior is
ensured automatically due to the structural binding of the membrane and synapses in
the neuron model.
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Figure 6 shows a test scheme with two memory levels. The first level consists of two
neurons and the second level of one neuron.

s | N3
S1
D1
D2
G N1 G N2
Cn e o B
D1 — D1
1 t
XEl XE2 XEl XEZ
| a | [ 2 || s |
——— — Excitatory connection ——@ — Inhibitory connection

Fig. 6. The detailed minimal scheme with 2 memory levels

Figure 7 below shows the timing diagrams of the activity of the scheme from Fig. 6.
You can see that upon activation the sources E1 and E2, the reaction of neuron N1
starts (3rd second), and upon activation at the sources E2 and E3, neurons N2 and, as
a consequence, N3 (approximately 5.8 s from the start). When the source E2, which is
part of both “ensembles” N1 and N2, is disconnected, the activity of all neurons ceases
(7.8 5).

Figure 8 shows the reactions of neurons to the activation of information recovery
inputs R. Here, at time t = 1 s, the source R1 is activated and, as a result, the neuron N1.
Then, at time t = 3 s, the activity of source R2 and neurons N2 and N3 are turned on.

Such an ensemble model provides all the properties described above except for
restoring information from a signal from a higher level. To implement this property, it is
necessary to add an additional neuron to the ensemble, which will provide simultaneous
activation of the ensemble from a higher level and inhibition of upward activity by the
information recovery signal 7. Consideration of this mechanism is beyond the scope of
this article.
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Fig. 7. Activation results from the lower levels E of the three ensembles
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Fig. 8. Activation results from recovery signal R of the three ensembles

5 Conclusion

The presented neuromorphic system of memory and pattern recognition seems promising
for solving the problems of forming a model of the external environment.

In the work, only a general view of the architecture of memory and some principles of
its structural implementation based on the compartmental model of a spike neuron were
highlighted. As part of further research, it is planned to solve the following problems:

— Suggest training algorithms that ensure the formation of new ensembles and optimize
the number of ensembles. These algorithms are planned to be based on Hebb learning
rules.

— Formalize the topology of the mutual arrangement and influence of ensembles within
the same level. It seems appropriate to have similar ensembles nearby and to provide
lateral inhibition function to prevent the simultaneous activation of similar patterns.

— To propose architecture and algorithms for selecting sequences of patterns from
memory to extract related sequences of concepts.

Acknowledgments. This work was done as the part of the state task of the Ministry of Education
and Science of Russia No. 075-01195-20-00 “Development and study of new architectures of
reconfigurable growing neural networks, methods and algorithms for their learning”.
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The Dynamics of Growing Symbols: A Ludics
Approach to Language Design by Autonomous
Agents

Skye Bougsty-Marshall®0

Berlin, Germany

“Symbols grow. They come into being by
development out of other signs” [1].

Abstract. Even with the relative ascendancy of sub-symbolic approaches to Al,
the symbol grounding problem presents an ongoing challenge to work in artificial
general intelligence. Prevailing ontology design practices typically presuppose
the transparency of the relation between semantics and syntax by transcendently
stipulating it extrinsic to the system, rather than providing a platform for the inter-
nal development of this relation through agents’ interactions endogenous to the
system. Drawing on theoretical resources from ecological psychology, dynami-
cal systems theory, and interactive computation, this work suggests an inversion
of the symbol grounding problem in order to analyze how the symbolic regime
can emerge out of causally embedded dynamical interactions within a system
of autonomous intelligent agents. Under this view, syntactic-symbols come to be
stabilized from other signs as constraints harnessing the dynamics of agents’ inter-
actions, where the functional effects generated by such constrained dynamics give
rise to an internal characterization of semantics broadly aligned with Brandom’s
semantic pragmatism. Finally, ludics—a protological framework based on interac-
tive computation—provides a formal model to concretely describe this continuity
between syntax and semantics arising within and through the regulative dynam-
ics of interactions in a multi-agent system. Accordingly, this bottom-up approach
to grounding the symbolic order in dynamics could provide the conditions for
artificial agents to engage in autonomous language design, thus equipping them-
selves with a powerful cognitive technology for intersubjective coordination and
(re)structuring ontologies within a community of agents.

1 Introduction

Notwithstanding the more recent shifts away from the context of purely symbolic
approaches to Al in which Harnad [2] originally posed the “symbol grounding problem,”
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a definitive resolution to his question remains elusive: “How can the semantic interpreta-
tion of a formal symbol system be made intrinsic to the system, rather than just parasitic
on the meanings in our heads?”” Although partially recapitulating a perennial difficulty in
the philosophy of mind—the articulation of the relation between the normative-logical
order and the causal-physical order—this issue still warrants careful attention in the pur-
suit of artificial general intelligence (AGI) in order to guard against simply imputing “the
meanings in our [anthropic] heads” as transcendent or pre-given limitations on the possi-
ble syntactic-semantic relations that could be developed and flourish within prospective
cognitive regimes. In contemporary practices of knowledge representation systems or
ontology design, for instance, the problem of grounding semantics intrinsically within
a system is predominantly artificially solved, either through human domain experts
and programmers or automated pattern recognition extracting or defining an “explicit
specification of conceptualization” [3] from an already existing, extra-systemic seman-
tic domain [4]. Moreover, as the prevailing syntactic and semantic views of scientific
theories—characterizing a theory as a set of sentences or as a family of (set-theoretic)
homomorphic models, respectively—hold theories to be formal symbolic systems [5],
addressing the symbol grounding problem bears significantly on the resources avail-
able within a multi-agent system for autonomous ontology or theory construction with-
out restricting such constructive efforts to just being “parasitic” on an anthropocentric
semantic interpretation of a reality given in advance.

Thus, a protological procedure for creating logical-symbolic forms and articulating
their emerging syntactic-semantic relations through processes endogenous to the system
stands as a desideratum on the path towards facilitating artificial agents’ capacities to
develop sparse, unified real-time models of the universe and themselves. Following
work in ecological psychology, dynamical systems theory and interactive computation,
this paper outlines such a procedure through an inversion of the traditional symbol
grounding problem. Rather than starting by assuming an abstract symbolic system and
then inevitably puzzling over how such an abstract(ed) system gains semantic traction
with the world, we inquire how can physical events and objects, causally implicated in
dynamical contexts, take on the function of syntactic-symbolic units—formal abstract,
non-representational entities trafficking in relations with other such symbolic entities
within a logical order?

The first section of this paper will elaborate this view of symbols as emerging from
dynamical processes that then, in turn, act as functional constraints harnessing these
dynamics according to their specific symbolic mode of operation. In the context of for-
mal symbolic language systems, this approach importantly harmonizes with Peirce’s [1]
and Brandom’s [6] pragmatic conception of semantics—where such semantics consist
in the functional effects engendered by such constrained dynamics produced through
interactions within the system. This helps to reframe language’s primary function, not
as a medium for communication or representation, but as a platform for intersubjective
coordination, a collective navigation tool. These background remarks frame the rest of
the paper, which describes Jean-Yves Girard’s [7] protological framework of ludics as
a concrete approach to interactive computation capable of forging an internal bridge
between syntax and semantics within the dynamics of a system of interacting agents.
A key contribution of ludics is a model of interactive computation that provides an
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abstract formal account of the conditions of a process for convergence on stabilized
common syntactic-symbolic forms that can then enter into relations with each other.
This affords a higher-order of regulative functioning grounded at a new level of dynamic
configuration within a multi-agent interactive system, which can potentially offer artifi-
cially intelligent agents a robust, flexible platform for generating original and applicable
theories-ontologies, as an important step towards the goal of agents building dynamic
models of their worlds.

2 Linking Symbols with Dynamics

Within cognitive science and artificial intelligence, notions of embodied, enactive and
ecological cognitive abilities emphasize cognitive functioning as a complex interplay
between a cognizing entity and its environment involving the gradual transformation of
dynamical causal information into constraining modes that create what is traditionally
understood as conceptual content constitutively structured by logical relations in the
symbolic order. Following Seibt’s [8] reading of Wilfrid Sellars’ theory of “picturing,”
this perspective affords the rearticulation of the relation linking symbols and dynamics,
replacing the inherited dualistic schisms between the causal and logical orders with a
“normativity gradient” of progressively increasing regulatory dependencies expressed
through functional constraints between interacting systems. This embeds the interface
between the causal-logical orders within a continuum connecting different regimes of
control with their own process- or level-specific constraints harnessing dynamics accord-
ing to their respective modes of operation. This offers a potential monistic explanatory
framework in terms of regulative constraints on transition potentials, extending from
basic coupled dynamical systems to rule-governed inferential behaviors.

From this perspective, we can approach the evocative suggestion of Raczaszek-
Leonardi and Kelso [9] that language acquisition or construction in a multi-agent sys-
tem is the inverse of the symbol grounding problem. This frames the philosophical
question from the bottom-up, in terms of investigating “(a) how grounded iconic and
indexical informational forms can give rise to the degree of abstractness, arbitrariness,
and formal properties of a symbolic system and at the same time (b) how they remain
informational with respect to individual and interactive dynamics, that is, causally inter-
twined in linguistically mediated co-action” [10]. Accordingly, in pursuing this symbol
“ungrounding” problem, we begin with a notion of informational forms as physical
sign-vehicles fully and causally embedded in interactive, dynamical contexts. Because
of this interactive embedding, such sign-vehicles act as constraints, playing a regulative
or controlling role in relation to the dynamical systems in which they are implicated.
Even when considered as amodal, formal abstract entities, insofar as symbols are phys-
ically instantiated in computations (or utterances), they remain embedded in the causal
web acting as efficacious factors.

A crucial consequence of this dynamical, functional approach to the theory of mean-
ing is that rather than hypostatizing an extrinsic, transcendent model-theoretic domain
in which to formalize semantics, one focuses on the dynamical processes underlying
the individuation of symbolic forms, and, reciprocally, how such symbolic entities come
to immanently constrain these very dynamical processes. Symbols can then be viewed
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as stabilized patterns of dynamical variables [9], where such stabilized entities act as
constraints on dynamics — that is, they effectuate a functional reduction or coordination
of the degrees of freedom of a dynamical system of interaction, “reducing its possible
states and trajectories relevantly to given situational and boundary conditions” [10]. And
the semantics of such symbolic relations consist in the functional effects that computing
(or “playing”) a symbol-token has in changing the prevailing degrees of freedom and
values of dynamical variables within the context of a system of interacting agents.

Under this view, sign-vehicles operate as constraints (according to their specific
regime of operation) both harnessing individual cognitive dynamics and constraining the
dynamics of ongoing linguistic interactions. We can then examine the conditions under
which informational controls that function as signs (indices and icons) may gradually
become symbolic, partially disentangling themselves from the continuous stream of
multimodal events. Iconic or indexical signs lack combinatorial relations to the extent that
they are mappings that only stand in one-to-one causal-structural equivalence relations
between properties of the sign and properties of the associated items or occurrences [11].
On the other hand, symbols stand primarily in combinatorial relations with one another
and, accordingly, do not directly map or refer to items in the world; instead, whatever
semantic powers symbols exhibit derive from occupying determinate positions in a
system of relations with other symbols.

In contrast, iconic and indexical token-utterances always remain grounded in inter-
actions that reflect the causal-structural relations of events, contributing to predictive
control processes. In the course of interactions between agents, regularities emerge sta-
bilizing patterns of which utterances successively or proximately connect, thereby giving
rise to inchoate relations of utterances fo other utterances. In this way, interactions can
now be influenced not only by individual (unstructured) utterances, but also by the
nascently structured relations among them. As agents shift from tuning to the strong
constraining roles that the concreteness of iconic-indexical structural isomorphic map-
pings have in multimodal interactions [10], to tuning to utterances’ relations with each
other, an incipient system of interrelations among utterances emerges—this is symbolic
transformation. In other words, this process of tokens disentangling or ungrounding from
their direct (indexical or iconic) mappings to the world allows them to gradually become
re-grounded in increasingly systematic relations to other tokens, enabling a different
higher-order functional kind of control, one not only exerted by individual tokens but
also by the interrelations among them. In fact, the systematicity of the interrelational
order of symbols (rather than their conventionality or arbitrariness) is the crucial fac-
tor allowing for the ungrounding of symbols from the ongoing stream of events [10].
This allows for significant combinatorial complexification of their control functioning,
bringing a novel, formal constraining mode to regulate the (intersubjective) dynam-
ics of interacting agents. While at the same time, symbol-tokens’ ongoing connection
to dynamic interactions ensures that these higher-order linguistic means of control via
inter-symbolic relations retain pragmatic-semantic links with ongoing processes through
their harnessing of dynamical interactions within a multi-agent system [10].

As will be explicated below, ludics contributes a theory of interactive computation
to this picture, providing a formal account of this semiotic transformation of unground-
ing and re-grounding—from icon-index signs grounded in isomorphic causal-structural
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mappings between sign and item or occurrence, to a symbolic-sign regime grounded in a
syntactic system of relations with other symbols. This occurs through computing equiv-
alence relations on ludics’ designs—diagrammatic icons of abstract sequent calculus
proof trees—which enables them to stabilize into syntactic-symbolic forms entering into
systematic relations and playing invariant functional roles within the computational envi-
ronments of agents. This crucially allows coordination around these emergent common
logical forms, through consensual adoption of their constraints on inferential behaviors
by maintaining convergent interactions (i.e., computations). Thus, a systematic order of
relations among symbols can be constructed and grounded within a linguistic community
or multi-agent system of interaction.

Following Negarestani [11], from this portrait emerges an account of the formal social
pragmatics of language qua interactive computation—language as a system of replicable
symbolic constraints harnessing interactive (normative-inferential) dynamics. In contrast
to the traditional view, language is not fundamentally a medium of communication or
conduit for representing the world. Instead, the interactive use of symbolic tokens by
participants “steers the interaction as a whole through the possible state space, by con-
straining parts of this system in an appropriate (functional) way” [12]. Under this view,
the primary function of language emerges as an inter-agential co-ordination mechanism,
enabling collective navigation through its sui generis capacities for structuring abstract,
formally unbounded, levels of complex relations. For interaction to successfully produce
symbolic forms capable of supporting logical intersubjectivity, of becoming entangled
in a web of inter-symbolic relations in a logical system, such interactive computation
must involve convergence of perspectives around stabilized, common logical forms.

3 Ludics: The Logic of Rules

Drawing on proof-theoretic approaches to logic and computation, Jean-Yves Girard’s
[7] ludics offers a protological foundation describing the ground, not for the rules of
logic, but for “the logic of rules.” It is within this framework that the continuity of
syntax and semantics arises and in which their relations are articulated internal to a
monist (rather than dualist) system of interaction. To furnish a purely interactive monist
logic, ludics begins by abstracting away formulae and axioms, and retaining only the
loci—Ilocations (i.e., names, channels or addresses)—of formulae and sub-formulae, for
purposes of their geometric relations. The basic entities are abstract locative skeletons
of proofs called designs. These are similar to proof trees in the (hyper)sequent calculus,
except that while the latter have a sequent at their root I' = A, in which I" and A are
sequences of formulae or propositions, the root of a design is a sequent or “pitchfork”
of the form £y F & expressing a relation between a locus (which can be thought of in
abstract terms as an action or a gesture) and several other loci (which can be considered
as anticipations or reactions) [13]. Whereas in the sequent calculus one would proceed
by isolating the primary connectives on each side of the sequent and applying their
associated rules to decompose a formula into its subformulae; in ludics, a design has no
such predetermined set of rules to follow and may branch out in any manner based on how
the interaction immanently unfolds, following a polarized rhythm between applications
of generic positive or negative actions to a particular locus that then generates a finite
number of subloci.
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Then an action, which can be understood as an abstraction of rule application in
the sequent calculus, is either 1) the special positive action § known as daimon; or 2)
a positive proper action (+, £, I) or a negative proper action (—, &, N): where the locus
¢ is called the focus of the action, and the finite set of integers I (resp. N) is called its
ramification. Given an action (+, &, I) on the name &, the set I acts as a shortcut for
the set of the names {£.i : i € I} which are generated from £ by this action through
the branching of & into its subloci built by increasing the sequence & with arbitrary
distinct integers. However because the design begins with the quasi-material trace of a
sign’s bare locus of inscription, lacking any pre-defined semantic structure or content,
there is nothing extrinsic to the immanent unfolding of the process of interaction that
predetermines how the design will decompose or ramify [13]. Accordingly, a design
may branch infinitely in its depth or breadth via an indefinite analysis of the initial loci.
While in the hypersequential calculus, a proof search stops when it arrives at an atomic
axiom; in ludics, just as there are no formulae, there are no axioms that halt the process.
The only way the branching of a design or an interaction ends is via one of the interacting
designs using the daimon to inscribe any locus whatsoever without any justification or
susceptibility to further challenges/inquiries from the counter-design—the DAIMON
rule:

FA

Its introduction follows from the fact that truncated proofs, or paraproofs, from aborted
proof search attempts can themselves be treated as formal objects around which one can
develop a proof theory consisting of normalizing cuts involving such proofs, so long
as the juncture of abortion is acknowledged and clearly reflected as this new rule—the
daimon, a paralogism that can be interpreted as “I give up!” [14]. This expands the arena
of logic substantially, as the daimon furnishes unfinished proofs, paraproofs, sophisms
as formal objects to create a complete monist duality between proofs and their tests,
supplying every design with counter-designs.

Following a view of the Curry-Howard isomorphism describing computation as proof
normalization, the notion of testing here is simply computational interaction between
designs, through a process analogous to cut-elimination in the sequent calculus [15].
This engine of computation relies on the logical symmetry of involutive negation (),
which, as a dualizing or “switch-role” operator, constitutes the critical concrete procedu-
ral operation for coordinating perspectives between designs by exchanging (polarized)
viewpoints on a locus [14]. As purely locative structures, these designs are no longer
tested through being brought into an external relation with a semantic model domain.
Instead, designs and counter-designs occupy a univocal ontological domain, testing each
other through interaction without anterior restrictions imposed to correspond to a fixed
image of a transcendent (semantic) reality that limits the dynamic expression of logical
forms in advance. In this way, a cut or interactive test then is the mere coincidence of
two loci of opposite polarities that share the same address. Interaction or normalization
proceeds as the process of cancellation of such pairs of shared loci on opposite sides of
the pitchfork, continuing so long as such shared dual loci connect the two designs [16].
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3.1 Convergent Perspectives via Orthogonality of Designs

From this we can define the core notion of orthogonality, or convergence of the interactive
computation: A design D is orthogonal to a design E, expressed D_LE, if and only if
the interaction (i.e., elimination of the cuts) between the two designs leads to the empty
normalized net Dai:

-

This occurs when step-by-step during the interaction, the opposed loci cancel each other
out completely, collapsing the two trees into the empty pitchfork invoked by the daimon
as the last action played. It is this outcome of convergence of the interaction, due to
orthogonality, that furnishes a protological ground for the internal emergence of logical
forms. Two designs are orthogonal if and only if the procedure of normalization between
them successfully terminates, where successful termination is understood as convergence
on the normal form, which enjoys the property of unicity. In this sense, orthogonality
is a consensus mechanism, enabling players in the coordination game of language “to
agree (or not), without this being guaranteed in advance by the type: {D} is the set of
the families of counter-strategies [i.e., counter-designs] which are consensual (i.e., well
interact) with D” [17].

The pivot for this intersubjective abstract consensus centers on the orthogonality rela-
tion as an equivalence relation characterizing symmetric modes of presentation of an
invariant structural-geometric form. This austere notion of consensus can be understood
simply as convergence of perspectives (on a determinate object). This critical relation of
orthogonality captures the duality effectuated between perspectives through the logical
symmetry of involutive negation. In this regard, the basic synchronization of confronta-
tion of actions coordinated by loci serves as the basis of interactive computation and the
ground for determining equivalence relations defined by symmetric perspectives on an
address in memory that, as such, will exhibit invariant behavior from the dual viewpoints
of the interacting agents. We can see that two designs that are orthogonal are “mirror”
images of each other—equivalent in the loci defining the geometric structure but with
the polarity of each locus exchanged.

Based on the orthogonality relations defined prior to and governing the interaction,
interactive computation in ludics is a process of checking or confirming that this equiv-
alence relation obtains at each step—and every step, if there is to be normal termination
of the computation outputting the normal form—in order for the information exchange
to remain “consensual” or convergent. Otherwise, as is usually the case, the two designs
are not orthogonal and computational breakdown occurs through either deadlock or
divergence as a bad infinite form of abstract dissensus [13] which prevents a stabilized
shared or invariant form from crystallizing, thus frustrating the possibility of logical
intersubjective coordination or the construction of enduring linguistic structure through
such coordination.

3.2 Behaviors as Interactive Semantics

The product of the dynamics of this convergent computation can be understood as a
symbol selected and concretized within the multi-agent system as a constraint harnessing
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the dynamics of computational behaviors internal to the system. It is in this way that
designs (i.e., geometric diagrams as iconic signs) can be stabilized into invariant, minimal
syntactic-symbolic units, which can support subsequent stabilization into more complex
syntactic constituents with invariant roles and relations among them. Then, on another
level of this univocal logical structure, these sets of designs stabilize into behaviors closed
(or invariant) under interactive testing. These behaviors can be evaluated for semantic
value, where such semantic value, in turn, is characterized as invariant functional effects
produced with regard to interaction between processes or agents [11, 18].

A behavior then, in ludics, is defined as a set of designs which behaves the same
way with regards to interaction with other designs against which it is tested. If G is
a set of designs, G* is the set of designs orthogonal to G (that is, the set of designs
whose interaction with G converges), then G = G is a behavior, equivalent through
the involutivity of negation. As such, a behavior G is invariant under dualization and
thus naturally closed under biorthogonality—i.e., designs remarkably are completely
defined by their interactions [15]. This means a behavior G is fully described (inter-
nally complete) through testing by the set of its orthogonal designs G, and thus is
stabilized by the two sets of orthogonal designs mutually constraining each other to
play symmetrical roles in their dual computational environments. In this way, common
semantic notions like formulae, propositions or types can be recovered as behaviors in
Iudics. The operational semantics of each behavior corresponds to a general descrip-
tion of all observable dynamic phenomena resulting from its interactive testing across
contexts against observers (qua other sets of designs), providing a semantic characteri-
zation strictly internal to the dynamical context of the multi-agent system of interactive
computation.

Thus behaviors, as interactive or semantic types, act as deontic coordination mech-
anisms—that is, they are fundamentally normatively constituted entities that constrain
the dynamics of agents’ behavior in updating the inferentially articulated logical struc-
ture within a multi-agent system’s ontology. As we have emphasized throughout, these
normative-behavioral constraints exhibit a systematicity of interrelations between behav-
iors arising immanently through consensual coordination, without the rule or referee of
the game imposed in advance—"behaviours are games whose rule are established by
consensus between designs and counter-designs: everything is permitted, provided one
reaches a conclusion (when one [of] the players gives up)” [19]. It is on the basis of
the foregoing that we can begin to see the radical implications of ludics for an inter-
active computational account of protological structuration as the antecedent condition
and dynamic engine of language formation.! The bare locative and geometric format-
ting process—"“deontic formatting” in Girard’s [22] parlance—pragmatically effected
in the arena of ludics forges symbols from diagrammatic icons, linking symbols with
dynamics to make evaluation (including the conditions for cut-elimination and strong
normalization)—that is, semantic value—possible, all internal to the computational
system.

1 Even as this sketch is admittedly preliminary, signposts toward developing an agent-based sim-
ulation that performs this process can be seen in works by Terui [20] describing a computational
term syntax for designs and Fouqueré [21] devising a web-based programming language to
model interactive dialogue between server and client.
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4 Conclusion

Even with the prevalence of sub-symbolic approaches to Al, addressing the symbol
grounding problem maintains its relevance to AGI research in terms of avoiding delim-
iting in advance artificial agents’ capacities for language and ontology construction, as
well as the scope of real-time models they could eventually build. Unless and until sys-
tematic non-symbolic systems of relations [23] are realized that achieve greater levels
of expressive power, discrete formal symbolic systems remain the default structuring
medium for scientific theory and ontology formulation [5]. The inverted, bottom-up
approach to the problem outlined here, describing how symbols emerge from dynamic
computational processes, and, in turn, serve as constraints on them, could offer a way
forward for rearticulating the pragmatic interface between syntax and semantics internal
to a multi-agent system. This perspective on symbols as constraints harnessing dynam-
ics through a functional reduction in the degrees of freedom of a system of interacting
autonomous agents acts to underscore the primary coordinative role of language qua
interactive computation. In turn, the framework of ludics could function as a protolog-
ical platform with which to equip artificial agents to provide them with the capacities
to explore this formally unrestricted domain of language and ontology design, with-
out navigatory restrictions enforced beforehand through an anthropocentric or pre-given
transcendent semantic reality. In this regard, this paper aimed to develop a general sketch
of the basic conditions for an open-ended evolution of a system through interaction with
its environment to furnish agents within a multi-agent system with constructive, concrete
autonomy to invent new artificial languages and thereby actively structure their worlds.
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Abstract. During the development of complex multidisciplinary sys-
tems, engineers often have problems associated with the complexity of a
target system and interactions of different groups of engineers and sub-
contractors.

In potential, besides engineers and subcontractors, the new agents can
participate in such interactions, like AGI.

This paper presents ideas on how to develop engineering tools based
on knowledge graphs to manage this complexity. This paper proposes
the approach to make possible to agents that have different cognition
contexts understand each other and a simple data format of context sep-
aration. At the end of the article, we have tried to show the example of
how this approach can be applied to make a tool that uses engineering
data in the proposed format.

Keywords: Engineering Systems Graph - Knowledge graph -
Semantics - PDM

1 Introduction

There are a lot of best practices was developed to reduce cost and increase
the predictability of development of complex engineering systems [5]. But the
community sees the future engineering approach much more efficient with the
application of more advanced tools and enhancing education processes [1]. Today,
the main problem is dramatically increasing complexity, that can be described
as number of direct and indirect interactions between components of systems.

To successfully handle this complexity, engineers need new methodologies,
approaches and tools which differ from traditional models. In our research project
we are looking for new ways for development such tools which, from one side,
based on knowledge graphs and allowable data and app decentralization, and at
the same time looks understandable to wide range of developers who potentially
will create such “tissue” of distributed engineering tools.
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2 Proposed Approach

In this section we will describe the main points of the proposed approach. At
first, a brief description of a context and why it’s important. Then class-object
interchangeability described (why the same object can be a class in another
contexts).

This research was inspired by models of understanding (like cognitive groups
and atoms, etc.) theories [3] in cognitive science and OpenCog project [4] and
the desire to apply these theories to find new ways for engineering practice in a
complex systems development. Additionally, decentralized approach was inspired
by decentralization initiative about separation data and apps (like Solid project
for Web).

The following sections describe a set of key principles of the approach.

2.1 Context Meaning

At first, in this section, the paper describes basic examples from cognitive sci-
ence. Then describe why we choose to use context separation in the approach.
After that, we describe the format and technical details of context usage in the
approach.

When two humans interact, each one is working with his own context. Often
it is successful, but the meaning of concepts is almost always different even if
it is a “simple” concept. So, father, we suppose that 100% understanding of
the same concept in any context not guaranteed neither between humans not
between software or AGI.

A Mirror Example

When my friend and I discuss a mirror in my room, in my head a lot of contexts
exists where mirror exists, for me an aluminum plate also a mirror, but for
my friend contexts the mirror associated with space telescopes and a Perseus’s
mirrored shield of Athena (because he has interested in astronomy and Greek
mythology).

Mechanics Example

If a student has studied Mechanics and the student thinks that he can work with
mechanics, He installs special openMechanics software, but in reality, this soft-
ware has a wider context than usual mechanics. We can name it openMechanics
context, that can consist of mechanics context and openMechanics user interface
context.

We suppose that each human, each software application, each artificial intelli-
gence (AI), each artificial general intelligence (AGI) have their own understand-
ing of each meaning concept. To continue work with these concepts, we combine
it into contexts (domains of thinking).

The next example is a simplified form of a systems e