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The Cognitive Basis of Mindreading

Ian Apperly

Why did Anna Karenin throw herself under a train? A satisfactory answer to this 
question will surely refer to Anna’s mental states—her thoughts and feelings, 
desires, and intentions. Most readers of Tolstoy’s novel would consider such mind-
reading essential to understanding the story. They might also find that an important 
part of Tolstoy’s craft is the generation of tension between Anna’s perspective and 
emotional state and those of other characters, and their own perspective as a reader. 
It is deeply revealing about the nature of mindreading that we find it quite natural to 
think about the mental states of a fictional character, from a different place and time, 
in an unusual set of personal circumstances, and this exposes important limitations 
of common claims and assumptions about mindreading.

Neuroscientific approaches have much to teach us about the nature of mindread-
ing but, as in other areas of cognitive neuroscience, they are at their most powerful 
when combined with clear hypotheses about the cognitive processes involved. I 
begin by considering the limitations of some prominent theoretical ideas about min-
dreading. I will go on to describe a cognitive account that, I think, provides a better 
foundation for a cognitive neuroscience of mindreading. I will highlight examples 
of what neuroscientific approaches have already told us about the cognitive basis of 
mindreading, before considering some exciting future prospects.

 Mindreading Mantras

Mindreading has been extensively theorized by psychologists, linguists, and phi-
losophers. This offers a rich inheritance to empirical investigators. However, bold 
conjectures about how mindreading might work have sometimes become received 
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wisdom about how it does work or must work, which can cloud our thinking about 
what mindreading is and how to study it. To persuade you that it’s worth engaging 
seriously with questions about the cognitive basis of mindreading, let me challenge 
some oft-repeated claims.

Mindreading is not just “decoding” of mental states from behaviour.  It is com-
monly assumed that mental states can be decoded from behaviour, in much the same 
way as words can be decoded from text (e.g., Heyes, 2018). Of course it is true that 
being able to interpret a facial expression as evidence of an emotion, or search 
behaviour as evidence of a belief about an object’s location and a desire to find it, 
are important components of mindreading. Equally, however, such decoding is not 
the essence of mindreading. It is clear from the example of Anna Karenin that we 
may mindread without direct perceptual access to behaviour. Moreover, many of the 
mental states we might ascribe to Anna—such as her anxiety about her social posi-
tion—follow from facts about her background, about other characters, or the con-
text, none of which we have observed. Mindreading real people is no different. 
Moreover, Tolstoy sometimes simply tells us what Anna is thinking; just real people 
sometimes report on their own mental states, and those of others. Therefore, while 
observed behaviour is surely one important input for mindreading, it is not neces-
sary and, other than in the simplest cases, it is not usually sufficient.

People do not have a “theory” of mind It is commonly claimed that our mindread-
ing abilities consist in theory, involving concepts—“belief”, “desire”, “intention”, 
etc.—and principles for how they combine (e.g. Davies & Stone, 1995; Jara- Ettinger, 
Gweon, Schulz, & Tenenbaum, 2016). Just as someone who knows the words and 
grammar of a language is equipped to parse sentences of that language, so someone 
with a “theory of mind” would be able to use mental states for explanations or predic-
tions of behaviour. However, unlike linguistic grammars, 30 years of research on 
mindreading has not codified the supposed principles by which mental states interact 
for realistic scenarios (Stuhlmüller & Goodman, 2014). There is no extant theory that 
can parse Anna’s circumstances into a reliable set of thoughts and feelings. Instead 
there are good grounds for supposing that the complexity of the interactions among 
mental states and between mental states and behaviour is uncodifiable (e.g. Davidson, 
1990). Note that this should not be taken as support for “simulation” accounts of 
mindreading, which do not offer easy solutions to this problem (e.g. Apperly, 2008).

Mindreading does not make unique reasoning demands. An influential early 
account suggested that mindreading poses unique logical problems, which require a 
unique representational solution (e.g. Leslie, 1987). This strong hypothesis is diffi-
cult to sustain since similar logical problems arise when we need to set aside our 
own current situation to reason about different times, places, or counterfactuals 
(Barwise & Perry, 1983; Fauconnier, 1985). Moreover, there are empirical associa-
tions between mindreading tasks and non-mindreading tasks that are matched in 
their logical and structural requirements (Perner & Leekam, 2008). A reasonable 
conclusion from such work is that mindreading poses some exacting representa-
tional challenges, but not unique ones (Apperly, 2010).
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Mindreading is not simply automatic What people mean when they claim that 
mindreading is automatic seems to range from the intuition that mindreading is 
natural and effortless to a firm commitment to mindreading being a quasi- perceptual 
Fodor-module (e.g. Leslie, 2005; Stone, Baron-Cohen, & Knight, 1998). Either 
way, direct investigations have provided evidence that mindreading meets important 
criteria for automaticity in some circumstances (e.g. Kovács, Téglás, & Endress, 
2010; Qureshi, Apperly, & Samson, 2010; Samson, Apperly, Braithwaite, Andrews, 
& Bodley Scott, 2010; van der Wel, Sebanz, & Knoblich, 2014), but shows clear 
non-automaticity in others (e.g. Apperly, Riggs, Simpson, Chiavarino, & Samson, 
2006). While some of these results remain controversial (e.g. Heyes, 2014; Phillips 
et al., 2015), it has been suggested that they can be reconciled in a “two systems” 
account, whereby humans have the capacity to make a minimal set of mindreading 
inferences automatically, and a second ability that is more effortful but flexible 
enough to cope with the complexity of full-blown mindreading (e.g. Apperly & 
Butterfill, 2009; Low, Apperly, Butterfill, & Rakoczy, 2016). The latter would be 
key to mindreading Anna Karenin, where, on analogy with other inferences made 
during comprehension, mindreading would be spontaneous (i.e. uninstructed) but 
conditional on having the requisite processing resources and the motivation to use 
them (Apperly, 2010).

In summary, mindreading involves much more than “decoding” mental states 
from behaviour, not least because there is nothing like an exhaustive code. 
Mindreading makes similar representational demands to structurally similar prob-
lems that have nothing to do with mindreading. Only some kinds of mindreading 
judgement show signs of automaticity; others—such as the problem of figuring out 
why Anna Karenina threw herself under a train—are clearly effortful and contingent 
on resources and motivation. In functional terms, such mindreading requires com-
plex, flexible processing over our full database of knowledge about the world, and 
so fits Fodor’s criteria for “central” rather than “modular” processes (Fodor, 1983). 
From this perspective, it should be no surprise to discover that mindreading involves 
a rich set of processes for representation, reasoning and control, supported by a 
network of brain regions. However, this also demands some kind of functional 
model to organize existing findings and guide new research. Below I summarize 
such a model. A fuller justification in terms of empirical findings can be found in 
Apperly (2010).

 A Cognitive Model of Mindreading

The great majority of mindreading tasks present a situation involving an agent with 
mental states that differ from participants’. The agent’s mental states must be 
inferred and either reported, or else used to predict their subsequent behaviour. In 
doing so these tasks combine and confound most of the functional processes that 
contribute to mindreading. If we only used this approach, it would be like trying to 
understand the cognitive and neural basis of language by only ever presenting 
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 participants with tasks that combine every level of phonological, syntactic and 
semantic processing in a full cycle of comprehension and production. To break out 
of this problem, we need theories of the functional components of mindreading and 
tasks that allow putative functional components to be distinguished.

I find box and arrow models extremely useful for organizing ideas about the 
cognitive basis of mindreading. In the following, I focus on mindreading what 
someone thinks or knows. The level of description is “computational” in Marr’s 
sense (Marr, 1982), so model components say something about what the system is 
doing, with no commitment to the algorithmic or neural implementation of those 
functions. However, such a model of these functions is, I think, essential for explain-
ing or predicting the demands made by different mindreading tasks and how these 
affect the recruitment of neural systems during mindreading.

The horizontal dimension of Fig. 1 distinguishes the need to infer what someone 
else is thinking from the need to store this information, and from the use of this 
information to predict or explain what someone is doing or saying. The vertical 
dimension distinguishes between “system 1” (below) and “system 2” (above) pro-
cesses (e.g. Evans & Stanovich, 2013). System 2 processes enable highly flexible 
mindreading, so in principle I could ascribe to you or to Anna Karenin any thought 
that I could entertain for myself. However, this flexibility comes at the expense of 
System 2 thinking making higher demands than System 1 on scarce resources for 
memory and cognitive control (e.g. Low et al., 2016). System 1 trades reduced flex-
ibility for increased efficiency. Increased efficiency is evidenced in the apparent 
automaticity with which some mindreading processes occur, and limited depen-
dence on cognitive control processes (e.g. Kovács et al., 2010; Qureshi et al., 2010; 
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(Flexible but effortful)

“System 1”
(Efficient by inflexible)Inference Storage Use
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Inputs
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Fig. 1 A “two systems” model of mindreading (simplified from Apperly, 2010). The model distin-
guishes processes involved in inference, storage and use of information about others’ mental states. 
“System 2” makes flexible, context-sensitive mindreading inferences by drawing richly upon back-
ground knowledge, in processes represented by the grey arrows. Oval arrows indicate that System 
2 mindreading will often involve repeated cycles of reasoning. System 1 processes manage to be 
more cognitively efficient by limiting their interaction with background information and limiting 
their processing over inputs. For clarity, only one System 1 process is depicted, but there are likely 
to be multiple processes, for example to enable mindreading of belief-like states, goals and 
emotions
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Samson et al., 2010; van der Wel et al., 2014), while reduced flexibility is evidenced 
by the appearance of automaticity only for relatively simple problems (such as 
inferring what someone sees, Samson et al., 2010) and not for more complex prob-
lems (such as inferring precisely how they see it from their perspective; Surtees, 
Samson, & Apperly, 2016). The greater number and complexity of arrows for 
System 2 reflects the greater flexibility of information flow compared with System 
1. The main focus of the present chapter will be on System 2 processes.

Implicit in Fig. 1 is the fact that mindreading requires the representation of some-
one else and their mental states as distinct from one’s self and one’s own. Maintaining 
this distinction is essential, but it is also challenging because the perspective of the 
other and of one’s self are not independent records of facts, but are related to each 
other and to “reality”. This closely related information gives rise to interference 
between self and other, such that if I represent our differing beliefs about something 
(even something as mundane as the location of a hidden object), I am slower and 
more error-prone when judging what you think (“egocentric interference”, Royzman, 
Cassidy, & Baron, 2003), and when judging what I think myself (“altercentric inter-
ference”, Samson et al., 2010). A successful mindreader must not only maintain a 
distinction between the perspectives of self and other, but also manage the interfer-
ence that results: mindreading requires inference, representation and control.

Figure 1 helps systematize a set of important questions about mindreading. For 
example, are any or all of these processes specialized for mindreading; do the cogni-
tive control requirements arise at all stages of processing; is the network of brain 
regions implicated in mindreading equally involved in inference, storage and use of 
mindreading information? In the next section I will tackle some of these questions, 
and show how a cognitive model helps us understand what light cognitive neurosci-
ence has already shone on our understanding of mindreading.

 Specialization for Mindreading

While mindreading does not appear to make unique reasoning demands, a related 
hypothesis is that the cognitive and neural systems for mindreading are domain- 
specific. The latter does not entail the former, because reasons other than unique 
reasoning demands could lead mindreading to show domain specificity. For exam-
ple, if there is neural specialization for other social processes (e.g. Adolphs, 2009; 
Frith, 2007) neural activity during mindreading may show domain specificity for at 
least three reasons: (1) because one or more of those other social processes are 
intrinsic mindreading, (2) because those social processes have distinctive neural 
connectivity with neural systems involved in mindreading, (3) because mature min-
dreading develops on the foundation of other social processes that are themselves 
domain-specific, and so inherits domain specificity without this being functionally 
necessary.

Domain specificity for mindreading has been tested most extensively in a series 
of studies by Saxe and colleagues (Koster-Hale & Saxe, 2013; Saxe & Kanwisher, 
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2003). This widely adopted approach starts by contrasting neural activation while 
participants reason about false beliefs with activation during structurally and logi-
cally similar reasoning about false photographs and false signs. Brain activity sur-
viving this contrast is then tested for its selectivity for a range of other judgements 
about people’s mental states, personality, physical appearance and other character-
istics. While the contrast between false beliefs and false photos typically reveals 
activity in mPFC, bilateral TPJ and temporal poles, over an impressive range of 
studies it is right TPJ that shows the highest selectivity for reasoning about mental 
states (Koster-Hale & Saxe, 2013).

These results illustrate the value of cognitive neuroimaging for understanding 
mindreading because they provide stronger evidence than behavioural studies that 
mindreading involves domain-specific processes. However, there are also important 
caveats. First, demonstrating domain specificity is just one step towards understand-
ing underlying mechanisms, and for now it remains unclear what function rTPJ is 
performing or what feature of mindreading leads to evidence of domain specificity 
(see Future Prospect, below). It is not clear whether domain-specific processes are 
involved in inference, storage or use of mindreading information, or all three 
(Fig.  1). Second, as described above, it is clear that mindreading depends upon 
many processes, which will not all be domain-specific. It’s therefore important that 
questions about domain specificity are complemented by questions about the 
broader functional basis of mindreading. Third, the best methods for testing the 
domain specificity of mindreading are unsuitable for understanding these broader 
components of mindreading because such processes are subtracted out of the com-
parison between strictly matched mindreading and non-mindreading tasks. The 
most obvious examples of this are processes involved in the control of 
mindreading.

 Control Processes During Mindreading

Control of egocentrism A vivid illustration that domain-general processes contrib-
ute significantly to mindreading comes from the neuropsychological case study of 
patient WBA (Samson, Apperly, Kathirgamanathan, & Humphreys, 2005). This 
patient sustained a right frontal brain lesion, following a stroke, and his lesion 
affected lateral frontal brain regions most commonly implicated in cognitive con-
trol, notably including right inferior frontal gyrus. Consistent with this WBA 
showed notable impairment on standard neuropsychological assessments of execu-
tive function, including inhibitory control. Medial PFC—commonly implicated in 
mindreading—was left largely intact. Consistent with this, WBA appeared to be 
able to reason about other people’s false beliefs, provided he was tested on an 
unusual task that minimized the salience of his own knowledge of the correct 
answer. However, on more standard false belief tasks and on a range of other tests 
of his ability to judge other people’s perspectives he showed very high rates of “ego-
centric errors”, where he responded according to his own perspective rather than the 
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other person’s. Anecdotal report from a family member indicated that this pro-
nounced egocentrism was not limited to laboratory tasks.

Importantly, such egocentric errors are not simply the product of generic task 
difficulty. In a follow-up study WBA, and another patient with similar brain injury, 
showed egocentric errors when required to judge the differing desires of an oppo-
nent in a card game, but lower errors when judging the card they next needed them-
selves, despite variation in whether a matching or a mismatching card would be a 
winner. A second pair of patients with lesions to more medial prefrontal cortex 
showed the opposite pattern of errors (Samson, Houthuys, & Humphreys, 2015). 
This demonstrates a classical neuropsychological double dissociation between the 
control processes necessary for managing interference from self perspective when 
taking the other’s perspective, versus those necessary for handling conflict arising 
from other aspects of game strategy.

Such evidence from studies of patients converges with evidence from fMRI, ERP 
and TMS in suggesting a selective role for lateral frontal regions—in particular 
inferior frontal gyrus—in controlling tendencies for both egocentric and altercentric 
error and bias during mindreading (e.g. McCleery, Surtees, Graham, Richards, & 
Apperly, 2011; van der Meer et  al., 2011; Vogeley et  al., 2001). For example, 
Hartwright, Apperly, and Hansen (2012) used a “belief-desire” task in which par-
ticipants used a character’s beliefs and desires to predict their search in one of two 
boxes. Participants were told which box contained some food, which box the char-
acter thought contained the food, and whether or not the character desired the food 
on that trial. When the character’s belief was false there was conflict between his 
perspective and the participants’, but not when his belief was true. In contrast the 
character’s desire for the food was not systematically related to the participants’ (he 
might like peas, whereas the participant does not), so conflict was equally likely to 
occur (or not occur) at each level of this factor. Consistent with previous behav-
ioural studies (e.g. Apperly, Warren, Andrews, Grant, & Todd, 2011; German & 
Hehman, 2006), responses were slower and more error-prone whenever the charac-
ter’s belief was false and whenever his desire was negative. A natural interpretation 
of these results might be that the belief and desire effects were equivalent, perhaps 
because false belief and negative desire both required more inhibitory control 
(Friedman & Leslie, 2004). However, fMRI data suggested that these effects were 
not equivalent: whereas activity in bilateral TPJ and dorsomedial PFC was influ-
enced by both belief and desire, activity in right IFG was influenced only by the 
factor of belief, and not by the factor of desire. Moreover, in a subsequent study, 
r-TMS to right IFG influenced performance on false versus true belief trials, and not 
negative versus positive desire trials (Hartwright, Hardwick, Apperly, & Hansen, 
2016). These findings converge with the neuropsychological evidence in suggesting 
that IFG is involved specifically in resisting “egocentric” interference from self per-
spective when taking the perspective of someone else.

Self versus other The need to control interference from self perspective when tak-
ing the perspective of another presupposes that you have represented the other’s 
perspective. In parallel with work on controlling egocentrism is a burgeoning 
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 literature on the cognitive and neural basis of distinguishing self from other (e.g. 
Cook, 2014). This work began with evidence that observing another’s action creates 
a tendency for “automatic imitation” of the action by one’s self, which must be 
controlled if a different action is necessary for the task (Brass, Bekkering, 
Wohlschläger, & Prinz, 2000). Whereas controlling interference from other kinds of 
over-learned association is typically linked with activity in lateral prefrontal brain 
regions (e.g. Wagner, Maril, Bjork, & Schacter, 2001), control of automatic imita-
tion appears to depend on regions of mPFC and TPJ similar or identical to those 
commonly implicated in mindreading. A number of studies suggest that this link 
with mindreading is more than coincidental. For example, Santiesteban, White, 
et al. (2012) found that training inhibition of automatic imitation improved partici-
pants’ use of mindreading in a communication task (the Director Task; Keysar, Lin 
& Barr, 2003), whereas training generic inhibition did not. Santiesteban, Banissy, 
Catmur, and Bird (2012) found that stimulation of rTPJ improved both inhibition of 
imitation and use of mindreading in a communication task. Such findings suggest 
that the same process of self-other control may be at work in both imitation inhibi-
tion and perspective- taking, with one hypothesis being that TPJ maintains the dis-
tinction between information related to self versus other (perhaps in line with its 
role in general control of attention), while mPFC prioritizes one or other set of 
information according to the task or the context (Santiesteban, Banissy, et al., 2012).

An assimilation On the face of it, these data appear contradictory to those pre-
sented in the previous section: “self/other control” and “control of egocentrism” 
sound a lot like two terms for the same phenomenon, yet the data suggest they 
depend on different functional and neural processes. I suggest, however, that if we 
think about mindreading in terms of component processes then there may be no 
contradiction. An example will help illustrate the point. McCleery et al. (2011) used 
a simple perspective-taking task in which participants viewed a schematic room 
with dots on the wall and an avatar standing in the middle. The avatar’s position 
meant that the number of dots he saw was sometimes consistent with the partici-
pant’s perspective and sometimes inconsistent. On some trials participants were told 
to judge how many dots they themselves saw when the picture appeared (self trials) 
while on other trials they judged how many the avatar saw (other trials). Participants 
are slower to judge both self and other perspectives whenever those perspectives are 
inconsistent (Samson et al., 2010), and a simultaneous executive task increases this 
effect to an equal degree for self and other judgements (Qureshi et al., 2010). We 
have interpreted this pattern to suggest that self and other perspectives are calcu-
lated on every trial in a relatively effortless manner (“inference” in Fig. 1), with the 
effortful step being a subsequent process of selecting either self or other perspective 
as the basis for a response (“use” in Fig. 1). McCleery et al. (2011) recorded ERPs 
during this task. They observed a component from electrodes over temporoparietal 
cortex approximately 450 ms after picture onset, which varied according to whether 
participants were making self or other judgements. They also observed a later and 
longer-lasting component from electrodes over right frontal cortex, which varied 
only according to whether self and other perspectives were consistent versus 
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 inconsistent. These effects were tentatively localized to left and right TPJ and right 
IFG, respectively.

I suggest that these results support generalizable conclusions that help make 
sense of a variety of findings about control processes during mindreading. 
Mindreading requires the establishment and maintenance of a distinction between 
self and other, which depends on TPJ. This may well be necessary at all processing 
steps: inferences, storage and use (Fig. 1). Having distinguished self and other we 
are then in a position to use either self or other perspective to make responses or to 
inform further processing. Whichever perspective we are trying to use, the other 
perspective will tend to compete, potentially activating the response relevant to the 
opposite perspective from the one intended. This latter interference may originate 
with representations of perspectives but in other respects resembles entirely generic 
interference effects and recruits generic processes associated with IFG.  It occurs 
most clearly during the use of mindreading information (Fig. 1), and difficulty with 
resisting this interference leads to a large number of the egocentric phenomena 
reported in the literature.

 Mindreading Inferences

While almost all mindreading tasks require participants to infer a target’s mental 
states, Fig. 1 encourages us to distinguish such inferences from other mindreading 
processes. And just as Tolstoy can tell us what Anna is thinking, and real people can 
inform us of their thoughts and feelings, so we can create experimental tasks that 
remove the need to infer the mental states of others. Among other things, this allows 
us to ask whether any brain areas involved in mindreading are distinctively involved 
in such mindreading inferences. The belief-desire task described earlier (Apperly 
et al., 2011; Hartwright et al., 2012) opens this possibility, because participants are 
simply told the character’s belief and desire. In terms of Fig. 1, participants skip the 
initial inference step, but must store the mental states they are told and use them to 
reason about the character’s behaviour. Hartwright et al. also employed the false 
belief/false photograph “localizer” task developed by Saxe and colleagues, which 
clearly does involve mindreading inferences. In the belief-desire task, variation in 
the character’s belief and desire modulated activity in bilateral TPJ, showing sub-
stantial overlap with TPJ voxels identified in the false belief/false photograph task. 
In contrast, neither the belief nor the desire factor modulated activity in ventral 
mPFC, though this brain region did show selective activity in the false belief/false 
photograph task. Participants in this study were clearly capable of engaging v-mPFC 
for mindreading, but did not appear to do so when they only had to store and use 
mental states to predict behaviour. In a second study, Hartwright et  al. (2014) 
adapted the belief-desire task to reintroduce the need for a mindreading inference. 
In this task the character changed from trial to trial, there were prizes rather than 
foods, and the character’s desire for the prize on offer was indicated through  realistic 
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photographs of faces that were smiling (positive desire), frowning (negative desire), 
or neutral (unknown desire). In the unknown desire condition participants had to 
make a mindreading inference about whether that character would want that prize. 
In this task, variation in the desire factor did modulate activity in v-mPFC, and this 
effect was driven by the unknown desire condition differing from the positive and 
negative desire conditions. These findings suggest that v-mPFC may have a distinc-
tive role in mindreading inferences, and that the near ubiquity of activity in this 
region in studies of mindreading reflects the fact that most mindreading tasks entail 
mindreading inferences, and cannot distinguish activity due to these inferences 
from other component processes.

Of course, associating mindreading inferences with v-mPFC is just one step in 
understanding the cognitive basis of mindreading inferences and what role v-mPFC 
has in supporting these processes. As discussed earlier, mindreading inferences 
often involve complex integration of information from multiple sources under con-
ditions of uncertainty in order to make a “best guess” about the target’s mental 
states. The apparent simplicity of classic mindreading tasks, such as the “Sally- 
Anne” task, obscures the fact that it is only the pragrmatic context that suggests she 
must think it’s either in the basket or the box: in fact Sally could think her ball is 
absolutely anywhere. Such uncertainty and context-sensitivity is much more appar-
ent in more realistic mindreading situations (Apperly, 2010). The hypothesis that 
v-mPFC helps meet these functional requirements is supported by a study from 
Jenkins and Mitchell (2010) who independently varied whether a mindreading task 
required inferences about a character’s mental states or their preferences, and 
whether those inferences were clearly warranted by the situation or were more 
uncertain and ambiguous. Whereas TPJ (and not mPFC) activity was sensitive to 
whether the inferences concerned mental states versus preferences, mPFC activity 
(and not TPJ) was sensitive to the level of uncertainty in the inference. Moreover, 
these findings converge with a broader literature that implicates v-mPFC in complex 
information integration and reasoning under uncertainty (e.g. Burgess, Dumontheil, 
& Gilbert, 2007).

 A Future Prospect: Do Mindreading Brain Regions Represent 
What Others Are Thinking?

Since mindreading involves representing what other people are thinking (or feeling, 
or intending, etc.), and since mindreading recruits a reliable network of brain areas, 
it would be natural to suppose that one or all of these brain areas represents the 
thoughts of other people. Surprisingly, however, no evidence bears directly on this 
question, and in fact different theories about the “mindreading brain network” point 
towards different expectations. It is exciting that methods for decoding the informa-
tional content of neural activity (e.g. Haxby, Connolly, & Guntupalli, 2014; 
Kriegeskorte & Kievit, 2013) are opening up the possibility of directly testing such 
questions.
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The idea that the “mindreading brain network” must be representing what other 
people are thinking seems a good hypothesis, and it clearly predicts that during a 
mindreading task TPJ and/or mPFC must be carrying information that distinguishes 
between instances in which Sally thinks her marble is in the basket, versus Sally 
thinks her marble is in the box, versus John thinks his marble is in the basket, etc. 
Put more operationally, if one trained a multivariate pattern classifier on patterns of 
activity in TPJ (for example) over a variety of instances in which an agent thinks an 
object is in a location, the classifier should be able to take new data from the same 
subject and distinguish trials on which Sally thinks the ball is in the basket from 
other combinations of information about agent-object-location combinations. 
Encouragingly, recent evidence suggests that category-level and even item-level 
information can be decoded from patterns of activity in TPJ and mPFC during mem-
ory retrieval (Kuhl & Chun, 2014; Zeithamova, Dominick, & Preston, 2012), sug-
gesting that this question is tractable for suitably designed sets of 
Agent-Object-Location stimuli.

However, this outcome is far from a foregone conclusion. It is well-known that 
TPJ and mPFC are involved in attentional control, as well as mindreading (e.g. 
Burgess et al., 2007; Corbetta, Patel, & Schulan, 2008), and as discussed earlier 
there are good grounds for thinking that TPJ and mPFC may be specifically involved 
in controlling attention in order to maintain a distinction between information and 
processes related to self and other. This is compatible with the selective engagement 
of TPJ and mPFC in mindreading, but in no way entails that these regions represent 
the information about the agents, objects, locations, etc. over which they are exert-
ing control; instead that information could be represented in participants’ own pri-
mary semantic systems. Thus we do not yet have an answer to one of the most 
fundamental neuroscientific questions about mindreading: do mindreading brain 
regions represent information about mindreading?

Studies of mindreading have just begun to exploit the power of MVPA, success-
fully decoding broad types of social tasks and mental states from activation patterns 
in TPJ and/or mPFC (e.g. Koster-Hale, Saxe, Dungan, & Young, 2013; Tamir, 
Thornton, Contreras, & Mitchell, 2016). Extending this approach to examine how 
and when we represent the content of other minds not only addresses questions 
about how the brain supports mindreading. It also opens ways to tackle functional 
questions that have proved fiendishly difficult to address so far: Do perspectives of 
self and other recruit the same representational resources? Are self and other per-
spectives activated in series or in parallel? Do control processes, such as those asso-
ciated with IFG, work to resolve competition between the content of self and other 
perspectives, or only competition between responses or judgements based on these 
perspectives. The role of IFG in inhibiting representational content during selective 
episodic memory retrieval (e.g. Wimber, Alink, Charest, Kriegeskorte, & Anderson, 
2015) certainly makes it plausible that IFG also directly acts on the contents of self 
and other perspectives. In sum, MVPA offers the prospect of a rich interaction 
between cognitive and neuroscientific approaches through the common currency of 
“information”.
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Summary I have outlined a cognitive model of mindreading that is narrowly focused on pro-
cesses directly involved in inferring, storing and using information about other people’s mental 
states. A narrow focus makes it possible to think about the relationships between individual pro-
cessing steps and their cognitive and neural bases, but of course it should not blind us to the fact 
that there is much more to mindreading than what I have discussed here. More ambitious and 
exhaustive models are very valuable but they face a daunting challenge in knowing where to stop. 
A good case can be made for including gaze processing, face recognition, moral and causal reason-
ing as part of mindreading (e.g. Schaafsma et al., 2015), However, following this logic, since I can 
imagine you thinking anything I can think for myself, there seems no principled limit on the infor-
mation and processes on which I might need to draw, and so no straight-forward way of distin-
guishing between processes that are involved and not involved in mindreading. This is a deep issue 
with mindreading, but it should not stop us from building rich models of how mindreading is 
supported by a variety of cognitive and neural processes.

I hope I have also demonstrated that this is a two-way street, with results from neuroscientific 
studies informing cognitive theories just as much as the reverse. Relevant theories and methods 
must also interact. For example, it is important to recognize that subtractive neuroimaging designs 
optimized to detect domain-specific mindreading processes will tell us little about the nature of the 
processes involved, whereas designs that contrast different conditions within a mindreading task 
might tell you more about processes but little about their domain specificity. The rate of innovation 
in neuroscientific methods holds out great future promise for a cognitive neuroscience of mind-
reading, which will be maximized when combined with functional models of the cognitive pro-
cesses involved.
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