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Preface

The recent decade has been marked by an unprecedented development of wireless
networks, smartphones, and cloud computing technologies. Today, more than five
billion people are connected with each other and use a vast number of Internet
services. In addition to that, the volume of Internet-of-Things (IoT) devices started
to proliferate during recent years, resulting in a vast variety of “things” connected
wirelessly to the Internet, such as home appliances, lights, cars, shipping containers,
environmental sensors, etc. The availability of wireless connectivity brings a new
quality to these physical objects, allowing them to contribute to digital optimization
of various processes and systems.

IoT represents now an exponentially growing technology sector, with the number
of connected devices expected to rise from around 11 billion in 2019 to around 25
billion by the end of 2025.1 This growth is mainly driven by the push towards greater
efficiency in various vertical domains, such as industrial automation, transportation,
agriculture, smart city management, smart homes, and building automation.

Wireless Communication and Industrial IoT

Industry 4.0, or Fourth Industrial Revolution, is the term coined for the paradigm of
inter-connecting different machines, devices, objects, and processes to easily collect
and process relevant data and, thus, further automate and optimize manufacturing
and delivery of goods. This ongoing trend promises to address the need for high
production efficiency, growing product customization, shortening of the production
cycle, and dynamic global supply chain.

Future smart factories are envisioned to be highly automated and flexible to
react quickly to changes in supply chain and market demand. Enhanced mobile
robots can transport goods and spare parts form modular production islands and

1https://www.ericsson.com/en/mobility-report/reports/november-2019/iot-connections-outlook
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flexibly reconfigure the production. Production steps are digitally represented in
real-time in a digital twin. For that, tight integration with enterprise IT-systems
becomes absolutely necessary, and massive data collection across devices, sensors,
and actuators is needed.

In this vision, a large part of the machinery control is done at the edge cloud,
where the computing resources are easier to scale and orchestrate in real-time com-
pared to the classic distributed controllers. Human workers are not excluded from
the manufacturing, but will perform more sophisticated and diverse tasks, operate
multiple complex machines, and require additional human-machine interfaces, e.g.,
in a form of augmented reality.

Industrial IoT is a specific segment of IoT that aims to enable and accelerate
the vision of Industry 4.0. It is characterized by specific industrial requirements on
communication and operation of the IoT-devices. Some aspects that set Industrial
IoT apart include a high level of resilience, communication availability, security,
precision, automation, and compatibility. Moreover, Industrial IoT use cases are
expected to provide a measurable return on investment and value for the original
equipment manufacturer (OEM) and their customer, which is not always the case
for consumer IoT applications.

Wireless connectivity is considered to be one of the main enabling technologies
in Industrial IoT vision, as it can provide the required flexibility, efficiency, scale,
and mobility support for the manufacturing world. Although the existing consumer-
oriented wireless technologies, such as WiFi, Bluetooth, and 4G, are already
used for certain industrial applications, they can only address a very limited set
of applications on a shopfloor. Such performance metrics as network coverage,
capacity, power consumption, and data downlink/uplink throughput, which played
defining roles in consumer WiFi and cellular networks, although still relevant,
are not sufficient to cover the main industrial applications. In particular, these
technologies cannot enable critical control applications since they are not designed
to satisfy the dedicated challenging requirements (e.g., latency, reliability, low jitter,
etc.) in this domain.

Reliable Low-Latency Communication

The ultimate frontier for wireless connectivity is to enable closed-loop machine-
to-machine control systems over the air. This removes the need for physical
connections among the robots and modules, while keeping them logically inter-
connected and capable to cooperate and coordinate. Control applications compound
the core of industrial automation and require guaranteed message delivery time and
very high communication availability. For example, in motion control applications,
the required end-to-end message delivery time can reach under 1 ms, while at the
same time, a failure to deliver several consecutive messages leads the system to
‘emergency stop’.
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Factory automation with wireless connectivity has been dominated so far by pro-
prietary industrial solutions such as ABB WISA (based on proprietary modifications
of Bluetooth standard IEEE 802.15.1) and Siemens Industrial WLAN (based on
proprietary modifications of IEEE 802.11 MAC protocol). Although these solutions
are an important development for wireless connectivity in factories, due to their
proprietary nature, they only allow isolated single vendor networks.

One example of the standardization effort in this area is IO-Link Wireless.
Similar to WISA, it is based on the IEEE 802.15.1, uses unlicensed frequency
band in 2.4 GHz, and aims for short-distance low-power communication with
latency time down to 5 ms. IO-Link Wireless is specified as an extensions of IO-
Link, which is a popular factory automation fieldbus-independent communication
standard dedicated to connecting sensors and actuators as described in IEC 61131-1
standard.

The need for an open wireless communication standard addressing low-latency
and high-reliability requirements has also been recognized early by the 3GPP
standardization community. Significant standardization efforts have been made to
define ultra-reliable low-latency communication (URLLC) service class as one of
the main aspects of the fifth generation (5G) cellular communication system (see
chapter “Overview of 3GPP New Radio Industrial IoT Solutions” for more details).

3GPP New Radio (NR) Release 16, finalized in the second half of 2020,
addresses new verticals and deployment scenarios for intelligent transport systems
(ITS), vehicle-to-everything (V2X) communication, and Industrial IoT.2 Taken
together, the proposed improvements in Release 16 significantly enhance NR for
URLLC and also add capabilities to replace wired Ethernet and tightly inte-
grate wireless 5G with Time Sensitive Networking (TSN) on the shopfloor (cf.
chapter “Time-Sensitive Networking for Industrial Control Networks”). Further
enhancements for Industrial IoT are already in planning for Release 18 of 3GPP.

The operation of wireless cellular networks for Industrial IoT also implies
deployments and operation models different to those typically used by large mobile
telecom operators for wide area networks. Many factory operators across the world
have shown interest in dedicated frequency usage for wireless networks in Industrial
IoT for critical applications. The benefits of such exclusive local spectrum licensing
for factory owners are twofold: (a) high control of spectrum usage leads to higher
communication reliability compared to the use of unlicensed or shared bands, and
(b) spectrum ownership prevents certain operator lock-in and enables fully private
5G enterprise networks.

From this perspective, the potential for local private licensed spectrum has also
been recognized by many frequency regulation authorities across the world. For
example, in Germany, USA, UK, and Japan licensing of local dedicated spectrum for
factory owners became possible under certain country-specific regulations. Many
other countries have also made or are considering to make this decision in the near

2A. Ghosh, A. Maeder, M. Baker, and D. Chandramouli, “5G Evolution: A View on 5G Cellular
Technology Beyond 3GPP Release 15,” IEEE Access, 2019.
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future. The advances of 3GPP and regulators encourage emergence of new players
and new operation models for wireless networks in Industrial IoT domain.

Although there is a significant progress in the standardization of URLLC
networks, it is still open to see how such networks will perform in real-world
factories, how efficiently they can be integrated and operated with existing industrial
systems, and what levels of communication reliability can be provided, and with
which measures. Furthermore, the use of new 5G frequency bands in 28 GHz seems
to be attractive for factory automation due to additional capacity, beam-forming
capabilities, and better protection against jamming, but also requires additional
evaluation and optimization.

Part I of this book focuses on various aspects of reliable low-latency communi-
cation for Industrial IoT. URLLC, however, is not limited to Industry 4.0. Intelligent
Transportation Systems and Unmanned Aerial Vehicles (UAVs) can be seen as
domains adjacent to Industrial IoT, e.g., with applications in warehouse and factory
logistics, and can benefit from URLLC services. Overview chapters of Intelligent
Transportation and UAV Systems are collected in Part IV of this book.

Low-Power Wide Area Networks

Although Industrial IoT is commonly associated with challenging URLLC use
cases, another important pillar of Industrial IoT is the use of massive sensor/actuator
networks to collect data and/or perform control at a time scale that is much larger
than the one considered in URLLC. The data can be environmental (temperature,
pressure, humidity, smoke/gas detectors, vibration, etc.) and/or related to metering
information and status (current state, location, error logs, etc.), while control
applications include process automation, building automation, lights, valves, e-
paper tags, etc.

Typically, the transmitted data are not large, ranging from few bytes to few
kilobytes per measurement or command. And in some use cases, few transmissions
per hour or even per day might be sufficient (e.g., e-paper tags, metering). The term
Massive IoT is used by some sources in the R&D community and accommodates
other domains for such applications besides Industry 4.0 with similar performance
requirements, e.g., in logistics, agriculture, or smart cities.

Dedicated wireless systems for a large number of low-power sensors across
very large areas, referred as Low-Power Wide Area Networks (LPWAN), have
been developed and found successful application in recent years. One of the
main principles for low-power consumption is the use of narrow frequency bands,
typically 125–500 kHz, used at frequencies below 1 GHz. In addition, these systems
often use transmissions based on low coding-modulation rates in order to increase
the coverage area. This results in very low data rates (<250 Kbps), which is
acceptable, as the data rate is not the key metric in focus for such applications.
Prominent examples of such systems are LoRA and SigFox and are covered in
chapters “Wireless Communications for Industrial Internet of Things: The LPWAN
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Solutions” and “Pervasive Listening: A Disruptive Network Design for Massive
Low-Power IoT Connectivity,” respectively.

The 3GPP standardization community refers to communication for such applica-
tions by the term massive Machine Type Communications (mMTC). To address
applications with maximal required peak data rates <250 Kbps, 3GPP specified
the standalone Narrow-Band-IoT (NB-IoT) system. In addition, 3GPP standardizes
Cat-M radio technology as the extension of LTE cellular technology for LPWAN
applications, which demand data rates up to 7 Mbps, but are also less critical in
terms of power, complexity, and cost constraints than NB-IoT applications. These
applications are referred to as enhanced MTC (eMTC) and include, for example,
wearables, trackers for fleet management, and terminals with voice support. Both,
commercial NB-IoT and LTE Cat-M systems have recently been deployed in many
countries across the world.

Process automation (e.g., for chemical processes in a refinery) represents an
application area where more frequent transmissions of wireless low-power sen-
sors/actuators are typically required—in the range from around 50 ms to several
seconds. This area has been initially addressed by multi-hop wireless sensor network
technologies such as WirelessHART, ISA100.11a, and IEEE 802.15.4e, all working
in licence-free sub-GHz or 2.4 GHz bands and relying on IEEE 802.15.4 PHY layer
specification.

Although there is a broad range of existing radio technologies for LPWAN
applications, not all challenges have been addressed so far. Further optimizations
are required taking into account the expected massive growth of such devices in
the future. In addition, some novel low-power applications will require higher data
rates (e.g., camera or radar sensors). Other applications, while keeping low-power
requirement, also need low-latency response. LPWAN community in the academia
and the industry brings out innovations to address these challenges, and 3GPP plans
already further enhancements for mMTC and eMTC in its future releases. Part II of
this book gives a detailed overview of LPWAN aspects in Industrial IoT and other
areas.

Beyond Communication

As explained above, wireless access technologies play a critical enabling role in
Industrial IoT. However, recent technological shifts, such as Edge Computing,
Machine Learning, and Cyber Security, certainly play critical roles in Industrial
IoT as well. It is not difficult to imagine significant cross-synergy effects for these
technologies, which will also benefit wireless connectivity for factory automation.

Edge Computing can enable industrial wireless control applications hosted
in virtual instances in edge cloud, which is much easier to scale, orchestrate,
and maintain compared to the classic approaches used today. Machine Learning
is already in use today for predictive maintenance and anomaly detection in
manufacturing. And with the use of massive sensors with mMTC-type wireless
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connectivity, better results will be possible with lower costs. In addition, Machine
Learning can help to optimize wireless networking and its operation in Industrial
IoT.

Security has always been a sensitive topic for manufacturing companies, which
often leads to the use of very conservative and rigid solutions. When wireless
networks become a part of critical infrastructure the factory operation relies on,
security and protection against attacks across such networks becomes absolutely
critical as well.

Chapters addressing the aforementioned topics are covered in Part III of this
book.

Book Motivation and Structure

The potential and challenges of wireless communication in Industrial IoT have been
recognized across academic and industrial research communities. A remarkable
amount of work came out in recent years, addressing different aspects of this
important area. Given the wide scope of the topic and its cross-domain importance,
the editorial team of this book was motivated to provide was to provide a
comprehensible overview of the most relevant research and standardization results
in the area of wireless networking and Industrial IoT.

Most chapters in this book are intended to serve as short tutorials of particular
topics, highlighting the main developments and solutions as well as giving an
outlook of the upcoming research challenges. Due to such format, detailed method-
ology explanations and elaborated results analysis, common in journal publications,
come short in these chapters but nevertheless can be found in the referenced works.
In contrast, this book also provides a systematic analysis and deep-dives into
selected connectivity topics of Industrial IoT.

We hope that, on one side, this book can bring important insights to the readers
who are interested but are not yet very familiar with particular topics. On the other
side, by collecting various research aspects from highly experienced authors, we
hope the book can provide an inspiring and multifaceted perspective for researchers
and engineers already actively working on some of the topics presented in this book.

The contributed chapters are grouped into four parts, as explained below.

Part I: Reliable Low-Latency Communication in Industrial IoT

The first part consists of four chapters and focuses on challenges, enablers, and
standardization efforts for reliable low-latency communication in Industrial IoT
networks.

Chapter “Overview of 3GPP New Radio Industrial IoT Solutions,” provides the
details on how Industrial IoT needs and requirements are addressed in 3GPP 5G NR
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URLLC standardization. The specific focus is on the Radio Access Network and
seamless integration with the legacy Industrial Ethernet technologies that are already
in use for factory automation. The authors also give an outlook on challenges and
enhancements for further 3GPP standardization efforts in this area.

In chapter “Selected Aspects and Approaches on Improving Dependability
in Industrial Radio Networks,” the authors focus on the reliability aspects of
wireless communication. They discuss the main dependability metrics relevant for
wireless networking and control applications. The chapter dives deeper into multi-
connectivity as one measure to improve communication availability. In addition,
joint control-communication design of control applications over wireless links is
elaborated.

The authors of chapter “Time-Sensitive Networking for Industrial Control
Networks,” provide an overview of real-time control applications. Furthermore,
they describe the main principles of Time Sensitive Networking (TSN), an open
standard that is still under development, for wired communication based on Ethernet
extensions. Approaches for future integration of TSN and 5G, as well as challenges
for practical deployments, are also discussed in detail in this chapter.

The final chapter of this part, chapter “Random Access Protocols for Industrial
Internet of Things: Enablers, Challenges, and Research Directions,” is dedicated to
random access protocols for low-latency and low-overhead Industrial IoT commu-
nications. The authors break random access protocols into typical building blocks
and introduce the design challenges that need to be addressed to make these building
blocks Industrial IoT-ready.

Part II: Low-Power Wide Area Networks for Massive IoT

The second part of this book focuses on Massive IoT, which requires highly cost-
and energy-efficient technology components to connect a massive number of low-
cost IoT devices. This part consists of the following five chapters:

The authors of chapter “Wireless Communications for Industrial Internet of
Things: The LPWAN Solutions,” provide an overview of the main LPWAN
technologies, including NB-IoT, SigFox, and LoRa/LoRaWAN, and their potential
for Industrial IoT applications. LoRa is then presented in more details, together with
various simulation tools useful for further evaluation and optimization of LPWAN.

In chapter “Power Measurement Framework for LPWAN IoT,” the authors
focus on the most critical metric of all LPWAN technologies, which is the power
consumption of end-devices. They propose a practical approach for modeling the
power consumption based on real-world measurements on NB-IoT devices and
various networking scenarios, and show how a 10-year battery lifetime on a certain
traffic profile can be achieved.

Chapter “Dynamic Resource Management in Real-Time Wireless Networks,”
addresses an important problem of efficient resource management for real-time
wireless applications. Since disturbances in a wireless medium are impossible to
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avoid, the challenge is to find out which time and frequency resources are needed
to overcome a potential packet loss and provide required delivery guarantees. An
assumption of worst-case scenario, although more reliable, also means very high
over-provisioning of the valuable RF and energy resources. The authors of this
chapter argue for a dynamic resource management. They present several practical
methods and explain the trade-offs on an example of the IEEE 802.15.4e system,
suitable for process automation control, with time delivery requirements of 10–
100 ms.

Next, chapter “Pervasive Listening: A Disruptive Network Design for Massive
Low-Power IoT Connectivity,” focuses on the problem of massive device coordina-
tion, where the required signaling and computational complexity end up draining
a significant amount of critical energy resources in mMTC-type of applications.
The authors focus on SigFox LPWAN and introduce a new pervasive listening
and cooperative reception approach, where coordination for uplink transmissions
by IoT devices is not necessary since a single frequency band is used for uplink
and multiple coordinated base stations are able to receive the data. The downlink
coordination is also done at the network core. The approach creates gains in terms
of efficient implementation with the use of cognitive Software-Defined-Radios at
the base stations.

Finally, chapter “Information-Centric Networking for the Industrial Internet of
Things,” discusses the inefficiencies of end-to-end communication sessions, use of
transport TCP/UDP for IoT application with small data transmissions, and high
energy constraints. The authors elaborate on two disruptive information-centric
approaches, Content-Centric Networking and Named Data Networking (NDN),
based on decoupling of the content objects from its origins. Important aspects of
ICN: information caching, quality-of-service, and security are also discussed in the
chapter. Finally, the authors provide an overview of a practical experimental ICN
solution RIOT and discuss further challenges in this domain.

Part III: Enabling Technologies for Industrial IoT

This part covers three enabling technologies beyond communication for Indus-
trial IoT that are important to both—critical and massive IoT—namely, Security,
Machine Learning/Artificial Intelligence, and Edge Computing.

Important security aspects of Industrial IoT are discussed in detail in chap-
ter “Security Challenges for Industrial IoT.” Here, the authors provide an overview
of relevant security standards and requirements. Such security principles as physical
security, trusted execution, isolation, attestation, and cryptography are elaborated for
the application in IIoT and complemented by relevant examples.

Chapter “Machine Learning/AI as IoT Enablers,” gives an overview of the
application of machine learning/AI for intelligent connectivity. The role of AI
and big data in IoT networks are explored, followed by related use cases and
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architecture. The chapter also provides a discussion on the future technologies of
this type in the context of IoT.

The last chapter of this part, chapter “Edge Computing for Industrial IoT:
Challenges and Solutions,” addresses multi-access edge computing topics as an
important part of Industrial IoT and elaborates upon how edge computing com-
plements wireless communication. The chapter also gives a basic overview of
critical aspects of edge computing, such as security, resource management, and
optimization.

Part IV: Wireless IoT-Networks for Transportation and UAV
Systems

Connected industries is a far-reaching concept that also includes peripheral verticals,
such as connected transportation and logistics. This last part of the book covers
aspects of Industrial IoT that are important in, for example, warehouse and port
logistics, product delivery, and transportation among industries.

Details of wireless networks in vehicular-to-everything (V2X) communication
are presented in chapter “Intelligent Transport System as an Example of a Wireless
IoT System.” The authors present the main technologies of V2X, such as IEEE
802.1p and 3GPP-based ones, elaborate use case examples and performance
indicators, and discuss future development challenges in this domain, relevant also
for Industrial IoT, for example, in warehouse or port logistics.

Last but not least, chapter “UAV-Enabled IoT Networks: Architecture, Oppor-
tunities, and Challenges,” discusses the IoT applications enabled by UAV in smart
cities, crowd surveillance, emergency disaster assistance, agricultural application,
airborne sensing, etc. The architecture of UAV-enabled IoT networks, their com-
munication schemes, challenges, and opportunities are detailed in this chapter,
providing important guidelines on the design of UAV-assisted IoT infrastructure.
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UL Uplink
URLLC Ultra-Reliable Low Latency Communication
VIAPA Video, Imaging and Audio for Professional Applications
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1 Introduction

In this chapter we present a compact overview of the 3GPP designed New Radio
(NR) system with emphasis on the Radio Access Network (RAN) part, and related
innovations that enable mission critical communication for Industrial Internet
of Things (IIoT) including the use of 5G seamlessly in an Industrial Ethernet
scenario. We focus on Ultra-Reliable Low-Latency Communication (URLLC),
including its evolution towards enhanced URLLC (eURLLC), and Time-Sensitive
Communications (TSC). The chapter is organized by first shortly introducing the
addressed IIoT use cases and requirements addressed by the NR (e)URLLC and
TSC enablers. To understand how 5G enables wireline-like performance while
retaining the flexibility of wireless deployment, we then provide a brief overview
of the NR RAN protocol stack and architecture options followed by a summary of
main enablers for (e)URLLC in 3GPP NR Release-15 and 16. Then, the seamless
integration of 5G into an IIoT factory setup with TSC is explained and main
enablers introduced in 3GPP NR Release-16 are introduced. Finally, the chapter
is closed with an outlook of further enhancements being considered for Release-17
standardization. Throughout the chapter, we provide pointers to the most relevant
3GPP Technical Reports (TRs) and Technical Specifications (TS), as well as
selected publications where more details can be found.

2 New Use Cases and Requirements

The key requirement for URLLC is a user plane 1 ms one-way latency for the RAN
part with five-nines (99.999%) reliability for payloads ranging from 32 to 200 bytes.
The term reliability is defined as follows by 3GPP: “percentage value of the amount
of sent network layer packets successfully delivered to a given system entity within
the time constraint required by the targeted service, divided by the total number of
sent network layer packets”. Furthermore, there is a 20 ms control plane latency
requirement for the time needed to establish an active RRC Connected mode link.
3GPP have concluded that NR Release-15 fulfil those requirements, as well as all
the other IMT2020 requirements as defined in [1, 2]. Moreover, 5G NR Release-
16 standardization includes enhancements to further improve the performance for
e.g. factory automation use cases by meeting even stricter requirements like 0.5 ms
latency with 99.9999% reliability with eURLLC and TSC. Further enhancements
for specific requirements of time-sensitive applications, such as survival time
indicating the number of consecutive errors the system can manage before a critical
failure, is considered in Release-17 [3].

Apart from meeting those strict latency, jitter, and reliability requirements, 3GPP
has defined several related use cases, see [4] and [5]. Those use cases are the result
of collection of input from different industries and organizations such as e.g. 5G-
ACIA (5G Alliance for Connected Industries and Automation). Table 1 shows a
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Table 1 Overview of selected use cases

Use case Reliability (%) Latency
Data packet size and
traffic model

Power distribution 99.9999 5 ms (end to end
latency)

DL & UL: 100 bytes

Note: 2–3 ms air
interface latency

ftp model 3 with arrival
interval 100 ms

99.999 15 ms (end to end
latency)

DL & UL: 250 bytes

Note: 6–7 ms air
interface latency

Periodic and
deterministic with
arrival interval 0.833 ms

Random offset between
UEs

Factory automation
including TSC

99.9999 2 ms (end to end
latency)

DL & UL: 32 bytes

Note: 1 ms air interface
latency

Periodic deterministic
traffic model with data
arrival interval 2 ms

99.9999 0.5 ms air interface
latency for Industrial
Ethernet use-cases

DL & UL: 20 bytes

Additional: UE must be
time synchronized to 1
microsecond accuracy

Periodic deterministic
traffic model with data
arrival interval 0.5 ms

Release-15 enabled
use case (e.g.
AR/VR)

99.999 1 ms (air interface
delay) for 32 bytes

DL & UL: 32 and 200
bytes

1 ms and 4 ms (air
interface delay) for 200
B

FTP model 3 or
periodic with different
arrival rates

99.9 7 ms (air interface
delay)

DL & UL: 4096 and 10
kbytes

FTP model 3 or
periodic with different
arrival rates

Transport Industry 99.999 5 ms (end to end
latency)

UL: 2.5 Mpbs; Packet
size 5220 bytes

Note: 3 ms air interface
latency

DL: 1Mbps; Packet size
2083 bytes

Note: Data arrival rate
60 packets per second
for periodic traffic
model

99.999 10 ms (end to end
latency)

UL&DL: 1.1 Mbps;
Packet size 1370 bytes

Note: 7 ms air interface
latency

Note: Data arrival rate
100 packets per second
for periodic traffic
model
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sub-set of the 3GPP adopted use cases that require different latency and reliability
targets, as well their traffic characteristics in terms of payload size packet arrival
process. As part of the 3GPP Release-16 Study of physical layer enhancements
for NR URLLC, several system-level performance results were produced for those
scenarios as can be found in [6]. Moreover, it is worth mentioning that 3GPP also
recently developed a new radio propagation channel model for indoor industrial
scenarios, being representative for different factory scenarios for conducting both
realistic link- and system-level simulations (see details in [7]).

It is seen that E2E latency is the part important to the time-sensitive application,
whereas NR specification work addresses only the delay over the air interface
including the processing in the 5G base station (gNB) and the end-device (UE).
Notable delays in traditional wireless networks include the transport and core
network delays. 5G supports effective deployment of core network (CN) user plane
functions at the edge, e.g. close to the application including factory premises, near
or integrated to the gNB, etc. With optimized CN processing functions for IIoT,
the delay contribution can be minimized to typically negligible values (e.g. <100
microseconds) which means that majority of the E2E delay contribution comes from
NR.

3 NR Basics

The NR specifications define the basic QoS architecture, interfaces, and RAN
protocol design [8, 9]. The NR RAN user plane protocol stack as pictured in Fig. 1
include several enhancements as compared to LTE. In particular, the Layer-2 user
plane protocols, which include SDAP (Service Data Application Protocol), PDCP
(Packet Data Convergence Protocol), RLC (radio link control), and MAC (medium
access control), have been carefully designed to be processing-friendly and support

Fig. 1 Overview of the NR user plane protocol stack and its primary functionalities
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very low latencies. In this context, the following Layer-2 protocol design principles
for the NR are worth highlighting: (i) decoupling of higher layer functions from
real-time constraints, (ii) avoiding duplicated functions, (iii) supporting front-haul
interface splits, and (iv) flexible QoS, not necessarily constrained by the CN. The
SDAP offers improved QoS handling [10]. As a new functionality, the PDCP
supports duplication of PDUs (Packet Data Units) over two different RLC legs
for enhanced reliability [11]. The latter comes in addition to options for PDU
split options as known also from LTE Dual Connectivity to enhance the data rate
of MBB services [12]. Removing concatenation and reordering from the RLC-
layer allows RLC PDU pre-creation at the Transmitter (Tx) side as the knowledge
of available grants is not required, while removing reordering allows immediate
submission to PDCP entity when full RLC PDU is received. This is contributing
to significantly improved pre-processing as compared to LTE. The PHY and MAC
build on a flexible radio frame structure with scalable physical layer numerology
(subcarrier spacing), short transmission time intervals (TTIs), and reduced gNB and
UE processing times. The reduced PHY layer processing times are obtained with
an optimized design tailored to support so-called pipeline processing by appropriate
arrangement of control, reference, and data symbols. NR uses OFDMA (Orthogonal
Frequency Division Multiple Access) as its primary waveform and multiple access
method for both link directions, but also supports DFT-s-OFDMA (Discrete Fourier
Transform spread OFDMA) for the uplink; see more details in [13]. Furthermore,
NR adopts a user-centric lean carrier design, where advanced massive MIMO is an
integrated part of the design. Also new PHY encoding schemes as compared to LTE
are adopted, namely LDPC (Low-Density Parity Check) for data channels and Polar
codes for control channels. The NR RAN protocol design, and the associated QoS
architecture enable efficient E2E service deliverable and a rich set of options for
multiplexing (aka scheduling) of diverse services with different QoS requirements
[14]. 3GPP is also in the process of extending NR so it supports deployments for
unlicensed spectrum bands [15], which e.g. is relevant for private IIoT deployments.
For more information, a study of latency-reliability performance of NR unlicensed
is available in [16], including effects of the clear channel access procedures that
apply for unlicensed spectrum operation.

In addition, NR also comes with a new design of the control plane, where the
RRC (Radio Resource Control) protocol is enhanced as compared to LTE, including
introducing a new intermediate RRC state called RRC Inactive, in addition to
having RRC Idle and Connected states [17]. Among others, the NR RRC design
offers attractive trade-offs between UE power consumption, signalling overhead,
and experienced latencies; see e.g. the system-level performance study in [18].
It also fulfils the aforementioned IMT2020 requirement of a 20 ms control plane
latency to establish an active RRC Connected Mode connection where user plane
data transmissions can take place.

The NR design comes with a number of functional split options, and implementa-
tion alternatives, for the RAN part [19]. Those include two options for realization of
CRAN (centralized RAN) implementations. The so-called higher-layer split option
with a CU (Centralized Unit) that hosts the RRC, SDAP, and PDCP and may be
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deployed in a distributed cloud environment. The CU is connected to a potentially
large number of DUs (Distributed Units) that host the RLC, MAC, and PHY).
Secondly, a lower layer split option is possible where the CU includes nearly all
the RAN protocol stack, except the lower-layer PHY functions that is located in
the remote radio heads. The latter option is often referred to as the multi-TRP
(Transmission Reception Point) case. Among others, those CRAN options for NR
offers attractive possibilities to improve the overall URLLC system performance;
e.g. by means of efficient centralized multi-cell queuing- and radio channel aware
scheduling as studied in [20].

4 URLLC Enablers

One of the enablers for URLLC is the flexible frame structure that comes with the
NR, which allows fast scheduling to obtain low latency. The NR operates with a
10 ms radio frame composed of ten 1 ms subframes. Furthermore, the notation of
14-symbol slots, and mini-slots of 1–13 symbols are introduced, as illustrated in
Fig. 2. NR supports dynamic scheduling with variable transmission time intervals
(TTIs), including slot and mini-slot resolution. The symbol duration depends on the
selected subcarrier spacing configuration.

Table 2 show examples of some of the possible TTI sizes for different subcarrier
spacing when using either slot- or mini-slot TTI resolution. Here it should be noticed
that the option with aggregated slot transmissions is achieved with bundled slot
transmissions, i.e. is obtained as automatic non-adaptive retransmissions. NR also
comes with reduced processing times for UEs to decode transmissions (downlink)
and preparation of new transmissions (uplink) [21]. As an example, this means
that a first transmission, and one HARQ (Hybrid Automatic Repeat reQuest)
retransmission is supported within the 1-ms latency limit for URLLC if using
30 kHz subcarrier spacing and 2-symbol mini-slot transmission for the downlink.

As illustrated in Fig. 3, for each dynamic scheduled transmission, the gNB sent
the corresponding scheduling grant to the UE on the PDCCH (aka Downlink Control
Information – DCI). The scheduling grant contains information such as resource
allocation, e.g. on which PRB (Physical Resource Blocks) as well as the used MCS

Fig. 2 Simple illustration of NR radio frame, subframes, slots, and mini-slots
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Table 2 Overview of options for TTI sizes

TTI size / subcarrier spacing 15 kHz 30 kHz 60 kHz

2-symbol mini-slot 0.14 ms 0.07 ms 0.035 ms
4-symbol mini-slot 0.28 ms 0.14 ms 0.07 ms
7-symbol mini-slot 0.50 ms 0.25 ms 0.125 ms
14 symbol slot 1.0 ms 0.5 ms 0.25 ms
2 slot aggregation 2.0 ms 1 ms 0.5 ms

Fig. 3 High-level illustrations of downlink and uplink dynamic scheduling principles, as well as
downlink SPS and uplink CG

(Modulation and Coding Scheme). Enhanced dynamic link adaption (i.e. selection
of MCS) is supported to fulfil the ultra-reliability requirements by introducing a
new CQI (Channel Quality Indicator) feedback options that corresponds to 1e-
5 BLER for URLLC. As an example, this opens for service specific joint link
adaptation and scheduling implementations [22]. Designing efficient gNB packet
scheduling policies to efficiently serve URLLC traffic (potentially in coexistence
with eMBB traffic) is a challenging problem, although being addressable with
algorithms of modest complexity as shown in [23]. The scheduling policy should
take the following into account; head of line delay metrics for the URLLC payloads,
HARQ effects, overhead from scheduling grants (i.e. PDCCH DCI), as well as
avoiding segmenting smaller URLLC payloads over multiple TTIs.

As in LTE, also SPS (Semi-Persistent Scheduling) is supported for NR where
periodic transmission resources are configured for a UE. SPS is particularly attrac-
tive for deterministic traffic flows (including TSC), and also overcomes potential
errors related to decoding of dynamic scheduling grants. For meeting the 1-ms
URLLC target the uplink, there is often not enough time for the gNB to await
reception of a scheduling request from a UE, followed by transmission of a dynamic
scheduling, and finally the UE’s uplink transmission (see Fig. 3). The option of CG
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(Configured Grant) is therefore supported the uplink, where the gNB may configure
periodic transmission resources for a UE. The UE thereafter immediate transmit to
the gNB on those pre-configured resources whenever it has data available, thereby
achieving lower latencies. The former is also known as grant-free transmission as is
analyzed in [24] for URLLC use cases. The configuration of SPS and CG resources
happens via RRC signalling, followed by activation by means of DCI on PDCCH
as illustrated in Fig. 3 and summarized in Table 3.

For efficient co-existence of eMBB and (e)URLLC/TSC services in the down-
link, preemptive scheduling has been introduced. In short, preemptive scheduling
offers improved downlink multiplexing of eMBB and latency critical traffic, where
the gNB may partially overwrite (i.e. pre-emption) an ongoing eMBB transmission
with a shorter urgent URLLC transmission. The gNB may announce such pre-
emptions to the affected eMBB UEs by sending them an interrupted transmission
indication, such that the UE(s) know that part of their transmission has been
overwritten. In order to minimize the impact on the eMBB UEs that are subject
to pre-emption, code block group based HARQ retransmissions are introduced as a
smart recovery mechanism, where only the effected code block groups (i.e. a sub-
set of the full transmission block) is retransmitted [25]. The latter is one of the
HARQ enhancements that are introduced for NR [26]. For the uplink, and equivalent
solution is standardized for Release-16, where the gNB can inform eMBB UEs to
cancel an ongoing transmission to quickly release radio resources for urgent URLLC
transmissions. The gNB cancellation indication is send using a group common DCI
signalling (known as format 2–4 [3GPP TS 38.213]). For gNBs with eight or more
antenna ports, so-called opportunistic spatial pre-emptive scheduling for efficient
co-existence of URLLC and eMBB is recommended as studied in [27] by utilizing
advanced multi-user MIMO techniques. More details on the NR scheduling schemes
can be found in [14] as well as in Table 3.

For achieving ultra-reliability, NR includes PDCP PDU duplication over two
RLC legs where the same data packet is sent over two different channels to the UE.
Thereby introducing additional redundancy, and thus achieving higher probability
of correct reception assuming there is low correlation of errors on the two legs.
PDCP PDU duplication may e.g. be applied to a UE that is in dual connectivity
mode with two different gNBs such as a macro and small-cell operating at different
frequencies as studied in [28]. However, it should be noticed that in a multi-
user, multi-cell system, use of PDCP PDU duplication comes with the risk of
creating more interference and additional queuing at the gNBs as payloads are now
transmitted twice, thereby causing increased load. As studied in greater details [29],
careful operation of dual node connectivity with PDCP PDU duplication is therefore
important to leverage the tradeoffs between reliability gains of such techniques
versus the cost that it causes in terms of additional load and interference.

At the MAC/PHY layer, the multi-TRP scenario also offers advanced options
for transmission to the same UE from different nodes. One such example is non-
coherent joint transmission, where the same MAC PDU is transmitted from two
different nodes to a UE, followed by combining of the transmissions in the UE. Such
multi-TRP transmissions required a CRAN architecture with MAC and higher-layer
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Table 3 Overview of (e)URLLC-related NR features

Feature Description

Reduced processing times Processing-friendly RAN protocol design for low
latency, including decoupling of higher layer functions
from real-time constraints at lower layer, and pipeline
processing. Significantly reduced PHY processing times
as compared to LTE (details in [21]).

Short TTI Variable TTI size, including mini-slot resolution TTI
size of 1–13 symbols. Symbol duration scaled with the
subcarrier spacing options of 15 kHz, 30 kHz, 60 kHz,
120 kHz, and 240 kHz.

HARQ Fast asynchronous HARQ with support for CBG-based
retransmissions. E.g. allowing one HARQ
retransmission within the 1-ms latency budget for
URLLC when using 30 kHz subcarrier spacing and short
TTIs of 2-symbols.

Dynamic scheduling Dynamic scheduling grant with flexible indication of
allocated time-frequency resources for the user. For the
uplink, only contiguous frequency domain resource
allocation is supported for PUSCH with DFT-s-OFDM
waveform.

Semi-persistent scheduling (SPS) The time-domain periodicity is configured by RRC
signalling.
The corresponding frequency-domain allocation, and
starting time, is given with the DCI activation. Assuming
fixed MCS for the allocations until new DCI is given.

Configured Grant (CG) UE is configured to immediately transmit on configured
resources whenever it has data (aka grant-free
transmissions).
Type-1: Resource allocation and MCS is configured by
RRC (Time-frequency allocation grid, MCS, etc.)
Type-2: Similar as SPS.

Link adaptation Dynamic link adaptation for PDCCH (aggregation level
adjustment) and PDSCH/PUSCH (MCS selection).
Options for configuring UEs with CQI feedback
corresponding to 1e-2 and 1e-5 target BLER for the
PDSCH are supported.

Preemptive scheduling (downlink) Efficient downlink multiplexing of eMBB and URLLC
UEs, where the gNB may partially overwrite (i.e.
pre-emption) an ongoing eMBB transmission with a
shorter urgent URLLC transmission. If a UE receives the
interrupted transmission indication from the gNB, the
UE may assume that its transmission has been
pre-empted, such that no transmission to the UE is
present on the indicated PRBs and symbols.

Uplink cancellation Option where the gNB can cancel an ongoing uplink
(eMBB) transmission to quickly unleash uplink
resources for urgent URLLC transmissions. Uplink
cancellation indication signalled from the gNB with
group common DCI (known as format 2–4).

(continued)
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Table 3 (continued)

Feature Description

PDCP duplication Packet duplication at the PDCP protocol layer. Transmitted over two
different RLC legs for enhanced reliability.

Multi-TRP Physical layer multi-node transmission and reception scheme for
enhanced reliability (e.g. DL non-coherent joint transmission and
UL multi-site reception and combining).

MIMO Enhanced diversity mechanisms (i.e. reduced probability channel
fades) and massive MIMO with grid-of-beams for improved SINR.

Fig. 4 Overview of options for multi-link connectivity with packet duplication for enhanced
reliability

PHY in the same place, while higher-layer PDCP PDU duplication is supported also
from two separate gNBs. The different options for redundancy transmission modes
are pictured in Fig. 4. Showing the PHY layer multi-TRP option to the left, the two
options for PDCP duplication (using either carrier aggregation or dual connectivity)
in the middle, and higher layer duplication transmitted over two separate 5G NR
network paths with complete 5G network redundancy, including multi-UE device
capabilities for better availability performance. The latter option may e.g. be realized
by using advanced transport layer network protocols, for instance Multipath QUIC,
which has shown to improve wireless communication reliability and availability
for autonomous vehicles in e.g. [30]. Such protocols are very efficient even when
deployed by the same operator leveraging two or more different UE, but even better
gains are possible when conducted across network segments that do not leverage
site, RAN, or network sharing.

Finally, MIMO diversity schemes are of high importance for achieving ultra-
reliable transmission as they help reduce the probability of experiencing deep fades,
and thus low SINRs. The closed- and open-loop MIMO schemes are therefore
instrumental in achieving the URLLC targets. Moreover, massive MIMO options
with grid-of-beams also offer benefits for URLLC as those help further improve the
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experienced SINRs. Table 3 provides a summary of the primary (e)URLLC enablers
for NR; see also [9] and [31].

In line with the communication theory, serving URLLC traffic with strict latency
and reliability constraints naturally comes with a cost of reduced spectral efficiency
as compared to eMBB [32]. The lower spectral efficiency of serving URLLC is
mainly contributed by: (i) using more conservative MCS for each transmission
to achieve low BLER, (ii) using short TTIs that represent larger relative control
overhead from scheduling grant (PDCCH) and headers, (iii) higher interference
sensitivity that may put restrictions on how much traffic load the system can tolerate
while still fulfilling the strict latency-reliability constraints. As a few examples, the
studies in [22, 23, 25] show how the eMBB capacity of NR is affected when URLLC
traffic is carried.

5 Seamless Integration of 5G Into IIoT Environment
with TSC

A major use case in 3GPP Release-16 is to bring the flexibility of 5G NR seamlessly
into Industrial Ethernet environments that use IEEE time-sensitive networks (TSN)
mechanisms. TSN is an openly standardized layer-2 solution that adds full determin-
ism to Industrial Ethernet, with key features that include network-wide scheduling
with strict traffic reservation, shaping, and pre-emption mechanisms as well as
redundancy methods, see ex. [33–36]. To ensure that all networking components and
devices operate synchronously, a common time synchronization is achieved using
IEEE802.1AS mechanisms [37].

By requiring direct support of TSN with 5G NR Release-16, it is ensured
that the manufacturing and automation industry can easily augment their wired
environments with 5G, e.g. for new use-cases or migrating existing ones. A key
contribution comes from the German BMBF research project TACNET 4.0 [38],
where more than 20 manufacturing and automation use-cases were investigated to
derive requirements for the 5G wireless communication service. In NR Release-16,
mainly the closed loop automation use cases in factories are in focus while video,
imaging and audio for professional applications (VIAPA) and other applications
will be a focus point in NR Release-17 onwards. The enabling 5G component is
denoted as time-Sensitive communications (TSC) and it provides means for both
deterministic transport as well as absolute time synchronization of devices which is
an essential enabler for e.g. TSN.

For a 5G TSC deployment to be able to integrate into an existing managed
and wired Industrial Ethernet and TSN environment, a centralized configuration
model is assumed which at the time of specification was the dominant configuration
method found in TSN networks. This means that all network components and
end-devices are configured by a single centralized network controller (CNC) and
single/multiple centralized user configuration (CUC) instances, respectively. A first
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Fig. 5 Simple illustration on how 5GS integrates seamlessly into IEEE TSN environment by
mimicking an Ethernet bridge

enabler in Release-16 was to allow for the 5G System (5GS) to mimic an Ethernet
bridge to the factory, where each UE represents a port on the bridge and where
additional port(s) are available on the CN side. This equivalent model is shown in
Fig. 5. A second step is to let the 5GS be managed by the CNC of the TSN network
which basically reads the requirements from all services (e.g. via the CUC), derives
end-2-end schedules, and then breaks down this schedule into the individual bridges
and their ports, e.g. including the 5GS virtual bridge. In order to map between IEEE
domain parameters and 3GPP internal mechanisms for flow control and QoS, there
are so-called TSN translators on both the device (each UE) and network side (CN
port) of the 5GS. On the CN side, the translator functionality is divided into C-plane
components and U-Plane components respectively interfacing with the network
elements of the 3GPP system. Details of this integration and mapping between the
IEEE TSN domain and the 5G System model and QoS Framework are described in
[39], while basics of the IEEE management mechanisms are described in [34].

Each bridge, including the 5GS virtual one, may be programmed in terms of
gate control mechanisms as described in [35]. Those mechanisms apply at the
ports of the bridge. TSN offers means to specify specific time-windows where a
certain traffic class can be scheduled. This ensures that resources are reserved for the
most critical flows in a tic-toc fashion across the complete network encompassing
multiple bridges. This allows for both deterministic delivery and jitter control to be
better than one microsecond. There are many additional features, for example a pre-
emption mechanism where lower priority traffic transmission is stopped if higher
priority traffic comes in. A description of what IEEE mechanisms are supported in
Release-16 of 5GS can be found in [40]. Most of such features are implemented
in the translator functions, leaving a more traditional approach to data transmission
viable inside the 5GS as will be described later in this chapter. E.g. the 5GS system
may be considered as the internal wiring between the ports of a bridge and IEEE
level gate and scheduling controls are conducted at the translator end-points (UE
and CN).
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6 TSC Enablers

In the following, the 5G NR enablers for TSC are discussed. As denoted earlier, de-
jittering and time alignment to CNC controlled gate timings is done on the “outside”
of the 5GS, e.g. as part of the Device Side and CN TSN Translators respectively
(DS-TT, NW-TT) as shown in 6. As such, a packet may experience some jitter
over the air interface which is much larger than a microsecond but at either of the
translators there will be a “hold-and-forward” buffer that will hold and release the
packet according to the configured gate schedule, e.g. it puts each packet back on
the microsecond schedule, effectively providing de-jittering. Also, features such as
IEEE pre-emption methods are not applied at the air interface but at the translator
end-points. The 5G TSC is built heavily on the URLLC and eURLLC solution as
the enabler to ensure short and guaranteed packet delays between the ports of the
bridge (e.g. UE to CN, or UE to UE). However, due to the special nature of TSN
traffic flows, some additional features are introduced.

The first feature is the ability to configure the RAN with detailed a priori
information of the deterministic traffic flows. With (e)URLLC, 5GS has tackled
the most complicated use-case where it cannot be assumed when a certain traffic
flow has data to transmit, e.g. when packets arrive to the 5GS. While this case is
still supported also for deterministic flows, many TSN traffic flows are typically
strictly periodic and have a known time of arrival. This is a significant benefit
to the 5GS since the system can pre-reserve resources, not only for TSN traffic
but also for freeing up resources for other non-TSN traffic. This is a key feature
in all deterministic networking in order to increase the possible offered load for
critical flows with strict requirements. However, to leverage this information in the
scheduling, the gNB must be made aware of such detailed characteristics of the
TSN service flow. Like (e)URLLC, TSN service flows are mapped to the Delay
Critical GBR QoS category, which informs the RAN about expected packet burst
size, etc. However, to have more information regarding deterministic and periodic
flows, 3GPP has introduced TSC assistance information (TSCAI) [39] that the CN
can use to configure the RAN on top of normal QoS flow parameters. As shown
in Fig. 6a., the TSCAI contains key traits of the service flows, including flow-
direction, periodicity, and absolute time offset that the scheduler can effectively
prepare resources for the flow in advance and without delay. For uplink flows, the
burst arrival time (BAT) is defined at the egress interface of the UE. For downlink
flows, the BAT is defined at the ingress of the RAN (gNB). It should be noted that
the periodicity of vertical services may not fit well with the 5GS numerology, thus
periodicity or BAT values are not necessarily an integer of symbols or slots in the
3GPP domain for instance. The 5GS monitors the difference between clock domain
in order to adjust internal resourcing correspondingly. Within each defined period
(defined by Periodicity parameter), TSC QoS Flows are required to transmit only
one burst of a defined maximum size (maximum data burst value or MDBV) as set
in the 5GS QoS Indicator (5QI) profile of the Delay Critical GBR resource type [39].
Knowing the exact timing of the incoming bursts, the gNB scheduler can prepare
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Fig. 6 Illustration of (a) TSC flow parameters and (b) how multiple SPS patterns can be combined
to fit 5G nomenclature to “odd” timing from vertical industries

its resource to reduce the latency in both uplink and downlink, and it can notably
produce proactive grants in uplink to reduce the time of the scheduling process and
thus the experienced delays.

While dynamic scheduling is improved with TSCAI, further improvements are
introduced in Release-16 to simplify handling and improve performance of TSN and
TSC type services. Being strictly periodic with very low periodicity down to 0.5 ms
and delay requirements for the air interface lower than 0.5 ms, semi-persistent traffic
allocation methods are very efficient compared to dynamic scheduling leveraging
TSCAI. Semi-persistent allocations (i.e. SPS) also bring further benefits including
less reliance on high control channel reliability for carrying the information
regarding dynamic allocations. A drawback is spectral efficiency as a more robust
modulation and coding scheme on fixed frequency resources needs to be selected
compared to dynamic scheduling. However, at very low latency requirements,
dynamic scheduling must operate without hybrid automatic repeat request (H-ARQ)
and here semi-persistent methods support a higher capacity in terms of number of
TSC traffic flows supported. In order to improve the feasibility of semi-persistent
allocation schemes, the supported periodicity in downlink has been reduced to one
slot time (from 10 ms in Release-15). Further, for uplink and downlink, multiple CG
or SPS configurations are supported per UE in order to support multiple TSN flows
effectively. Besides being able to support more simultaneous TSC flows by a single
UE, a larger number of CG/SPS allocations allows the network also to reduce jitter
for traffic flows that have an odd periodicity compared to the 5GS nomenclature
while having lower overhead (e.g. number of unutilized CG or SPS configurations).
This is illustrated in Fig. 6b where three SPS flows with 5G compliant periodicity
of 2.5 ms are combined to match the TSC flow periodicity of 1200 Hz without
wasting resource allocations and with very low resulting jitter (only waiting for next
available TTI opportunity). Further, additional enhancements are made to handle
collisions including prioritization in NR Release-16 and it is also considered to have
simpler configurations for odd-periodicity flows. With these features, even strict
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delay and bandwidth requirements from motion control and other tight Industry 4.0
use-cases can be met with the 5GS system as concluded in [41].

The third feature relates to absolute time synchronization. A UE was already
in Release-15 able to synchronize relatively to the 5GS, e.g. identifying System
Frame Number boundaries. However, in Release-16 the network can inform the
UE about what the absolute time was during such boundary, allowing the UE to
set its time with high accuracy compared to the clock of the 5GS, e.g. typically
UTC. Having end-devices accurately time synchronized is a key feature for them
to collaborate with a high accuracy within Industry 4.0 applications as well as for
the network to synchronize end-points to comply with IEEE TSN mechanisms. To
provide the reference time, NR Release-16 includes two different methods. One is a
new System Information Block (SIB9) message that can be broadcast to all UE [17].
Additionally, the network may provide this information via an RRC message as well
as in a unicast fashion. The achievable accuracy of the UE time synchronization
depends on several factors including the channel environment, cell size, mobility,
and implementation factors. However, as shown in [41] 5GS Release-15 can provide
a time synchronization much better than 1 microsecond for the identified use-cases
for wireless TSC. In order to enable a vertical to synchronize devices to an own
preferred clock grand master different from that of the 5GS, TSC also supports
synchronization over the 5GS according to IEEE802.1AS mechanisms. Here, gPTP
messages are sent across the 5GS in a transparent manner, but at the end points, the
messages are compensated for their residence time or delay experienced through the
5GS. In order to estimate the residence time, both UE and CN rely on having the
same understanding of time, and here the internal 5GS timing method is used as
discussed previously.

7 Outlook

With (e)URLLC and TSC, 5GS starts its journey into IIoT. During next years,
availability and reliability of wireless communications will be under scrutiny from
vertical players, and future releases will add features based on achieved experience
from deployments. Also, as verticals start seeing benefits of wireless freedom and
more agile connectivity opportunities, it is expected that applications will adapt
driving new requirements and use-cases for the upcoming 5GS releases.

Among others, 3GPP is set to work on further link adaptation enhancements (e.g.
through enhanced UE CSI feedback), introducing enhancements NR unlicensed
to improve latency-reliability, additional features for intra-UE multiplexing of
URLLC/eMBB, options for new QoS-related parameters. Although a significant
step for integration into Industrial Ethernet with TSN has been accomplished in
Release-16, there are further features to be considered. One is the optimization of
UE-UE traffic via the network, both in terms of reducing latency and also ensuring
high synchronization accuracy when the time synchronization source sits on the
UE side of the network. Such issues are considered in 3GPP Release-17. In further
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releases, other targets may emerge following along enhancements developed for
TSN in IEEE. Such enhancements may include support for distributed configuration
model as supplement to the centralized model used in Release-16. Finally, as
3GPP in Release-17 and onwards focus on use-cases beyond factory applications,
e.g. audio-video production and smart grid applications, new requirements emerge
for TSC support also for IP applications and wide-area networks where solutions
beyond seamless IEEE integration are required. Finally, time-sensitive applications
use additional measures of reliability compared the average reliability of packet
errors mainly addressed in wireless networks. One example is that many such
applications operate according to a Survival Time where consecutive packet errors
are the most critical to the system and stand-alone errors are less critical. The ability
to configure the network as well as optimizing multi-connectivity radio procedures
for Survival Time is considered in Release-17.
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Selected Aspects and Approaches on
Improving Dependability in Industrial
Radio Networks

Norman Franchi, Tom Hößler, Lucas Scheuvens, Nick Schwarzenberg,
Waqar Anwar, Andreas Traßl, and Gerhard P. Fettweis

1 Dependability Metrics for Wireless Communications
Systems

Dependability theory is a powerful framework, involving the main attributes avail-
ability, reliability, maintainability, safety, integrity, and security [4]. However, only
availability and reliability are quantifiable as probabilities for correct service and
its continuity, respectively. These metrics were proposed in the 1960s to analyze the
life cycles and failures of technical systems [5]. Although the ITU has transferred
the definitions to communications (cf. [15]), they are often used colloquially and
incorrectly in this sector. Understanding and leveraging the following fundamental
dependability metrics and their differences refine the discussion on ultra-reliable
low latency communications (URLLC), which will help mastering key challenges
of future wireless communications systems, e.g., in wireless factory automation
and real-time remote control. In this section, basic dependability quantities are
introduced before they are applied to multi-connectivity for wireless industrial
communications.

Dependability theory distinguishes between an operational state, which is indi-
cated as “up” and a failed state or in repair, if repairs are possible, indicated
as “down.” In the following, the term item represents a structural unit, e.g., a
component of a system, a system itself, or a service.
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Definition 1 Availability A is the probability that an item is able to perform as
required at a given point in time [11].

Availability can be interpreted as an average success probability, equivalent to the
complement of the packet loss rate (PLR) or outage probability P out in communi-
cations, A = 1 − P out. Correspondingly, availability expresses the mean proportion
of time an item is operational,

A = MUT

MUT + MDT
(1)

with MUT and MDT denoting the mean uptime and mean downtime, respectively.
These key performance indicators (KPIs) are defined as follows.

Definition 2 Mean uptime MUT is defined as the average duration from a transition
to an up state until the first transition back to a down state.

Definition 3 Mean downtime MDT is the counterpart of MUT and, thus, defined as
the average duration from a transition to a down state until the first transition back
to an up state.

Definition 4 Mean time between failures MTBF is the average time duration
between consecutive transitions from an up state to a down state, equivalent to the
sum

MTBF = MUT + MDT. (2)

For Rayleigh fading channels, which will be evaluated in Sect. 2.5, the influence
of the carrier frequency and mobility is cancelled out in this quotient [12]. This
is one reason why the KPIs availability and PLR alone are of limited benefit
for specifying URLLC. A further shortcoming of these metrics is the lack of
reference to individual time intervals. Characterizing the probability of continuing
a failure-free operation throughout a time interval is of major interest for critical
machine-type communications, e.g., during maneuvers of wirelessly controlled
robots or automated guided vehicles (AGVs), addressed by the following depend-
ability quantity.

Definition 5 Mission reliability R(�t) is the probability that an item is able to
perform as required throughout a mission time interval �t [13].

In contrast to the traditional reliability definition, the term “mission” is added here,
emphasizing the failure-free operation throughout this time interval. In general,
it is not possible to convert between reliability and availability because mission
reliability depends on the mission duration as opposed to availability. Since a
failure-free operation is practically impossible for long missions due to random
processes causing failures, the limiting value of the mission reliability R(�t) as �t

approaches infinity is zero, lim�t→∞ R(�t) = 0. It is important to understand that
referring to a certain reliability value without specifying the corresponding mission



Selected Aspects and Approaches on Improving Dependability 23

duration �t is not a valid statement. In wireless systems, however, reliability is
usually defined as the amount (in %) of sent packets successfully delivered to a given
node divided by the total number of sent packets [1]. This interpretation is related to
PLR or outage probability without reference to the time dimension [11]. Hence, it
corresponds to the concept of availability (cf. Definition 1). If short downtimes can
be accepted, which is the case for today’s communications systems, the concept of
mission reliability can be extended to the following dependability KPI.

Definition 6 Mission availability M
(
�t, tmax

d

)
is the probability that all down-

times are not longer than the threshold tmax
d during a mission of duration �t [14].

This metric specifies the success probability of a mission, in the case that interrup-
tions can be tolerated. Obviously, mission reliability is a special case of mission
availability given by R(�t) = M

(
�t, tmax

d = 0
)
.

2 Physical Layer Multi-connectivity

Diversity is widely accepted to be key in order to improve the dependability of a
system, e.g., by introducing backup components corresponding to the redundant
transmission of messages over different wireless channels. Multi-connectivity
using multi-link diversity is a promising approach to enable URLLC and highly
dependable IRSs, respectively. This section outlines why multi-connectivity on the
physical layer should be implemented, discusses selected implementation aspects,
and explains how to establish an abstraction layer for generalized link quality
assessment and higher layer evaluations such as system-level simulations.

2.1 Fading in Multipath Channels

While signal processing and coding on the physical layer (PHY) of modern wireless
communications systems have remarkably evolved over the past decades, their
performance still depends completely on local radio conditions. Multipath prop-
agation due to reflections from surrounding objects causes rapid random power
level fluctuations (fading) at the receiver. The received signal-to-noise ratio (SNR)
determines how much data may be transmitted error-free with a certain probability.
In reverse, to achieve dependability on a wireless link, it needs to be ensured that
the SNR stays above the level required by the desired target data rate. In practice,
said SNR requirement is a function of the modulation and coding scheme (MCS).
Taking receiver noise into account, the determined SNR translates to a minimum
received power which is referred to as the sensitivity level.

Figure 1 shows a trace of received power over time which has been captured
in a factory hall with plenty of reflective walls and machinery [7]. The power
levels of two frequencies in the 5.8 GHz ISM band both exhibit typical major
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Fig. 1 Received power over time on different frequencies while a pedestrian walks by. Plotted
from obstructed line of sight measurements in a factory hall with a resolution bandwidth of
1 MHz [7]. The sensitivity level has been set to this particular value for illustration purposes only

drops (deep fades). Assuming an arbitrary sensitivity level of −85 dBm, it can
be observed that the received power on each frequency falls below this threshold
once within the depicted time frame. A state-of-the-art single connectivity wireless
system using only one of the two frequencies would experience an outage in terms
of one or more packet errors. While an increased transmit power can mitigate
such occasional outages, it comes at the cost of reduced energy efficiency, causing
additional interference to other wireless devices. In fact, this can be mitigated by
using multiple frequencies, as outlined below.

2.2 Multi-connectivity as Source of Diversity

Physical layer multi-connectivity solutions aim to reduce fading by utilizing
multiple weakly correlated links in parallel. The idea is that it is less likely to
have deep fades on all links compared to the probability of a deep fade on a single
link. Physical layer multi-connectivity solutions influence the dependability of the
communications system by reducing the overall PLRs. By physical layer multi-
connectivity, we refer to any system where users are connected via multiple links.
Both connections to a single access point (AP) and connections to multiple APs
are viable. Multi-connectivity design always needs to be aligned with the wireless
channel, since the channel determines the correlation between the links and
therefore the multi-connectivity performance.

When connecting to a single AP over multiple links, users can be served
on different frequencies, in different time instances or over spatially separated
antennas. When designing a multi-connectivity system which is serving on different
frequencies, the behavior of the channel over the communications bandwidth is of
crucial importance for the performance of the system. The coherence bandwidth is
the frequency range over which the wireless channel is highly correlated. The links
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of a multi-connectivity system utilizing different frequencies therefore have to be
separated at least by the coherence bandwidth to ensure a weak correlation. Thus,
when designing a frequency separated multi-connectivity system, usually better
performance is achieved when the serving frequencies are not located next to each
other. Instead, several other users are allocated in between the serving frequencies.
In general, factories benefit from larger space and the use of highly reflective
materials. This leads to larger propagation delays and therefore a more frequency-
selective channel with a lower coherence bandwidth. However, factory halls are
different from each other and frequency separated multi-connectivity performance
depends on the respective factory environment [21]. Time-separated links need to
be delayed at least by the coherence time of the channel which induces an additional
latency source, especially in static environments. These high latency values are
usually unacceptable for industrial use cases and often prevent the use of time
separated multi-connectivity links in practice. Multiple antennas have to be spatially
separated such that individual channel variations arise.

In the case of multiple APs serving a single mobile station (MS), the additional
spatial separation is beneficial compared to the single AP case as it further
decorrelates the small-scale fading of the links. Furthermore, spatially separated
APs also help in disadvantageous large-scale fading and high single link path loss
scenarios.

When considering diversity, it seems appropriate to compare physical layer
multi-connectivity to traditional spatial diversity using Multiple-Input Multiple-
Output (MIMO). Multi-connectivity can be interpreted as a multi-antenna system
with a diagonal channel matrix, i.e., a system where each input connects to exactly
one output. Taking a multi-connectivity setup with multiple links on separate
frequencies, for example, this would require additional resources in terms of
spectrum for every added link, while MIMO is able to separate links by space-
time block coding. However, such multi-connectivity setup poses less constraints on
the synchronicity in case of distributed APs: while time offsets between individual
transmissions cause inter-symbol interference in MIMO systems, multi-connectivity
is able to compensate for such offsets if each transmission is received on a separate
frequency [20].

2.3 A System Model for Multi-connectivity

In multi-connectivity systems, the MS is simultaneously connected over L links
to a total of N access points as depicted in Fig. 2. Redundant data is transmitted
to enhance the average PHY dependability. The l-th link is characterized by its
instantaneous SNR γl . In the following, a downlink topology between one or
multiple APs and a single MS is assumed for simplicity.

At the MS the redundant data from each link is again combined to a single bit
stream. The combining can be implemented at several points of the transmission
chain. In Fig. 3 reception of multiple links and combining after the demodulator is
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Fig. 3 Flowchart for multi-connectivity with diversity combining of L receiver chains

depicted. Regardless of whether the links were sent from only one AP or multiple
APs, several combining options are available:

• Selection combining: Only the link with the best instantaneous SNR is selected
for data recovery. Selection combining is the least complex of all combining
schemes.

• Equal gain combining: Links are phase corrected and averaged regardless of
their SNR. Therefore, every link has the same weight within the combined
signal, independently of their link quality.

• Maximum ratio combining: Links are weighted according to their SNR before
they are averaged. Links with a good average SNR are higher weighted and
have a higher influence on the combined signal. In this case the SNR after the
diversity combiner will be the sum of the link SNRs.

Complementing the simple and well-known schemes from above, an alternative
method with deferred combining is recently being discussed. Joint decoding with
distributed turbo codes, originally conceived for relaying applications [23], can be
employed as coding and combining scheme [19]. Each link is being decoded in
parallel, while decoders exchange soft bit information between links iteratively.
In contrast to the receiver structure depicted in Fig. 3, joint decoding requires
individual demappers and decoders per link, and the point of combining moves
further downstream to the decoders. Joint decoding comes at the cost of higher
complexity but enables different interleaving patterns per link which can be used
to construct a stronger chained code [23]. It has been shown theoretically that joint
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decoding outperforms maximum ratio combining and selection combining in terms
of outage probabilities in Rayleigh fading channels [24]. Simulation results confirm
these findings as well for frequency-selective fading and indicate growing benefits
as fading gets more selective and imperfections such as unavailable or noisy SNR
estimates are considered [19]. However, making use of different coding parameters
per link implies different transmit symbols for the same user data and is therefore
not compatible with the symbol-level combining schemes listed above. For ease of
understanding, the following discourse on abstraction shall be limited to the former
combining schemes.

2.4 Physical Layer Abstraction for Multi-connectivity

To simulate a large network in a computationally efficient way, physical layer
abstraction (PLA), or link-to-system mapping, is required, as modeling physical
layer processing of each node is computationally expensive. Furthermore, to
evaluate high reliability as required for industrial communications, a large number
of packets are required to be transmitted, which may take months to simulate [3].
Therefore, PLA for multi-connectivity is essential to investigate various trade-offs
and performance goals in industrial environments. PLA predicts the performance by
mapping the received SNR to a PLR or throughput. In the case of coded modulation,
no closed-form expression exists for PLR or capacity in terms of SNR. Therefore,
simulation-based look-up tables are generated per MCS in the presence of additive
white Gaussian noise (AWGN) fading. To evaluate performance in fading channels,
an effective SNR is computed, which is equivalent to the AWGN SNR. For example,
in wide-band orthogonal frequency division multiplexing (OFDM) systems, each
subcarrier could have different SNRs due to frequency-selective fading. Therefore,
effective SNR mapping is required to predict the performance. Moreover, for
multi-connectivity network where multiple links could have variable SNRs on
their subcarriers, a combined effective SNR of all assigned links is required. The
effective SNR can be obtained using the SNR mapping algorithms such as receive
bit information rate (RBIR) and exponential effective SNR mapping (EESM) or
enhance EESM (eEESM). The authors in [2] showed that eEESM outperforms other
algorithms in terms of accuracy; therefore it is considered here for PLA.

To obtain a combined link quality metric (LQM) for multi-connectivity, the post-
combined subcarrier SNRs γ = [γ1, γ2, . . . , γG], where G is the total number of
subcarriers, are mapped to an effective SNR, given as

γeff = β

2
W

⎛

⎜
⎝

2
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⎝ 1

G

G∑
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1√
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⎠

−2
⎞

⎟
⎠ , (3)

where W (·) is Lambert-W function [9], g is the subcarrier index, and β is a
modulation and channel-dependent parameter which can be optimized as
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β = arg min
β

|γAWGN − γeff (β)|2 . (4)

The default values of β are 1, 2, 10, 42, and 170 for BPSK, QPSK, 16-QAM, 64-
QAM, and 256-QAM, respectively, obtained from upper bounds on symbol error
probability [6].

After having an accurate LQM, system-level simulation or link adaptation can be
performed simply by mapping SNR to expected PLR or throughput using look-up
tables. These tables are generated per MCS under AWGN fading conditions.

The concept of system-level simulations using PLA is explained in Fig. 4. In the
system-level simulator, a random frequency response of each link is generated, and
per subcarrier SNRs are obtained. The multi-user dependencies can be added such as
scheduling, resource allocation, access schemes, and interference. Then, these SNRs
are mapped to an effective SNR, and the performance is determined using look-up
tables. The resultant LQM can be used for multiple purposes such as performance
evaluation, link adaptation, or automatic repeat request (ARQ).

2.5 Applying Dependability Metrics on Multi-connectivity

In this section, a multi-connectivity scenario is evaluated with regard to the
dependability quantities introduced in Sect. 1. The focus is on small-scale fading due
to multi-path propagation as a major cause of failure for wireless communications
systems. Channels are modeled as repairable components. A channel is denoted as
“up” (operational), if it can successfully transmit and receive messages; otherwise
the channel is called “down.” This interpretation of the wireless channel as a
repairable item complies with the Gilbert-Elliot model [10]. The fading margin is

Link-level

PLRAWGN

PHY Abstraction
(Effective SNR to
PLR mapping)

System-level

• Generate random
frequency response of
the channel H

• Determine the received
SNR of each subcarrier

Link adaptation,
Scheduling, ARQ, etc.

Link quality metric (LQM)

eEESM

System performance
(Data Rates, PLR, etc.)

γγeff

Fig. 4 Link-to-system-level mapping using physical layer abstraction
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defined as F = pavg/pmin with the average receive power pavg and the required
minimum receive power. The maximum Doppler frequency fD = vf/c reflects the
influence of the carrier frequency f and the relative velocity v between transmitter,
receiver, and scatterers with c denoting the speed of light. Level crossing analysis
obtains the average (non-)fade duration of a Rayleigh faded signal [12]. The
reciprocals characterize the transition rates between the up and down state, which
are referred to as failure rate and repair rate. These rates are assumed to be constant
implying that the random fading process is stationary.

The multi-connectivity scheme selection combining is considered, where the
user’s communication is successful if at least 1 out of n wireless channels is
operational. This wireless communications system can be modeled as an irreducible
and homogeneous continuous-time Markov chain (CTMC) and evaluated with
respect to the introduced dependability metrics. Detailed evaluations can be found
in [12–14]. In the discussion below, the index n relates to the number of independent
Rayleigh fading channels a single user is simultaneously connected to, performing
selection combining. For readability reasons, the complementary availability and
mission reliability are depicted on a reversed axis. This presentation takes advantage
of the logarithmic scale in the relevant range, emphasizing that values on top are
superior, which is common in dependability theory.

Evaluations of the availability An are shown for different values of F and n in
Fig. 5. Higher degrees of redundancy, which are equivalent to higher numbers of
simultaneous connections n, increase the availability. It is important to note that
the availability solely depends on the fading margin F for any selected multi-
connectivity order n in the considered scenario. Hence, this metric cannot reflect
the influence of mobility aspects or the carrier frequency on the communication
performance.

Subsequently, the KPIs MDT, MUT, and availability are studied jointly, confining
the concentration on the exemplary fading margin F = 20 dB. Table 1 provides
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Table 1 Exemplary
comparison of MUT, MDT,
and availability of n selection
combined links for
F = 20 dB

n 1 − An v [m/s] f [GHz] MDTn MUTn

3 10−6 5 3.75 2.1 ms 3.6 min

3 10−6 5 5.7 1.4 ms 2.4 min

3 10−6 80 3.75 133.5 µs 13.6 s

3 10−6 80 5.7 87.9 µs 8.9 s

5 10−10 5 3.75 1.3 ms 15.2 d

5 10−10 5 5.7 843.5 µs 10.0 d

5 10−10 80 3.75 80.1 µs 22.8 h

5 10−10 80 5.7 52.7 µs 15.0 h
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Fig. 6 Complementary mission reliability for v = 5 m/s, F = 20 dB

evaluations combining low and high velocity v with different carrier frequencies
f for n = 3 and n = 5 redundant links. Multiple system designs with the same
availability can exhibit significantly varying MUT and MDT. For n = 3 links,
an availability A3 = 1 − 10−6 is obtained, which appears promising for many
URLLC use cases, but the MUT3 varies in the range of a few minutes and less. The
corresponding MDT3 values are comparable to latency requirements for URLLC
applications, e.g., wireless industrial automation. Current systems can tolerate short
downtimes. However, the strict requirements of many industrial applications cannot
be permanently satisfied if the MDT is in the range of their latency constraints. As
expected, two additional redundant links improve the availability A5 by a factor of
10,000 due to the selected fading margin F = 20 dB. The MUT5 also increases
significantly the expected uptime of more than 2 weeks for the low mobility and
low frequency scenario may be comparable to the maintenance cycle in factory
automation. However, the MDT5 is not even reduced by half.

Figure 6 reveals the trade-off between mission duration, mission reliability, and
number of links, which could be applied for industrial radio networks. In accordance
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to basic dependability theory, all n components (channels) are usually assumed to be
operational at the beginning of the observation. In contrast to the KPIs availability or
PLR, performance requirements can be defined by a target mission duration �t and
the corresponding mission reliability R(�t). For instance, if a wirelessly controlled
robot in a factory is required to continue a failure-free operation during a mission
duration �t = 10 s with a probability of more than 99.999%, at least n = 5 selection
combined links will be necessary. The offsets between the mission reliability
curves of the two considered carrier frequencies are caused by their impact on the
Doppler frequency. It turns out that the frequency f = 3.75 GHz, which is under
discussion for industrial applications, slightly outperforms the unlicensed frequency
f = 5.7 GHz.

3 Joint Design of Wireless Control and Communications

Past and current wireless communications systems strongly focus on enabling
broadband services such as video, image, audio, and text data. For all these services,
a human is commonly the addressee, consequently increasing the demand for high
data rates (mainly caused through video streams [8]) and posing less stringent
requirements regarding latency and reliability of the wireless connection. These
requirements on a wireless connection were fundamentally redefined with the
advent of industrial services. In contrast to human-centered services, the industrial
setting features particularly machine-to-machine communications, i.e., with no
human involved. Many of these services were defined in a multitude of national
and international projects that promise great benefits from incorporating wireless
communications instead of/or in addition to state-of-the-art cable solutions. One
example is the management of automated guided vehicle (AGV) fleets. Thereby,
each AGV is steered and controlled over the air without provisioning path-related
infrastructure such as wiring or tape on the ground, thus providing the highest degree
of freedom of movement. This also greatly reduces capital expenditure (CapEx) and
operational expenditure (OpEx) as restructuring the whole fleet can be done solely
in software.

3.1 Networked Control Systems and URLLC

Implementing closed-loop control over wireless communications systems is a
challenging task as wireless systems are faulty, slow, and inaccurate compared
to wired alternatives such as Ethercat, Profinet I/O, SERCOS III, etc. There are
currently two major streams of research toward enabling closed-loop applications
over wireless communications systems. The first exists since the late 1990s and
is termed networked control system (NCS). Researchers around NCS view the
challenge of indeterministic, erroneous, delayed, and quantized data from the
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control domain, developing sophisticated control algorithms that can tolerate such
non-idealities. A recent survey of results can be found in [25]. The second major
stream of research is termed URLLC and views the challenge solely from a
communications perspective. Broadly, the goal in URLLC research is to “replace
the cable” by providing latency, determinism, reliability, and data rates comparable
to cable solutions.

With the goal in mind to design the best possible wireless communications
system that ensures acceptable control application behavior, both approaches do not
provide enough input on the interdependencies of the control and communications
domain. The approach of URLLC targets latency times in the order of 1 ms at
packet reliability values of 99.9999%. In [16], fundamental availability analysis has
shown that in order to realize outage durations larger than 10 ms at probabilities
<10−4 for a fading margin F = 10 dB, at least four independent fading links
need to be deployed simultaneously (with selection combining under Rayleigh-
fading conditions). For two more orders of magnitude improvement, even more
links need to be deployed in parallel. It shows that this approach does not scale
since the required resources are tremendous. Although the research on NCS gives a
good indication of which communications non-idealities have a negative impact on
control performance, there exists no control-communications co-design approach
that can perform a cost-benefit assessment to provide design recommendations.

NCS and URLLC both make a great effort in solving the problem in their own
respective domains. However, it is believed that a CoCoCo approach will alleviate
the required efforts in both domains for a constant quality of control (QoC). Figure 7
offers an abstract explanation. Thereby, on the spectrum of only optimizing the
control domain (left side) and only the communications domain (right side), the
middle ground, which tackles the challenge jointly from both sides, achieves a co-
design gain as the sum effort is reduced.

Driven by the need for scalable yet reliable communications systems for
industrial applications, the ultimate goal is to develop a deep understanding of the
requirements closed-loop control applications pose on a communications system.
Furthermore, design recommendations for wireless communications systems are
to be made that ensure correct application behavior while minimizing system

f

Spectrum between all-control and all-communications approaches

NCS
URLLC

CoCoCo

CoCoCo

Design effort in
control domain

Design effort in
communications
domain

Fig. 7 The CoCoCo approach promises to reduce the required complexity in both domains, also
leading to an overall reduced sum complexity
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resources. Thereby, CoCoCo is a broad term that covers everything in which both
domains are jointly adapted to one another. For instance, in [18], it was shown how
a cross-domain manager (CDM) is able to translate in real-time the state information
(e.g., latency in the network) from the communications domain in order to optimize
the performance of the control domain (e.g., through adaptive controller redesign).
In [22], it was shown how very accurate times-tamps can be generated over standard
WiFi systems, enabling a global clock synchronization of both domains. This in
turn enables sophisticated control algorithms as timestamped messages and an
accurate clock in the receiver enable to calculate precise delay-adjusted estimation
values. These examples show that there are many interconnections between the two
domains that can be jointly optimized. In the following, the co-design of a dynamic
resource allocation scheme is presented that evaluates and exploits the necessity of
successfully transmitting a packet with control information.

3.2 Joint Design Requires Co-design Performance Metrics

Co-designing in two engineering areas simultaneously requires performance metrics
that are able to describe how design choices in one domain affect the other domain.

In [17], it was shown on a fundamental level that packet losses do not always
have fatal consequences for the application. Doubling the sampling rate for a
(equidistant sampling) control application allows for every other packet to be
lost without degradation of control performance (but requires double the amount
of wireless resources). This simple thought experiment also demonstrates the
necessity to include the time instant of packet loss to the evaluation. While
especially communications engineers still use the PLR as the main KPi for reliability
assessment, this metric holds no information about the temporal occurrences of
packet loss and therefore is not sufficient when transmitting time-sensitive data (as
is the case for control applications). Hence, a metric termed control communications
availability (CCA) is introduced in order to emphasize the (un-)availability of the
control application based on communications availability. The time of a lost packet
is critical to determine whether the control application is working or not. Therefore,
CCA is a completely new concept.

To illustrate this with an extreme example, consider a control application that
can tolerate single packet losses. This means that as long as every lost packet is
followed by a successfully transmitted packet, the application is still operational.
The performance of the control application might be degraded but is still deemed
good enough by the control application engineer. Therefore, in the worst case,
the PLR can reach values of 50% (every other packet) and still fulfill the control
applications’ requirements. On the other hand, even extremely low PLR values
are meaningless as soon as two consecutive packets are lost and the application
consequently stops.

Having a tolerable number of consecutive packets that can be lost effectively
adds time diversity to the system design on an application level. Time diversity on
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Fig. 8 Markov model of the new CCA approach

a communications level is well-known to date and is featured in re-transmission
schemes in all major wireless technologies. However, it must be emphasized that
the proposed method comprises a try-once-discard (TOD) approach on the commu-
nications level since the system knows that on a control level the lost packet can be
tolerated.

3.3 Fault Tolerance Modeling

Modeling the interdependencies between control and communications domain is
essential for a co-design. For the goal of developing a dynamic resource allocation
scheme, the statistics of packet losses need to be modeled.

For the communications system at hand, the frequency spacing of the system
is assumed larger than the coherence bandwidth of the channel, and the sampling
period is assumed larger than the coherence time of the channel. Both assumptions
are reasonable for industrial environments as the sampling period and the multipath
delay spread are large. For simplicity, it is also assumed that the system is
capable of multi-connectivity with diversity in frequency, combined with selection
combining. Hence, links can be assigned in parallel and they as well as consecutive
transmissions on the same link fade independently. Since this leads a memoryless
system, the Markov chain in Fig. 8 can be considered for modeling. K describes
the number of consecutive packet losses a control application can tolerate. The
application jumps from a state sk to sk+1 when a packet is lost, with k describing
the current number of consecutive packet losses. Whenever a packet is successfully
received, the application jumps back to s0. Only when K + 1 consecutive packets
have been lost, the application is considered “down” (rightmost state). All values
k ≤ K span the “CCA domain” in which the application is “up.”

Deriving a meaningful value for K is left to the application engineer. An
exemplary derivation was performed in [17] for the AGV use case, yielding K = 3
for a sampling rate Ts = 30 ms.

The transition probabilities in Fig. 8 denote the probabilities that (in a certain
state) the transmission succeeds/fails. These probability values can be adjusted
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through many different approaches, e.g., adaptive modulation and coding or multi-
connectivity.

3.4 Deriving an Appropriate Radio Resource Allocation
Scheme

Co-design implies continuous scrutinization of how design choices will affect the
other domain. In this paragraph, a radio resource allocation scheme that maximizes
the CCA will be designed. This can be achieved through negatively correlating
packet loss because it was found that in the context of control applications, negative
temporal packet loss correlation increases QoC tremendously while burst errors
degrade it [17]. With this knowledge, a resource allocation can be developed that
features such negative correlation without requiring a large amount of resources.

The time diversity and frequency diversity can be exploited to a great extent by
adjusting the transition probability values pk for every k. Instead of deploying a
static resource allocation scheme which leads to the same values pk for all k, it
is proposed to save resources in “early” states, whereas in “late” states (k close to
K), many concurrent resources are spent in order to avoid the imminent application
outage. This approach is termed state-aware resource allocation (SARA). In order
to efficiently describe different resource allocation schemes, the general notation S

j
l

is introduced, with l indicating the base number of links, i.e., the number of links
allocated after a successful transmission, and j indicating the number of links added
for each lost packet. Hence, schemes S0

l denote static resource allocation schemes
with l links in parallel and are also presented here for comparison.

3.5 Impact on the More Precise Understanding of KPIs

Newly developed KPIs on the interface of control and communications target a
high informative value on the interdependencies of the two domains. At the same
time, these new metrics also allow a sharp performance comparison between design
choices made in one domain and how these choices affected the other domain.

With the help of the Markov model for the steady state, the results in Table 2 are
obtained for a per-link packet loss probability of ploss = 10%, which constitutes
a comparable per-link packet loss probability to many state-of-the-art wireless
communications systems.

The table demonstrates that even with high link failure probabilities of 10%,
extremely high CCA values can be achieved, yielding MTBF values that are in the
order of years instead of minutes without spending significantly more resources;
compare S0

1 and S1
1 that use 1.0 and 1.09 links on average but diverge by 6 orders

of magnitude in terms of CCA. It also shows that spending resources when they
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Table 2 Resulting KPIs for K = 3 tolerable packet losses at Ts = 30 ms

Average packet loss
rate

Control-comm.
unavailability

Mean time betw.
failures Average links

Scheme PLR 1 − CCA MTBF c̄

S0
1 100.0 × 10−3 1.0 × 10−4 5 min 1.00

S0
2 10.0 × 10−3 1.0 × 10−8 35 days 2.00

S0
3 1.0 × 10−3 1.0 × 10−12 103 years 3.00

S1
1 91.7 × 10−3 9.1 × 10−11 10 years 1.09

S1
2 9.9 × 10−3 9.9 × 10−15 105 years 2.01

S2
1 91.0 × 10−3 9.1 × 10−17 107 years 1.18

S2
2 9.9 × 10−3 9.9 × 10−21 1011 years 2.02
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Fig. 9 Relationship between ploss and CCA for all example schemes at K = 4

are actually needed, i.e., shortly before an application fails, instead of all the time,
greatly reduces the average number of links for each scheme while still providing
exceptional CCA values; compare S0

3 and S1
2 with 3 and 2.01 used links on average

but a 100-fold increase in CCA.
This clearly demonstrates the benefit of incorporating SARA into industrial

wireless communications systems. Figure 9 demonstrates that a high tolerance
against consecutive packet loss (K = 4) enables exceptionally high CCA values,
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even for high per-link packet loss probabilities ploss of 20–30%. It furthermore
enables to tune ploss to just the right value in order to achieve a targeted CCA.
This allows for high spectral efficiency on the physical layer, reducing the required
resources even further.
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Time-Sensitive Networking for Industrial
Control Networks

David Ginthör, René Guillaume, Naresh Nayak,
and Johannes von Hoyningen-Huene

1 Introduction

Manufacturing domain in today’s era is striving for efficiently manufacturing highly
individualized products. One of the requirements to achieve the “lot size one”
goal (i.e. customization of manufactured products on an individual basis) is a
flexible and re-configurable manufacturing shop floor. Existing communication
architectures separating the information technology (IT) infrastructure from the
operation technology (OT) infrastructure hinder flexible networks. A converged
networking infrastructure shared between the IT and OT applications is rather
desirable. Deploying such a networking however is far from trivial. The diverse
applications executed in the manufacturing infrastructure have varying demands
from the underlying communication network. On the one side are applications
implementing industrial process control on the field level, which require hard real-
time communication guarantees like upper bounds on communication latency and
latency variance, reliable packet delivery, etc. In contrast are the Manufacturing Exe-
cution System (MES) and Enterprise Resource Planning (ERP) applications, which
are rather soft real-time in nature and are focused on bandwidth and throughput.
Thus, one of the prerequisites of the networking technology that can be deployed in
smart factories is the capability to provide different levels of quality of service (QoS)
for the applications. While many networking technologies meet this requirement,
most of them are not interoperable with each other. Moreover, a few of them are
proprietary and result in vendor lock-in. Hence, several standards organizations like
the IEEE, 3GPP , etc. are working on standardizing networking technologies, wired
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as well as wireless, for a vendor-independent converged network in the context of
manufacturing shop floors.

The IEEE Time-Sensitive Networking (TSN) Task Group (TG) is working
on extending the IEEE 802.1Q standards to equip Ethernet (IEEE 802.3) with
features (cf. Sect. 3.1), enabling it to handle traffic differentiation in their QoS
requirements. The widespread penetration of Ethernet makes it a natural choice as a
basis technology for developing a standardized converged network. On the wireless
side, the 3GPP is in the process of specifying the standards for the fifth generation
(5G) of mobile communication technology. Various mechanisms (cf. Sect. 3.2) are
being incorporated in the 5G standards for making it compatible with TSN and,
thus, provide end-to-end (across wired and wireless sub-domains) seamless QoS
guarantees for applications.

1.1 Contribution

The aforementioned networking technologies – TSN and TSN over 5G – are
seen as enabling technologies for converged networks and deterministic vertical
integration. However, the interplay between these technologies (parts of which
are either recently standardized or are being standardized) throws a lot of open
questions. In this chapter, we provide a brief overview of the different mechanisms
being standardized as a part of TSN and TSN over 5G. We also discuss the different
challenges that need to be addressed before these technologies can be deployed to
achieve a converged network.

This chapter is structured as follows. In Sect. 2, we introduce several challenging
use cases for the “Factory of the Future” and derive requirements with respect to
communication networks. We briefly introduce the networking technologies being
conceived to meet these requirements in Sect. 3. Finally, in Sect. 4, we discuss
open challenges we need to address before deploying these technologies on a
manufacturing shop floor.

2 Use Case Analysis

The main drivers for the introduction of new network technologies in the industrial
environment are the changing requirements from new applications and deployment
scenarios. To address new manufacturing paradigms and processes developed as
part of Industry 4.0, innovative network technologies such as 5G and TSN are
finding their way into the shop floor. To better understand the requirements from
an application point of view, we summarize relevant use cases and infer their
implications on the network infrastructure.
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2.1 Overview of Relevant Application Scenarios

Several representative scenarios and use cases are described from different per-
spectives by the TSN and 5G standardization TG, respectively. The IEEE 802 TG
discusses TSN applications and deployment scenarios in the TSN industrial profile
IEC/IEEE 60802 [1]. The 3GPP TG deals with applications utilizing the mobile 5G
technology and particularly considers extended networks combining 5G and TSN,
e.g., in TR 22.804 [2]. In the following, we group relevant use cases to clusters
that shall provide a simplified yet distinctive overview of representative application
scenarios, as depicted in Fig. 1.

Vertical Integration

Vertical integration supports business processes through remote control and analy-
sis, enabling holistic management of the production for optimized performance. One
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Fig. 1 Converged network infrastructure of a Factory of the Future supporting the main use case
clusters vertical integration, distributed control systems, mobile devices, modular machines, and
brownfield integration
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primary use case for seamless vertical integration is the exchange of data between
an enterprise service (e.g., running on a cloud server) down to the desired machine
component (e.g. an actuator or sensor) for status monitoring, failure prediction, or
optimization purposes.

(Distributed) Control Systems

Process automation deals with the handling of goods and control of manufacturing
processes. Programmable logic controls (PLCs) are responsible for operating field
devices, e.g., by using sensor measurements to steer actuators in a closed- or open-
loop fashion. Between the PLC and field devices, isochronous communication for
motion control and measuring tasks is often required. Isochronous use cases are
characterized by very short communication cycles and usually require network
synchronization to enable precise operation and coordination of actuators and sen-
sors with very low latency and jitter. For control-to-control (C2C) use cases, these
requirements are more relaxed. Nonetheless, end-to-end latency must be guaranteed
with high reliability to ensure fail-proof operation. A possible scenario for C2C is,
for example, when multiple programmable logic controls (PLCs) communicate to
coordinate tasks across different machines forming a single production cell or line.
This can be especially challenging for highly distributed applications over larger
networks. Another novel approach is to centralize these PLCs in a cloud or edge
server for more flexibility and maintainability.

Modular Machine Systems

Modular manufacturing processes are becoming more and more essential to meet
the requirements of an increasingly volatile market, demanding higher individual-
ization and flexibility to maintain resource and cost efficiency. Nowadays, for highly
customizable goods, the production and assembly lines are already changing on
daily basis, requiring high modularity of the production assets in order to operate
efficiently. A quick configuration of the network between the modular units means
less down-time and hence higher production volume. This could pose a major
challenge on network management and engineering, which must enable flexible
reconfiguration of the network resources and fast ramp-up of modular machines,
ideally during running production.

Brownfield Scenarios

Due to long life cycles of industrial machines and production lines, different
generations of systems likely need to coexist in a common network infrastructure.
This may even refer to machine-internal modules or components within a production
cell. Hence, different types of network traffic need to be isolated in such a way that
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they cannot affect each other. Also, to allow a soft migration path toward innovative
technologies such as TSN, there should be ways to integrate legacy technologies
into a common network infrastructure.

Mobile Devices

Mobile devices in factory and process automation have played only a negligible role
in the past due to limited need in a static manufacturing environment. Nowadays,
mobile and versatile production assets are playing an increasingly vital role in
providing the needed flexibility on the shop floor. Mobile robots are deployed
to perform tasks including transportation of goods as automated guided vehicles
(AGV) or assisting in manufacturing processes. Another class of applications is
human-machine interfaces (HMIs) that enable interaction between people and the
production environment, including control panels, IT devices, or augmented/virtual
reality (AR/VR) applications. HMIs may address different tasks such as mainte-
nance, control, monitoring, or safety functionalities on multiple machines in the
factory. Depending on the application, operation of mobile devices can impose
stringent requirements across the wired and wireless network in terms of reliability
and availability in order to guarantee uninterrupted service or fail-safe operation for
critical use cases.

2.2 Requirements on the Network Infrastructure

To enable the previously discussed use cases, certain network properties are required
to ensure their performance. This section gives an overview of the main aspects.

Quality of Service Supporting a holistic manufacturing process in a factory envi-
ronment, as described in the vertical integration use case, requires a unified
communication system traversing IT and OT. This holistic integration depends on a
converged network meeting strongly diverse requirements from different network
participants in terms of latency, jitter, and bandwidth. The network must hence
support different QoS classes and provide sufficient end-to-end service guarantees
over the entire network.

Time Synchronization A common understanding of time among all devices within
the network may have two motivations. On the one hand, different devices of a
distributed, time-critical applications need to be synchronized via the network to
perform tasks at the same point of time or to track and control the sequential
operation of tasks. On the other hand, some QoS mechanisms can only ensure
the lowest latency, when the devices are precisely synchronized with the network
infrastructure devices.
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Reliability Depending on the use case, the demands for reliability may differ as
well. Non-time-critical applications may apply reliability concepts like ARQ based
on retransmission to ensure sufficient end-to-end reliability at the cost of latency.
However, a highly time-critical application may have higher demands that require
seamless redundancy over independent network paths. Possible threats to reliable
communication range from random communication errors that lead to packet drops,
malfunctioning devices that flood the network unintentionally, up to explicit attacks
from devices on the ongoing communication, e.g., to cause congestion. Resilience
measures such as path diversity and isolation between critical traffic and non-
reserved traffic can mitigate those effects.

Network Configuration and Deployment To feasibly operate a holistic and vertical
network as envisioned for Industry 4.0, flexibility and expandability play an
important role. A converged industrial network integrating OT and IT enables higher
flexibility but comes at the price of increased configuration complexity. Highly
individualized and demand-driven manufacturing results in frequent reorganizations
of production lines on the shop floor. The provision of common interfaces for
dynamic configuration of network devices, endpoints, and services is indispensable
for an efficient implementation. From an administrator perspective, availability of
engineering tools allowing fast network reconfigurations with minimal down-time
is necessary for feasible operation. This includes generic mechanisms to calculate
and deploy routing and resource configurations to each device.

3 Enabling Converged Networks

In Sect. 2, various requirements and challenges to implement a converged network
for the shop floor have been derived from a use case perspective. In this section, we
discuss how each of these requirements/challenges is addressed by the networking
technologies, viz., TSN and TSN over 5G, to implement a converged network.

3.1 Time-Sensitive Networking (TSN)

The Ethernet (IEEE 802.3) networking technology was conceived primarily as a
best-effort network, i.e., the network attempts to transport frames to their destination
without any service guarantees [3]. The TSN TG (earlier known as the Audio/Video
Bridging (AVB) Task Group) has been working on incorporating the notion of real
time in Ethernet networks. By means of extensions to the IEEE 802.1Q standard,
TSN TG addresses the different demands of a converged network [4]. In the
following, we provide an overview of the main TSN features.

Quality of Service The basis of ensuring QoS is the Strict Priority (SP). Here, a
virtual LAN (VLAN) tag including the Priority Code Point (PCP) is inserted into



Time-Sensitive Networking for Industrial Control Networks 45

Gate M
Control
List

Q
ue

ue
in

g 
an

d 
Sh

ap
in

g

Queuing Selection

Transmission Selection

Traffic
Class 7

CBS

Trans-
mission

Gate

Gate M

Filter
Stream
ID N

...

...Gate 1

Filter
Stream

ID 1

Gate 2

Filter
Stream

ID 2

Gate 3

Filter
Stream

ID 3

Trans-
mission

Gate

Trans-
mission

Gate

...

...

Pe
r-s

tre
am

 F
ilt

er
in

g
an

d 
Po

lic
in

g

Sc
he

du
le

d 
Tr

af
fic

R
es

er
ve

d 
Tr

af
fic

B
es

t-e
ffo

rt 
Tr

af
fic

Traffic
Class 6

Traffic
Class 5

...

Gate 1 
Control
List

Timing
Data

Gate
Control
ListTrans-

mission
Gate

Traffic
Class 0

Fig. 2 Exemplary configuration of the egress port of a TSN switch supporting Per-stream Filtering
and Policing and traffic shaping. It employs a Time-Aware Shaper driven by a Gate Control List
according to a synchronized network time. Here, three possible configurations of a high-priority
reserved traffic queue for scheduled traffic, a Credit-Based Shaper for reserved traffic, and best-
effort traffic are shown

time-critical frames and used to differentiate up to eight different traffic classes,
realized with individual egress queues. With SP, frames with higher PCP are
transmitted prior to low-priority frames. However, since high-priority frames may
still be affected by queuing delay while waiting on ongoing transmission to be
finished and burst of high-priority traffic may lead to resource starvation of lower
priority classes, more advanced TSN mechanisms are needed. A non-exhaustive list
of such features is as follows:

Time-Aware Shaper (TAS) introduces a programmable gating mechanism, which
regulates the transmission selection. Ethernet frames in a queue can be transmitted
only if the corresponding gate is open. The cyclic schedule can be programmed
by means of port-specific Gate Control Lists (GCL), as depicted in Fig. 2. The
requirements of isochronous traffic can be addressed with exclusive gating, where
only the gate of this traffic class is opened during specific time slots, hence
preventing any interference.

With frame preemption, the transmission of a low-priority frame can be inter-
rupted in favor of a high-priority frame. For a line rate of 1 Gbps, frame preemption
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can reduce the worst-case queuing delay without TAS of a high-priority frame from
12.3 µs to about 1 µs.

To avoid that high-priority traffic with high bandwidth like audio/video (A/V)
applications overruns low-priority frames, Credit-Based Shaper (CBS) has been
introduced. CBS strives to space out the frames belonging to A/V traffic classes in
the network based on the available bandwidth to prevent bursts of the corresponding
streams propagating through the network and affecting other traffic classes. Thus,
the use of CBS may slightly increase the latency of the corresponding traffic classes
(compared to SP only) but improves the performance of low-priority traffic classes.

Time Synchronization IEEE 802.1AS was conceived with the goal of achieving
clock synchronization with sub-microsecond accuracy [5]. The standard includes
mechanisms to determine the most precise clock source in the network (known as
the grandmaster clock) to which all devices within a TSN domain synchronize their
respective clocks to. With appropriate hardware, synchronization with a residual
error of <100 ns can typically be achieved.

Reliability There are two main sources of frame dropping in Ethernet networks, i.e.,
link or switch failures leading to loss of connectivity and traffic congestion resulting
in buffer overflows. TSN introduces two features to improve the reliability of Eth-
ernet networks, namely, Frame Replication and Elimination for Reliability (FRER)
and Per-Stream Filtering and Policing (PSFP) [6]. The former addresses reliable
frame delivery even in the presence of link and switch failures by transmitting
replicated frames through redundant paths within the network. PSFP offers different
mechanisms to identify potential congestion in the network and provide strategies
to protect the intended traffic.

Network Configuration and Deployment With the addition of aforementioned
features in Ethernet as a part of TSN, the complexity of managing and configuring
networks has increased manifold. For deployment and configuration of these
features, TSN defines the Stream Reservation Protocol (SRP), which can be used
to configure network parameters based on the stream requirements either in a
centralized or distributed manner. While mechanisms, like SP and CBS, may be
configured with the distributed model, more advanced mechanism like TAS, PSFP,
and FRER require a global view of the network, which is given in the centralized
model (cf. Fig. 3). With new TSN mechanism in development, more enhancements
to SRP are likely to appear in the future.

3.2 TSN Over 5G

As the industry transforms toward flexible and highly connected environments
with novel use cases, the need for wireless communication on the shop floor
becomes more and more apparent. Several efforts have been made to bring wireless
connectivity to the harsh industrial environment, most notably in the 3GPP, where a
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seamless integration of the cellular 5G system (5GS) and TSN is aimed for. While
different approaches have been evaluated, the integration of the 5G network as a
logical switch inside a TSN network is considered as the most feasible option [7].
To the outer network, 5G provides the necessary interfaces to transport TSN frames
but uses its 5G-specific framework to guarantee services inside the logical switch.
The concept is depicted in Fig. 4. In the following, we evaluate how the different
requirements on QoS, synchronization, reliability, and configuration are addressed.

Quality of Service To support the transport of TSN frames over 5G, the mobile net-
work relies on the 5G-specific QoS framework. Its end-to-end architecture defined



48 D. Ginthör et al.

in the 3GPP Release 15 enables support of diverse traffic classes ranging from
enhanced mobile broadband (eMBB) for bandwidth-intensive applications to ultra-
reliable and low-latency communications (URLLC) enabling real-time applications
with short and periodic data transmissions. The key to supporting consistent QoS
guarantees with different requirements over the wireless network is a mapping of
TSN streams to suitable 5G QoS flows. The basis to support TSN streams serving
time-critical applications is the 5G URLLC enhancements. The new flexible MAC
layer enables shorter latencies by having an adjustable resource granularity. While
eMBB users are usually scheduled on a slot basis, URLLC users can be scheduled
within a fraction of it, with so-called mini-slots. Together with further enhancements
such as preemption capabilities and improved decoding performance, a one-way
latency of <1 ms is achievable. However, consistently guaranteeing such a low
latency with minimal jitter is challenging. Especially reservation-based scheduling
and radio access network (RAN) slicing concepts play a major role in supporting
deterministic communication with TSN over 5G.

Time Synchronization To support the synchronization of endpoints to coordinate
applications or to enable time-aware end-to-end scheduling as used for TAS in
IEEE 802.1Q, each network device must be able to convey timing information
according to a defined time source. To enable synchronization with external TSN
switches, the 5G system must be compliant to the IEEE 802.1AS standard. For this
purpose, the TSN translator devices (TT) are deployed at the network and device
side to synchronize with devices in the external network. The 5G system acts as
a time-aware system – based on its own and independent 5G time – to support
the forwarding of time synchronization messages over the air. This is achieved by
accounting for the residence time inside the logical TSN switch at the TT devices in
the synchronization procedure over the user plane.

Reliability Compared to wired communication, wireless solutions suffer from high
unreliability of the link, mainly due to unpredictable variations in the channel.
Furthermore, state-of-the-art cellular systems operate with relatively high error
ratios and achieve reliability by applying hybrid ARQ schemes where undecodable
data is restored with retransmissions. For most of the TSN applications, this
approach is not suitable as it leads to high latency and jitter. To guarantee the
successful delivery of data with high reliability within a strict deadline, several
enhancements for URLLC-type communication are defined by the 3GPP that can
be employed to achieve the necessary performance. For example, the 5G system
allows using more robust modulation and coding schemes that improve the error
ratio at the cost of lowered spectral efficiency. Furthermore, diversity schemes are
highly anticipated to bring the necessary reliability [8]. Especially diversity schemes
such as massive MIMO, Coordinated Multipoint (CoMP), and multi-connectivity
methods are currently being discussed as a suitable mechanism to achieve reliability
targets as required by TSN.

Network Configuration and Deployment The logical TSN switch based on the 5G
system is suitable to be operated in the fully centralized model, as described in 3.1.
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For this purpose, the 5G system employs a TSN-specific Application Function (AF)
in the 3GPP core network that provides the necessary control plane interfaces to
interact with the external TNS CNC. The tasks of this TSN AF in the 5G system are
twofold. First, it must act as a manageable bridge to the outer network and provide
bridge capabilities and topology information exploiting the Network Exposure
Function (NEF). Using the QoS requirements of the application and the 5G logical
bridge-related information, the Centralized Network Configuration (CNC) can then
determine suitable configuration parameters and schedules for all (virtual) TSN
switches for each end-to-end stream. The second role of the TSN AF is to map
the TSN QoS profiles provided by the CNC to 5G specific parameters. A suitable
5G QoS flow configuration is generated and negotiated over the TSN AF with the
Policy Control Function (PCF). The configuration is deployed over the Access
Management Function (AMF) and Session Management Function (SMF) to the
respective flow. In this way, an end-to-end 5G QoS flow from the respective user
equipment (UE) over the gNodeB (gNB) toward the User Plane Function (UPF) can
be configured according to the TSN stream requirements.

4 Challenges from Practical Deployments

The previous analysis has shown that both technologies, TSN and 5G, have a lot
of potential to pave the way for innovative factory applications. Mechanisms for
seamless vertical integration, distributed and time-aware systems along with reli-
able, industrial-grade wireless connectivity, are the cornerstones for the envisioned
Factory of the Future. However, to successfully bring the new concepts to practice
and achieve a broad acceptance of the new technologies in a well-established
domain, several considerations have to be taken into account. In the following, we
shed some light on different aspects that may be relevant in this regard.

Quality of Service In a converged network, as exemplary depicted in Fig. 1, there
are diverse end-to-end QoS requirements that need to be met. Depending on the
combination of given requirements (e.g., cycle time, latency, data rate, etc) and
the actual topology and size of the network, computation (and optimization) of a
feasible configuration and resource allocation can become very complex. While
there has been quite some research on efficient scheduling and resource allocation
algorithms, practical implementations still need to be found that are capable of
handling realistic network deployments efficiently. An unfavorable choice of cycle
times and data lengths on a single port can easily result in inefficient resource
utilization; hence optimized solutions are required that usually result in long
computing delays for configuration. Especially in dynamic scenarios, no matter if
application demands or network capabilities like channel conditions are frequently
changing, this can result in long down-times whenever the system needs to be
adjusted to new requirements and constraints. Clearly, more efficient ways for
(partial) re-configuration are needed in order to keep costly production down-
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times at a minimum and also to guarantee continuous availability of coexisting
production processes and applications. If, for instance, the changing requirements
of an application A necessitate an adaptation of a network segment, this should
not disturb the operation of another application B in the same infrastructure. Even
though the amendment SRP Enhancements and Performance Improvements in
IEEE 802.1Qcc describes mechanisms to roll out new schedules during operation,
it is challenging or even unattainable to calculate such schedules for a partial re-
configuration that prevents application B from experiencing a (temporal) loss of
connectivity.

The ongoing trend to decentralized architectures, virtualized functions, and the
utilization of cloud technologies poses further challenges on the QoS provision in
the converged network. Particularly, the idea of running time-critical applications
not directly on the machine locally, but on some shared edge or on-premise cloud
in the network, introduces new challenges. For instance, the edge server may
be required to run real-time capable hypervisors and network protocol stacks.
Depending on the specific application requirements, the provision of time syn-
chronization and sufficient QoS guarantees across multiple (time) domains might
become necessary.

Reliability Reliability and availability are essential factors for industrial automation
to guarantee the continuous operation of production processes. Following the trend
of Industry 4.0 to implement control functions on a shared, centralized resource
such as a cloud server raises the issue of a single point of failure (SPOF). If, by
any reason, the server itself or the connection to it gets unavailable, there is the
risk that the whole production or at least some part of it breaks down. Clearly, this
needs to be addressed, e.g. through appropriate resilience concepts and redundant
network paths. Standards like IEEE 802.1CB already provide feasible redundancy
mechanisms on the network level. But the need for resilience may also exist for
the network management plane: Following the centralized configuration approach
described in IEEE 802.1Qcc turns the CNC and Centralized User Configuration
(CUC) into potential SPOFs as well, as long as their implementations do not provide
appropriate measures of redundancy. But also, the network links need to provide
the required minimum level of reliable data transport, which is challenging when
it comes to wireless transmission. While the deployment of mobile devices in an
industrial environment is nothing new, the idea of seamlessly integrating them
into coordinated automation processes needs much more stringent limitations of
latency and delivery guarantee. TSN over 5G is a promising concept to fulfill these
requirements. Still, it needs to be analyzed how reservation-based communication in
the presence of highly varying radio channels can be realized to meet the expected
end-to-end guarantees. Additionally, mobility introduces even greater challenge,
since uninterrupted QoS must be guaranteed during handover processes between
multiple wireless access points. It remains unclear how this can be achieved with the
required reliability of industrial applications. Possible approaches are to consider
a cooperative resource management of base stations taking mobility patterns and
channel prediction of mobile users into account.
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Network Integration and Deployment Due to several reasons, e.g. high invest-
ments, well-established reliable technologies, or vendor lock-ins, the life cycles of
today’s factory automation systems are typically very long, lasting 30 years and
beyond. As a consequence, the landscape of underlying technologies that need to
coexist in a facility can become very broad. Obviously, an entire replacement of
legacy systems by TSN- and 5G-capable devices is too costly, making integration
capabilities for legacy technologies in the new infrastructure indispensable. This
soft migration could be realized, for instance, based on tunneling or appropriate
gateways to translate one protocol into another. An approach to how this can be done
for Sercos III and TSN was described in [9]. There should also be considerations
for monitoring heterogeneous networks and enabling configuration of end-to-end
streams beyond the boundaries of a technology domain. A potential technology-
agnostic description format for that purpose was proposed in [10]. Furthermore,
while standards usually allow a certain amount of optional configuration settings,
interoperability needs to be assured not just between heterogeneous technologies
but also between devices using a common networking technology yet with vendor-
specific parameterization. Ongoing activities, such as in IEC/IEEE 60802, are
approaching this dilemma by defining profiles and conformity classes feasible for
specific application domains. Further questions regarding different configuration
concepts of network segments within a shared network infrastructures, referred to as
TSN domains, remain open. Depending on the arrangement of these TSN domains,
there may be overlaps so that network devices need to logically split their resources
and let them be managed as part of different TSN domains. Especially in the case of
inter-technology, i.e., TSN and TSN over 5G, and inter-vendor operation, this may
lead to yet inconclusive questions, e.g., regarding the technical implementation or
liability in case of failures.

Security One major driver for the development of TSN was to get a basis for
converged networks and to allow vertical integration from a cloud down to sensors
or other field-level devices. Nevertheless, this vision of connected industry strongly
contradicts the network architectures and regulations that are typically in place today
for most larger enterprise networks. To protect these networks from critical security
threats, one premise is, besides other measures, to divide a network into various
segments. Depending on their individual criticality, every segment has its own
rules for physical or remote access, data forwarding, etc. This enables an improved
maintainability, rules, and rights management and even allows to shut down single
segments in case of cyber attacks without affecting the remaining infrastructure.
Hence, the need for delivery of data across different administration levels requires
fundamental changes in existing network deployments and business processes and
regulations. A completely transparent vertical integration is hardly possible, as long
as no other appropriate security mechanisms, e.g. service-oriented paradigms, are in
place. Please refer to the chapter “Security Challenges in Industrial IoT Networks”
for further details.
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Engineering The previously mentioned soft migration from legacy toward newly
arriving technology and the involved brownfield scenarios do not only play an
important role in regard to network technologies but also for related engineering
processes. Handling the set of configuration parameters from multiple coexisting
technologies can lead to a level of complexity that can negatively affect user
experience. This needs to be addressed by extending existing engineering processes
and tools in a suitable way, for example, through semi-automated or self-aware
configuration processes. Of course, this kind of mechanisms requires an appropriate
conformity certification. Similar to the requirement of defining conformity classes
for network components, this kind of certification is also important for engineering
and network management tools if cross-vendor interoperability shall be achieved.
One example is the CNC, where no non-proprietary implementation is available on
the market yet. In general, there should be a generalized information and device
description model to allow generic identification and configuration of endpoints
and network infrastructure elements. While the ongoing standardization of YANG
models as part of the IEEE TSN TG seems to be promising, equivalent activities
would be required for all related interfaces needed for the interoperation across
different vendors and technologies. For example, there is still the need to further
define the configuration interface between 5G and TSN in order to deploy TSN
over 5G. OPC Unified Architecture (OPC UA) specifies a widely recognized
communication protocol along with appropriate information models. This is being
extended since 2018, when some of the leading players in industrial automation
joined forces by following the Object Linking and Embedding for Process Control
(OPC) foundation’s Field Level Communication (FLC) initiative to pursue their
vision of an open and unified solution. It is supposed to enable industrial-grade
communication from field-level devices to cloud services. This protocol is a
promising approach to attain convergence on the higher layers of the networking
technologies TSN and 5G and to support a unified solution for deterministic data
transfer across different domains [11].

5 Conclusion

Industry 4.0 poses greater challenges on the network infrastructure than ever before.
Currently, most common industrial network deployments are configured statically
within a strict network hierarchy. However, our use case analysis has shown that
future industrial applications require networks that are highly flexible with support
of diverse QoS requirements. To fully support the new manufacturing paradigms
involving modular and distributed control systems or mobile devices, new network
technologies are needed. Our comparison between use case requirements and the
emerging technologies TSN and 5G have shown that many aspects of Industry
4.0 are addressed by these communication standards. Both technologies are able
to support multiple QoS classes simultaneously with service guarantees over
heterogeneous network infrastructures with different forwarding and shaping mech-
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anisms. End-to-end configuration of TSN streams and 5G QoS flows allows flexible
provision of service guarantees to devices across the network. Most importantly,
with the integration of TSN into 5G, many functionalities of TSN are supported
across both technologies. This includes time synchronization, mapping of domain-
specific QoS streams, and provision of common management interfaces.

However, from a practical point of view, many open questions remain on
how a TSN or TSN over 5G network can be operated feasibly. A converged
network with flat hierarchies enabling vertical integration creates vast possibilities
for new use cases but poses new challenges on the network configuration and
engineering. In TSN, to guarantee services for each user, the respective resources
across the entire network must be reserved for each stream. To support an entire
manufacturing environment, highly scalable and efficient methods to calculate
and roll out schedules dynamically without influencing ongoing production and
network streams are indispensable. Supporting on the one hand a highly flexible
network and guaranteeing on the other hand extremely high reliability – to mitigate
any production halt that usually results in high costs – are a major challenge.
This is especially the case for the 5G network, which suffers from unreliable
communication over the wireless link compared to wired technologies. These issues
need to be further addressed before TSN and 5G can be integrated into or replace
existing industrial network infrastructures to pave the way for the Factory of the
Future.
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Random Access Protocols for Industrial
Internet of Things: Enablers, Challenges,
and Research Directions

Mikhail Vilgelm, H. Murat Gürsu, and Wolfgang Kellerer

1 Introduction

Industrial Internet of Things (IIoT) comprises a variety of applications related to
automation in different domains: smart power grids, smart cities, vehicle-to-X,
and factory automation. IIoT applications typically involve sensors and actuators
exchanging critical monitoring and control commands. An exemplary application
is monitoring production lines and controlling tasks in the manufacturing process.
IIoT applications can greatly benefit from wireless communication, as it reduces
installation and maintenance costs and device enables mobility. On the other hand,
with the stagnating revenue growth from conventional users, telecommunication
providers are looking for new sources of revenue. To that end, IIoT became one
of the driving use cases for 5G wireless communications.

In 3rd Generation Partnership Project (3GPP) New Radio (NR), supporting
challenging IIoT requirements has been one of the major focuses for Release 15
and for the ongoing Release 16 (5G phase 2) standardization. While the envisioned
data rates of IIoT devices are typically low, IIoT applications dictate strict Quality
of Service (QoS) requirements with respect to latency and reliability. Reference use
cases defined by 3GPP require down to 1 ms latency with 10−5 reliability [1]. More-
over, the key parameter for IIoT communication is its predictable performance.
The requirements of IIoT are expected to be addressed by Ultra-Reliable Low-
Latency Communications (URLLC) mode of NR. In an effort to enable URLLC,
3GPP has introduced some notable features, such as mini-slot scheduling and
aggressive timing capabilities for some procedures (e.g., grant processing and re-
transmissions), all together greatly reducing data plane latency. However, radio
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resource management procedures to obtain and maintain a connection are still
derived from legacy LTE networks and thus constitute a latency bottleneck in the
control plane latency.

The de facto standard resource management principle for applications with
QoS requirements has been dynamic grant-based scheduling. Dynamic scheduling
allows fine granular prioritization of User Equipments (UEs), as well as exploits
variations of channel quality in time and space to maximize spectral efficiency.
Dynamic scheduling found its success for applications requiring QoS in terms of
the guaranteed data rate. These applications, with a notable example of video
streaming, are inherently bursty and datarate-hungry, meaning that overhead and
latency introduced by the dynamic grant acquisition is negligible. The situation is
different for IIoT applications: Users typically only have small amounts of data
to be transmitted and thus do not pose high data rate requirements. In addition to
that, unlike heavy-tailed video streaming or strictly periodic Voice-over-IP traffic,
industrial applications tend to transmit their data sporadically. Such transmission
patterns do not allow to neglect grant acquisition procedure, which add to latency
of every transmitted packet. Hence, to make NR control plane IIoT ready, there is a
need to improve the grant acquisition procedure or to adopt grant-free access as an
alternative.

To that end, in this chapter, we revisit random access as an underlying resource
management principle behind grant acquisition and grant-free access. On one
hand, probabilistic broadcast-based access coordination makes random access
efficient and allows low-latency access for sporadic IIoT applications. On the other
hand, its stochastic nature means that novel techniques have to be introduced to
efficiently handle collisions and, more importantly, to provide predictable protocol
performance, which is the main requirement for IIoT. Here, we give an overview
of advances in random access enabling its application in IIoT scenarios. We present
our view on the standing challenges in random access and outline early works to
solve these challenges and toward further research directions.

The remainder of the chapter is structured as follows. In Sect. 2, we review the
basics of random access protocols: system model assumptions, protocol properties,
and its important applications. In Sect. 3, we briefly introduce the reader to novel
techniques which serve as enablers for IIoT use cases. After that, in Sect. 4, we
explore the challenges on way of random access for IIoT. Finally, we conclude with
a summary in Sect. 5.

2 Random Access Overview

In this section, we introduce the reader to random access protocols. We start
by motivating the use of random access protocols and explain its application
areas (Sect. 2.1). Then, we introduce the basic definitions and typical modeling
assumptions behind random access (Sect. 2.2). Finally, we present a holistic view
on a random access protocol and explain its building blocks (Sect. 2.3).
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2.1 Random Access in Industrial IoT Communications

The protocols for coordinating access to radio resources can be classified into two
main categories: schedule-based and random-access-based. Schedule-based access
implies that a Base Station (BS) assigns dedicated radio resources to every UE.
The assignment can be predefined statically, e.g., as in Time Division Multiple
Duplex (TDMA) protocols, or performed via dynamic assignments of individual
grants as in LTE or NR. In contrast to the deterministic operation of schedule-based
access, random access protocols assign resources to UEs in a stochastic fashion. BS
indicates available resources and access parameters via broadcast messages instead
of individual transmission grants. UEs decide to access the available resources or
not probabilistically based on their activity and contention parameters (back-off
window, barring probability, etc.). The possibility of interference between multiple
UEs, if they decide to access the same resources at the same time, is explicitly
accepted by the protocol. This interference can result in a reliability penalty and
thus has to be carefully managed for IIoT applications.

The answer to the question whether to use schedule-based or random-access-
based protocols is fully determined by the application requirements, traffic pattern,
and its deployment scenario. Schedule-based access allows to avoid or minimize
interference, and its dynamic version additionally allows to exploit time and
frequency diversity of UEs’ channels. However, it comes with a drawback of
signaling overhead for grant acquisition, which causes efficiency loss and signaling
delay. These drawbacks are especially relevant for IIoT applications with their
dominantly sporadic traffic patterns. In contrast to schedule-based access, random
access protocols allow to avoid the overhead of grant acquisition, yet they introduce
uncertainty in delay and reliability due to the stochastic access coordination. In
the next sections, we will present enabling state-of-the-art methods to control this
uncertainty to provide reliable communication for IIoT. But this, in this section,
we review common scenarios where IIoT communication can use random access
protocols.

Connection Establishment

In practice, many technologies are combining random access and schedule-based
access protocols. Even though LTE and 5G NR are designed for grant-based
operation, their connection establishment procedure is inherently relying on random
access, since the arrivals of UEs’ connection requests cannot be deterministically
predicted. The connection establishment, known as random access (RA) procedure,
is triggered whenever UE transits from RRC-IDLE (or RRC-INACTIVE in NR)
to RRC-CONNECTED states. This transition occurs not only when a UE joins
the network but also after prolonged periods of inactivity (in the order of tens of
seconds) and lost synchronization.
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Fig. 1 (a) Exemplary schedule-based protocol (RACH): dynamic grant acquisition with a four-
way handshake (preamble-based). (b) Exemplary random access protocol: grant-free operation
with shared resources, using barring and back-off. The figure (b) illustrates a scenario where UE1
and UE2 are collided in the first attempt, but the collision is resolved after a random back-off

The RA procedure is implemented as a 4-step handshake, as illustrated in the
timeline in Fig. 1a. It utilizes a dedicated Physical RA CHannel (PRACH) and its
preambles as contention resources. While the preambles are efficient due to code
domain multiplexing, they also add extra latency for grant acquisition. Moreover,
predominantly sporadic IoT traffic patterns create overload in the channel. To
control RACH load, access class barring (ACB) and its extended version are
standardized by 3GPP [29]. The mechanisms are probabilistically regulating access
to PRACH by broadcasting access barring factor to all UEs via system information
blocks.

LTE and NR RACH have received a lot of research attention as a part of the
effort to enable cellular massive IoT. Various improvements to preamble allocation,
barring and back-off mechanisms, and physical layer design have been suggested in
the literature [47] to improve the throughput of the channel. Since IIoT devices have
sporadic activity and small amounts of data, RACH is expected to be triggered very
often, introducing extra latency and compromising reliability in case of an overload.
Thus, RACH must be accounted in reliability and latency analysis of NR. We will
illustrate an approach RACH reliability analysis later in Sect. 4.1.

Grant-Free Access

Since RACH has a negative impact on reliability and latency, a natural solution is
to avoid it by pre-allocating the resources for grant-free access. Grant-free access
can be contention-free, where the users are uniquely assigned to resources, and
contention-based, where users can share some resources. An example of contention-
free grant-free access is semi-persistent scheduling in LTE, which is used for
periodic applications, such as Voice-over-IP. However, contention-free resource
assignments are wasteful for applications with sporadic activity; hence, 5G NR
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supports contention-based grant-free access to achieve statistical multiplexing gains.
The mechanism to allocate grant-free resource in NR is referred to as semi-static
scheduling [11]. The BS determines the amount of resources to be allocated and
communicates it to UEs individually via Radio Resource Control (RRC) procedures.
The resources might be also individually “activated” for the UEs using downlink
control channel. The standard does not determine how many resources are to be
allocated and how do UEs access them, leaving the options to be implementation
specific.

In academic research, grant-free access is often abstracted from its LTE and
NR implementation. A schematic example of grant-based vs grant-free protocol
timeline is depicted in Fig. 1. The papers treat it as a generic random access
protocol with some degree of coordination using barring, back-off [42], or resource
allocation techniques [24]. The research has been focused on the various aspects of
performance analysis [42], decoding techniques [3], and integration with modern
interference cancellation techniques [21].

Millimeter Wave Spectrum

A prominent feature of 5G systems is the use of millimeter wave (mmWave)
spectrum, also referred to as Frequency Range 2 (FR2) in 3GPP. MmWave can be
considered an enabler for Industrial IoT applications due to its potential for ultra-
low-latency links and “built-in” security due to the need for line-of-sight. However,
efficient mmWave operation relies on beam management procedures to utilize the
gains of directional communication. Beam management, i.e., establishment of the
beam pair between UE and BS, adds complexity and new challenges to control plane
procedures, in particular, to the random access procedure [17, 40].

As we will see in later sections, random access protocols are typically treated as
interference-limited systems. These assumptions have to be revised for mmWave
spectrum since directional communication significantly reduces interference
between users. Instead, mmWave spectrum suffers from blockage and deafness
effects. In both cases, many classical random access overload control techniques are
rendered useless. E.g., consider a scenario where UE does not receive any feedback
from BS after a grant request (see Fig. 1). Typically, after a timeout, UE assumes
either a collision or low SNR. If a collision is assumed, UE continues waiting a
certain time for back-off. In mmWave spectrum, back-off often introduces addition
delay without a payoff, since mmWave networks are less prone to interference (and
hence collisions) due to high directionality of communication [41]. If low SNR is
assumed, UEs typically re-try with power ramping. However, in a deafness scenario,
increase of transmission power is not likely to solve the problem.
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Satellite Communications

For completeness, satellite communication must be mentioned here. It is often
preferred whenever communication over large areas is required, such as in logistics,
agriculture, or military applications, i.e., for industrial applications in a wider sense.
There are also many start-ups launching their own CubeSats in order to provide
a satellite-based ubiquitous IoT support [12, 38]. High propagation delay makes
handshaking and grant acquisitions very costly in satellite scenarios; therefore this
industry was one of the early adopters of random access protocols. It has been also a
driving force behind the development of more advanced random access techniques
with interference cancellation, which we will discuss in the next chapters.

2.2 Performance Model

In this subsection, we introduce a basic MAC layer model of random access [47].
Let us assume that a certain number of resources (i.e., resource pool) is allocated
with a given periodicity. This periodicity is thus defining the duration of a single
contention round. The resource pool is subdivided into transmission opportunities
(TO): smallest amount of resources needed to transmit UE’s data. TOs can be
allocated both in time, frequency, or code domain, e.g., Random Access Opportunity
in NR is six resource blocks × one sub-frame × one preamble. Let us further
consider a single TO, and a total population of n users, and let us define variable
αi indicating whether UE i is accessing the TO or not.

Given that UEs using the same TO might interfere with each other, let us apply a
Signal-to-Interference-to-Noise Ratio (SINR) threshold model to determine whether
the data of a particular active UE j in a given TO is successfully decoded:

γj = |hj |2Ptx,j∑
i∈{1...n}\j αi |hi |2Ptx,i + η

≥ γmin, (1)

where η is the noise at the receiver; Ptx,i , Ptx,j are transmission powers of the ith
and j th UE, respectively; and hi, hj are the channel coefficients from users i, j to
the receiver, respectively. In other words, SINR γj at the receiver must be beyond a
certain threshold γmin for the data to be successfully decoded.

A common analysis approach is a collision channel model. The standard 0/1
collision channel assumes that following two conditions are satisfied:

|hj |2Ptx,j

η
≥ γmin, ∀j ∈ {1 . . . n}. (2a)

|hj |2Ptx,j

|hi |2Ptx,i + η
< γmin, ∀i, j, i 	= j. (2b)
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Condition (2a) assumes high Signal-to-Noise Ratio (SNR) regime, i.e., any individ-
ual UE’s SNR is always greater than the threshold. Condition (2b) indicates that if
there is more than one UE using a TO, the interference is fully destructive. Under
the 0/1 collision model, the probability ps of a given TO to have a successfully
decoded transmission is described as:

ps =
{

1 if
∑

i∈1...n αi = 1,

0 otherwise.
(3)

This performance model can be readily extended to analyze time-varying
behavior for multiple TO. It provides an abstraction to be used for queuing-theoretic
protocol analysis. In some scenarios, one or both conditions (2a)–(2b) do not hold,
leading to such effects as detection error (condition (2a) violated), or capture
(condition (2b) violated). In such cases, variations of collision model are often
studied, e.g., channels with multi-packet reception [19]. In other cases, the time
diversity can be utilized to cancel the interference between UEs, which is the
premise for Successive Interference Cancellation (SIC) techniques. We discuss these
effects later in Sects. 3.1 and 3.2.

The activity indicator αi depends on the traffic pattern of every application and
on the contention resolution parameters. If a collision occurs, it has to be resolved
by means of a collision resolution procedure. An ideal procedure should introduce
as less delay as possible and distribute UEs to resources in the way to maximize their
decoding probability. Historically, collision resolution is performed in time domain
by means of a random back-off. If high load is anticipated prior to transmission, or if
prioritization needs to be applied, contention resolution process can start before the
actual transmission, i.e., by means of probabilistic access barring. Access barring
and back-off procedures are illustrated in Fig. 1. In addition to back-off, UEs might
deploy power ramping, where the transmission power is increased after every failed
attempt. Power ramping is beneficial if high SNR regime cannot be assumed, but it
can also serve as an implicit prioritization mechanism.

Finally, it is important to distinguish two different flavors of random access
protocols depending on the synchronization between UEs and the BS: time-slotted
and un-slotted. Simplest examples date back to the works of Abramson [2], ALOHA
and slotted ALOHA protocols. Time-slotted random access introduces additional
overhead but allows to reduce collisions probability down to half, if no additional
techniques [7] to recover collided packets are applied. In modern cellular systems,
where BS is a single common received for all UEs in the cell, time synchronization
can be achieved with periodic low overhead broadcasts; therefore slotted random
access is more common.
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2.3 Holistic View on Random Access Protocols

In this subsection, we present building blocks of a typical random access protocol.
For illustrative purposes, we consider a simple case where the protocol aims to
optimize its performance on a contention-round basis. The goal of a well-designed
protocol is to derive a set of optimal contention parameters P to maximize a certain
utility function U under a set of constraints C in a given contention round. For
example, a utility function can be throughput: The number of successfully decoded
packets during the contention round. With the set of contention parameters, BS
controls how UEs access the TOs; hence, it is a random access counterpart of the
deterministic resource allocation in grant-based access. The contention parameters
might include barring probability, back-off, limit on transmission attempts, power
ramping parameters, etc. The amount of allocated resources and their split can also
be advertised with contention parameters.

Let us define the activity vector ααα = [α0, . . . , αn]ᵀ, where αi denotes that
UE i is active in a given contention round,1 and channel coefficients vector hhh =
[h0, . . . , hn]ᵀ. Using a performance model, activity, and channel information, the
protocol derives:

P� = arg max
P

U(hhh,ααα,P), s.t.C (4)

Unlike in grant-based scheduling, BS typically cannot obtain all activity and
channel information to derive optimal contention parameters directly from UEs.
Instead, it has to rely on contention outcome observations O and, if available, on a
priori information, such as activity pattern or its model. The outcome observation
can include number of successfully decoded UEs, number of idle TOs, and number
of collided TOs. Moreover, both channel and activity are random variable: The
two factors influencing activity pattern – application traffic profile and contention
resolution process – are stochastic, and thus ααα is generally unknown. Thus, this
uncertainty has to be resolved via user activity estimation and channel estimation.2

Thus, the protocol has to include estimation blocks. The full building blocks of the
protocol are illustrated in Fig. 2.

In practice, these building blocks are either implemented implicitly or neglected.
However, strict requirements of IIoT applications require careful re-considerations
of all protocol parts and introduce novel challenges:

• The performance of random access protocols is limited by destructive interfer-
ence between UEs, i.e., collisions. Hence, performance enhancing techniques
like interference cancellation and multi-packet reception must be carefully
studied for their improvement potential.

1Note that we have overloaded earlier definition of activity indication per TO.
2Assuming fixed location of IIoT users, channel uncertainty can be partly mitigated by either
allocating separate estimation resources or by pre-estimating the channel in advance.
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Fig. 2 A random access protocol has to solve three main tasks: (1) estimate active UEs α̂αα, (2)
estimate channels ĥhh, and (3) derive optimal contention parameters P. The history of observed
contention outcomes and the history of contention parameters serve as input information to the
estimators. Derived optimal contention parameters are then broadcast to UEs

• The classical choice of the utility function, i.e., normalized throughput, has to be
revised and, at the very least, aided with latency and reliability constraints [16].

• The estimation building blocks should consider reliability constraints and to
include probabilistic performance characterization [46].

• A priori information has to be tailored to the IIoT scenario, that is, it has to
provide reliable information necessary to enhance the estimation performance.
In addition, a priori information can include IIoT application-specific informa-
tion [47], which can help prioritize users depending on the urgency.

In the next chapters, we outline main performance enhancing enablers for
random access (Sect. 3) and describe in detail these design challenges for IIoT
random access (Sect. 4).

3 Selected Enablers for IIoT Random Access

In this section, we present the enabling techniques which allow to boost random
access performance by reducing the impact of destructive interference and allow-
ing additional coordination: interference cancellation, multi-packet reception, and
feedback.

3.1 Interference Cancellation

Due to the lack of coordination, classical random access protocols do not allow
deterministic user separation in time or closed-loop power control to reduce



64 M. Vilgelm et al.

interference. Instead, advanced decoding techniques for interference cancellation
(IC) can be deployed to recover collisions and thus increase utilization of contention
resources. While interference cancellation had been known already for a long
time [26], in the recent years, the increased computation power has rendered more
complex decoding techniques real-time capable. In this section, we present the
implications of IC on random access protocols, whereas the physical layer aspects
of IC are outside of our scope. Interference cancellation in random access can
be classified into Inter-slot Interference Cancellation (IeIC), Intra-slot Interference
Cancellation (IaIC), and Asynchronous Interference Cancellation (AIC). AIC can
be deployed in unslotted random access, yet it is complex to implement as one
has to search a continuous space for the IC process to start [7]. Here, we focus on
synchronous IC techniques.

Protocols with IeIC, usually referred to as successive interference cancellation
(SIC), exploit signal replicas and time diversity to recover collided packets. Instead
of transmitting a signal in only one TO, every UE generates a certain number of
replicas, each to be transmitted in a different TO. Additionally, each replica contains
pointers to TOs with other replicas, such that even if only one replica is successfully
decoded, the time-frequency location of all others is known. The iterative decoding
process usually starts with a singleton TO, where no collision has occurred. If a
singleton signal is successfully decoded, its replicas are found using pointers, and
the interference of its replicas is canceled from the respective TOs. The process is
then repeated until there are no singleton TOs remaining.

IeIC is illustrated in Fig. 3 with two examples. Consider a contention round
consisting of three TO and three UEs (A, B, C). First, consider Example I, where
UE A sends three replicas of a packet and UE B sends two replicas. The protocol

A1 A1+B1
A1+B1+

C1

Decode A1

Cancel A1

Cancel B1

Decode A1 Decode A1, B1
Not possible, 

K=3

A1 A2+B1
A1+B2+

C1

Decode B1 Decode C1 Decode A1

Decode A1 Decode A2, 
B1

Not possible, 
K=3
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Decode A1 Decode A2, 
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Decode B2, 
C1

Cancel A1

Outcomes
(SIC):
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(2-MPR):

Example I Example II
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(SIC + 2-MPR):

TOs:

Time:

Fig. 3 Illustration of inter-slot IC (SIC example), intra-slot IC (2-MPR example), and their
hypothetical combination
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thus starts with the first TO (singleton), decodes packet A1, and then cancels the
interference caused by A1 from TO 2 and 3. It follows with decoding B1, since
it is now in a singleton TO, and then canceling its interference from third TO.
Following that, the protocol completes the process by decoding the remaining signal
C1 in the third TO. Hence, in Example I, SIC is able to recover all packets despite
collisions, resulting in normalized per-TO throughput 1. Now consider Example II,
where UEs only partially use replicas and UE A sends different packets in the first
and the second TO. Here, the protocol is only able to decode A1 in the first TO,
since no interference cancellation is possible without replicas. Thus, its throughput
is reduced to 1/3. Most of the known examples of protocols with SIC stem from
satellite communications, where long propagation delays led to early adoption of
random access. E.g., contention resolution diversity slotted ALOHA [5] suggests to
use a fixed number of replicas and send them in randomly selected TOs within a
frame, whereas authors in [31] demonstrate that higher throughput can be achieved
by choosing the number of replicas from a given probability distribution.

3.2 Multi-packet Reception

Unlike IeIC protocols, IaIC does not rely on packet replicas and allows to recover
multiple packets from the same TO without the packet’s replicas. The capability
to perform Intra-slot IC is often referred to as multi-packet reception (MPR). A
special case here is a capability to recover only the strongest signal despite the
interference, denoted as capture effect. Capture effect occurs in a variety of the
conditions, but it is more common if the difference between the received signal
strengths is high. Capture effect is also more prominent in unslotted random access,
where the collided signals overlap only partially.

While capture allows only to recover the strongest signal, Non-Orthogonal
Multiple Access (NOMA) techniques allow to recover multiple users’ signals within
the same TO using multi-user detection algorithms on the receiver side. In a
variety of works, NOMA has been shown to outperform orthogonal access in terms
of its spectral efficiency [9]. To enable multi-user detection, additional diversity
between the users within the same TO is created, e.g., in code domain (spreading
sequences) or in power domain (received signal strength differences). The users are
then iteratively decoded, typically starting with the strongest signal. Another group
of NOMA protocols based on Compressed Sensing (CS) [10] has recently gained
attention for massive IoT communications [13, 22]. In its essence, CS allows to
recover a sparse signal from a small number of observations by solving an under-
determined linear system. The sporadic activity of IoT users allows a convenient
mapping to a sparse optimization problem. CS techniques is to be used both for
user activity detection [13] and for joint activity-detection-channel estimation-data-
decoding [49]. It has been shown that CS-based random access can greatly benefit
from power control [13] and massive Multiple-Input-Multiple-Output (MIMO) [30].
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While NOMA protocols are primarily studied in the context of grant-based
communication, they can be efficiently applied to random access and grant-free
communication [48]. From MAC layer perspective, these protocols are often
modeled as K-MPR random access [44]. The ability to decode multiple packets is
typically limited to a certain number of iterations K due to a variety of factors, e.g.,
residual noise. K-MPR model is thus an extension of a 0/1 collision model: If more
than K users transmit in the same TO, then all of them are declared undecodable
(i.e., hard collision occurs); otherwise all users are assumed to be successfully
decoded. We illustrate the difference of SIC and K-MPR random access with the
exemplary K = 2 in Fig. 3. We have seen earlier that SIC is able to decode all
packets in Example I. In contrast to that, 2-MPR protocol can only decode first
(no interference) and second TO, where A1 and B1 are decoded iteratively. Note
that it does not use the signals decoded in the third TO; and, thus, it is not able to
decode any signal there, since there are three users colliding. As a result, 2-MPR
protocol yields normalized throughput 2/3 (in contrast to SIC with throughput 1).
Now consider the second example, where the advantage of 2-MPR becomes clear.
Here, the protocol is also able to decode only first and second TO; however, since
no replicas were in use, 2-MPR can recover two different packets from user A.
Hence, a total of three distinct packets have been recovered, resulting in normalized
throughput 1 (in contrast to SIC delivering throughput 1/3). In principle, SIC and
MPR can be combined together, resulting in throughput 5/3 as illustrated in the
Example II.

The deployment of SIC and MPR in IIoT random access, while potentially
very promising to increase throughput and reliability, also brings additional design
challenges. Both SIC and MPR require more complex procedures to manage the
resources for contention and estimation. SIC protocols are designed and optimized
for time-domain diversity and thus need adaptation to multi-channel systems with
orthogonal TOs, such as NR [21]. For MPR protocols, the additional diversity
parameters must be allocated and indicated to be UEs in advance. Moreover, MPR
can be greatly enhanced with channel and activity information; thus the trade-offs in
allocating additional resources (e.g., pilots) for estimation must be evaluated [20].
Additionally, all classical overload control and hard collision handling methods
(access class barring, back-off, etc.) must be revised to account for interference
cancellation capabilities.

Traditionally, both SIC and NOMA-based access protocols are designed to max-
imize the throughput. However, throughput-driven optimization often contradicts
with IIoT design goals. For example, in CS-based random access, total throughput
is often increased at the expense of decreased detection probability of individual
users [22]. In another example, many SIC protocols deliver optimal throughput
only with infinitely large contention rounds, which obviously can lead to latency
constraints violations. Therefore, throughput-maximization techniques cannot be
applied to IIoT use cases without a careful study of their behavior under latency
and reliability constraints.
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The integration of SIC and MPR also attracts high theoretical research atten-
tion [18, 43]. Even though performance gains of their combination are clear, to the
best of our knowledge, there are no existing practical implementations or prototypes
due to high complexity of a combined protocol.

3.3 Feedback

Random access protocols can operate with or without contention feedback to users.
In many systems, such as satellite, feedback is costly due to additional delay,
and thus it is avoided. However, the feedback has been shown to be strongly
beneficial in wireless communications. It has been theoretically shown that feedback
improves the channel capacity [28]. Additionally, it enables hypothesis testing and
the estimation of the stochastic processes, i.e., in context of random access, of
the user activity ααα. The first proposal of using NACK for random access is the
tree algorithms by Capetanakis [4], where it has been shown how feedback can
improve stability and increase the throughput. The NACK can be explicit, such as
in RFID communications in the form of a specific message sent by the receiver.
Alternatively, it can be implicit: If no signal is received from the receiver until a
certain time, then NACK is assumed, e.g., in LTE RACH. Explicit feedback, such
as in some variations of tree algorithms, can be more powerful as it carries more
tailored information and allows for faster reaction [4, 35].

Feedback acts as an input for estimating two stochastic processes of wireless
communication. First, the channel realization is a stochastic process that the random
access algorithms abstract away as it is assumed that the physical layer is dealing
with that process. Secondly, the user activity is another stochastic process that the
random access algorithm can choose to react or not. The feedback may be unfiltered
such that it may carry information related to both of these stochastic processes.
The algorithm has to include a post-processing of the feedback before feeding it in
either of the two estimations. For instance, with the user activity, the failures due to
transmission of the users have to be separated from channel failures. In case where
UEs are aware of the other UE’s decision, they can filter the feedback with respect
to the other UE’s decisions. This would be a distributed filtering. In case the BS does
such a filtering for the UEs, as more processing capability is available there, the BS
can transmit separate feedback for channel failure and user activity-based failure.

4 Challenges and Research Directions

Even with the promising enables, there exist a number of standing challenges on the
way to applying RA protocols for industrial IoT scenarios. These challenges lie in
the details of implementing individual building blocks of random access protocols
(see Fig. 2). In this section, we first go into the problem of designing utility function
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for IIoT random access (Sect. 4.1). Then, we discuss the estimation (Sect. 4.2) and
channel modeling problems (Sect. 4.3) in the context of IIoT. Finally, we show how
application domain knowledge can contribute to all the building blocks (Sect. 4.4).

4.1 Probabilistic Performance Characterization

Since the early works on random access, its expected performance has been used as
utility function, e.g., contention parameters have been chosen to maximize average
throughput or decrease average delay. Thus, performance modeling for random
access has been limited to the models assessing average performance. However, for
applications in the IIoT domain, assessing the average performance is insufficient.
Instead, it is important to characterize higher-order statistics or determine tail of
latency distribution. For random access protocols, this means that their stochastic
performance bounds must be evaluated.

One way to describe the stochastic performance is by using a reliability-
latency curve, i.e., the probability to obtain a certain latency. Such performance
characterization is important for network dimensioning, e.g., determining how many
UEs can be supported in the network for a given target reliability-latency level. One
can further differentiate between reliability-latency requirements of individual UEs
and system-level reliability-latency requirements, e.g., a requirement on the time it
takes to connect all system elements to the network [46]. Some early research efforts
have emerged in this direction in the recent years. For individual UEs, a method to
characterize reliability-latency of multi-channel tree resolution algorithms has been
introduced in [14]. The distribution of random access delay has been derived in [23],
and reliability of grant-free access protocols has been investigated in [42].
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For the system-level scenarios, the burst resolution delay, corresponding to a vari-
ety of emergency scenarios in industrial automation, such as blackout recovery or
system reboot, has been studied by the authors in [46]. The authors have illustrated
that the reliability assessment is additionally complicated by the uncertainty of user
activity; see Fig. 4. That is, even if the performance bounds on protocol behavior
are characterized, they are conditioned on the user activity profile. Thus, the user
activity profile either has to be enforced by means of traffic shaping tools or has to
be estimated with sufficient precision.

The next step after evaluating stochastic performance is to incorporate reliability-
latency into the optimization, either as objective or constraints. Recent work in
this direction includes [15, 32]. The authors in [32] have introduced frameless
ALOHA, providing guaranteed reliability-latency performance by means of SIC.
The protocol operates in a way that adds time slots on-the-fly in order to meet a
certain performance level. Latency-constrained IeIC with feedback is investigated
in [15], where users are allocated specific identities to provide guaranteed random
access performance.

4.2 Reliable Activity Estimation

Providing precise estimation of user activity is a prerequisite for reliable access
protocols. Three activity estimation problems are common in random access: (1)
total population of users, (2) active users, and (3) collision multiplicity estimation.
For IIoT communication, since the sensors are deployed in a controlled well-
dimensioned environment, it is typical to assume that the total number of users
is known. An estimate on the number of active users is needed in order to
allocate appropriate number of resources and devise overload control measures (e.g.,
barring factor). Estimating the collision multiplicity allows to deploy more advanced
protocols for faster and more efficient collision resolution.

The estimation can be performed either under assumption of a known prior
distribution or without any prior assumptions. A prior typically comes for a model of
user behavior; thus it requires knowledge of the users’ activity profile, which can be
hard to obtain if user’s activity is comprised of many different applications. Without
a known prior, it has been a common approach to assume Poisson distribution
and iteratively update the estimate [45]. The approach might work well in case of
massive IoT, where, due to a large number of independent users, the Poisson limit
theorem can be assumed to hold. This is however not the case for IIoT, where due to
tight reliability requirements much less users per BS can be supported. If the total
number of independent users is low, Poisson approximation does not hold anymore.
Furthermore, Poisson approximation assumes independence of users’ activity, thus
neglecting a possibility of correlations. The correlation arises in exemplary cases
where multiple sensors monitor the same process or in emergency scenarios,
creating burst arrivals [29] and highly impacting random access performance [25].
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User activity can be estimated by observing the outcomes in the allocated
resources. Here, we are interested in estimation on the BS side. As the number
of resources is scarce, intuitive approach would be to directly use the contention
outcomes O as an observation (see Fig. 5a). In that case, no additional resources
need to be spent on estimation. There is a number of seminal works investigating
estimators using the contention outcomes [8, 39] given the number of users and their
activity pattern. Typically, the expected number of active UEs is obtained with this
method.

An alternative approach is to deploy additional resources specifically for the
estimation of the user activity (see Fig. 5b). Using separate resources for estimation
provides multiple advantages. First, one can use pilots instead of actual data packets,
thus potentially allowing smaller transmission slots. Second, the more resources are
used for estimation, the better precision can be achieved. With more resources, it is
possible to obtain a multiplicity estimate [8] on the instantaneous number of UEs
per TO. The multiplicity estimate can be used to guide and dimension collision
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Fig. 6 Illustration of the trade-off between allocating estimation and contention resources [20].
Success probability is depicted as a function of (m, l) configuration of a contention round
resources: m contention resources and l estimation resources

resolution techniques, such as tree resolution algorithms, which in turn can provide
tighter performance guarantees. It is an ongoing research to assess the trade-off
between allocation of estimation resources and the estimation precision [20, 33].
The balance between allocation of a contention resources and estimation resources
is evaluated from MAC layer perspective in [20]. For a fixed reliability requirement
and total number of active users, the authors evaluate different allocations of
l resource units for multiplicity estimation and m resource units for contention
resources. This trade-off is illustrated in Fig. 6. We observe that a combination
of l, m = (400, 2500) resources achieves the same success probability, 0.9, as
l, m = (2500, 1100) combination, whereas it spends less total amount of resource
units (2900 vs 3600). This illustrated that, in some cases, allocation of additional
estimation resources can increase the resource efficiency.

In addition to the centralized activity estimation on the BS, there is an option to
apply a decentralized approach and delegate the estimation task to UEs. However,
typically, UE can only observe contention outcome in the TO where it transmits
itself, making the resulting estimation very coarse. Whether the sensor has access
to outcome of other TOs depends on whether it has access to the feedback to
other sensors (e.g., if feedback from BS is transmitted as a broadcast). Continuous
listening to the feedback introduces additional power consumption. This perspective
is investigated in the following work [50].
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4.3 Channel and Performance Modeling

As we have explained earlier in Sect. 2, random access protocols are typically
analyzed under the assumptions of collision channel model. Unlike its information-
theoretic counterparts, such as Gaussian MAC [36], collision channel is less
complex and thus applicable for queuing theoretic analysis. Low complexity allows
to use the analysis in real time to optimize the resource allocation and overload
control. However, while it provides a powerful abstraction to analyze expected
behavior, for high reliability scenarios such as IIoT, tail of the distribution also
matters; therefore, corner cases and higher-order effects must be captured by the
model.

Additionally, novel techniques such as SIC or MPR allow better performance
than that predicted by collision channel model. Therefore, research community is
currently investigating generalizations of collision channel models. Prominently,
the K-MPR channel model [19] has been revisited. Its probabilistic version [42]
allows more precise modeling of higher-order effects. However, K-MPR model
is typically assuming that MPR capabilities are static and can be determined in
advance. This assumption often does not hold, since MPR capabilities depend
heavily on the deployment scenarios, power control, channel coefficients, and even
on the contention parameters. More research in this direction is needed to find
suitable models to characterize the high reliability region of performance.

4.4 Application Awareness and Cross-Layer Design

A promising way to improve the performance of random access protocols is
to provide more information from the application layer. This approach is often
referred to as cross-layer design [6], and more recently, it has been coined as
semantic networking [37]. Multiple building blocks of a random access protocol can
benefit from application domain knowledge, as illustrated in Fig. 7. It can reduce
uncertainly in the user activation and provide semantic information to increase
efficiency and allow dynamic prioritization.

Let us first consider the use of application domain knowledge for activity
estimation. It has been a common assumption that random access does not cope well
with synchronized or correlated arrivals [29]. However, as it has been demonstrated
in recent work [25], anticipating the correlations can also boost the performance
beyond slotted ALOHA throughput. Known correlations can be exploited by
adjusting contention parameters or allocating appropriate amount of resources.
Moreover, the activity of IIoT devices often tends to be correlated, e.g., consider
redundant sensors monitoring environment conditions or cascading failure events
propagating in a facility. Exploiting correlation in the transmitted information
can further boost the performance, leading to the information-centric networking
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approach, where only the information itself matters and not the identity of its
transmitting UE [27].

Additionally, the application domain can provide dynamic input to the utility
function and decision logic. Utility function can take the current state of an
application into consideration, and the random access protocol can dynamically
react upon it. Current state can determine the urgency of data transmission, which
helps to prioritize UEs and thus improve the efficiency of the protocols, when
the data is only transmitted when it is really needed. Let us take an example of
networked control systems, a general class of IIoT applications, where the feedback
control loop is closed over a wireless channel [34]. Here, the state of an application
can be expressed as the network-induced error, i.e., the deviation of the state
of the plant from the desired operating point. The authors [34] demonstrate that
current state of the application can be dynamically used to locally determine access
probability, which reduces collision rates and improves application performance.

In order to fully benefit from application domain knowledge, further work is
required both for theoretical foundations and performance limits and for cross-layer
architecture.
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5 Summary and Conclusions

In this chapter, we have presented random access protocols for IIoT communication
as an alternative approach to the currently dominant dynamic grant-based access.
Despite its stochastic nature and notorious uncertainty, random access has potential
to achieve high efficiency and lower latency for sporadic IIoT users by avoiding
excessive signaling overhead. We have presented interference cancellation and
feedback as enabling techniques to boost efficiency and control the uncertainty of
random access protocols. We have indicated the implications of IIoT requirements
on the building blocks of a random access protocols: activity estimation, perfor-
mance modeling, and utility function choice. We have shown that all the building
blocks of a random access protocol must be carefully designed to fulfill IIoT
requirements for predictable performance. Finally, we argued the random access
protocols can benefit from application layer information.
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Wireless Communications for Industrial
Internet of Things: The LPWAN
Solutions

Emiliano Sisinni and Aamir Mahmood

1 The LPWAN Umbrella: A Snapshot of Common Features

The burgeoning Industry 4.0 paradigm, introduced in 2011 as a German government
initiative to improve efficiency in the industry, aims at exchanging and collecting
information along the whole life cycle of a product. This information is stored in
a repository to create a virtual “digital twin” of the product itself. The digital twin
can exploit the valuable information collected all along the product value chain to
implement forecasting models, minimizing losses against unexpected events, thus
improving the overall business process. Generally, the ensemble of both the physical
and cyber components is referred to as a cyber-physical system (CPS). In particular,
the operation phase is where Industry 4.0 meets the Internet of things (IoT), leading
to Industrial IoT (IIoT).

For this reason, IIoT is considered an evolution rather than a revolution as for the
consumer counterpart. Indeed, low-cost, low-power consumption, battery-powered
wireless devices were already available, in the late 2000s, with the advent of the
so-called wireless mesh network protocols. In particular, the availability of reliable
IEEE802.15.4 radios paved the way to international standards devoted to process
automation and utility networks, like the well-known IEC62591 (a.k.a. Wire-
lessHART) and IEC62734 (a.k.a. ISA100.11a). On the other side, wireless in factory
automation is still mainly based on customary solutions derived from consumer
market technologies such as WiFi (IEEE802.11) and Bluetooth (IEEE802.15.1), due
to stringent time constraints.
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This consolidated scenario started to change recently, due to the widespread
diffusion of protocols originally designed for the IoT and the smart things, that
contaminated the industrial automation as well. New actors came into play, allowing
for multi-km network coverage by mimicking the mobile systems approach. The
term coined for addressing such technologies is low-power wide-area network
(LPWAN). A survey, carried out by the ON World research firm in 2018 on IIoT
topics [1], confirms the interest toward these technologies. In the survey, more
than 100 industrial automation vendors, end-users, systems integrators, and service
providers were contacted, and 19% of respondents affirmed they were planning
the development of an LPWAN network.

It is worth stressing that the main design goals of LPWAN technologies are
wide-coverage and low-power operation, resulting in low data rate (usually in the
order of few kilobits per second) and high latency (usually in the order of seconds
or minutes). Accordingly, LPWANs are well-suited for niche areas, including
delay-tolerant machine-type communication (MTC), which typically emphasizes
low-power consumption for low-cost devices. Such applications are addressed with
the term massive MTC (or mMTC), in contrast to the critical MTC (or cMTC)
applications [2], with the latter needing ultra-low latency and ultra-high reliability.

Although the LPWAN family includes several members with different charac-
teristics, the most common features are: (a) large area coverage, (b) low-power
consumption, (c) low-cost and, (d) scalability [3]. In Fig. 1, a generalized diagram of
an LPWAN system is sketched. The network architecture mimics cellular networks;
one or more base stations (BS) are the centers of a wireless star network (single-hop
topology) and provide connectivity to backend servers using a backhaul network.
As better explained in the following, this configuration allows to move most of the
complexity in the cloud, where higher computational resources are available, and
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Fig. 1 A generic LPWAN network architecture
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permits to reduce energy consumption (wireless routing is not required) and cost
(due to the centralized network management).

1.1 Large Area Coverage

LPWANs are generally based on single-hop wireless links; consequently, wide
coverage in possible hybrid indoor/outdoor scenarios must be ensured by means
of very good receiver sensitivity. For this reason, excluding very few examples
(notably, the solutions derived from mobile communications, as NB-IoT, and
proprietary solutions, as Ingenu), most of LPWAN technologies operate in the
license-free sub-GHz region of the spectrum. One of the advantages is that,
compared to other license-free bands, both the attenuation and the multipath fading
are lower. Additionally, the radio environment is generally less crowded, resulting
in a reduced number of interferences.

The price to pay is the reduced available bandwidth, which limits the overall
throughput. When possible, the limited number of physical channels is increased
through virtual channels, exploiting some kind of message orthogonalization per-
mitted by advanced digital modulation techniques. The good news is that when
narrowband modulations are adopted, most of the noise and interferences can
be filtered out, which greatly improves the power budget. The power budget
is generally more than 150 dB (even though maximum transmitting power is
necessarily reduced for limiting the energy consumption), thus allowing for multi-
km links.

1.2 Low-Power Consumption

Smart things (i.e., IIoT end nodes) are typically battery-powered; thus, reasonably
long lifetime (in the order of several years for many real-world applications) must be
ensured by very-low-power consumption. The wireless mesh approach, underlying
WirelessHART and ISA100.11a, is not a viable solution since wasting precious
energy in overhearing to other devices and relaying their traffic is not tolerable.
For this reason, borrowing the approach pursued in mobile networks, the preferred
choice is a star topology. Additionally, the BS is generally connected to a wired
infrastructure, and it can always be on, thus easily allowing for event-based node
communications (since uplink is of main interest in most of the applications).

Another important knob for controlling energy consumption is the careful choice
of the medium access control (MAC) strategy, which must be simple enough to
require minimal computational resources (for reducing the cost) but must minimize
the collisions as well. For all these reasons, based on the assumption that the
nodes transmit sporadically, a common solution is the use of pure ALOHA, a
distributed random access MAC protocol in which end devices transmit without
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performing any carrier sensing. Note that the radios are already equipped with
carrier sensing capabilities, so the listen-before-talk (LBT) mechanism (as the
carrier sense multiple access with collision avoidance–CSMA/CA–used in most of
the short-range wireless networks) can be implemented as well. However, LBT is
not effective in dense radio environments [4], thus discouraging its adoption.

An additional mechanism for reducing the consumption is duty cycle limitation,
i.e., forcing quite periods among consecutive transmissions. Very often, such a
constraint is mandatory to fulfill regional regulatory requirements related to license-
free bands.

1.3 Low Cost

The (I)IoT idea is effective only if the cost per device is very low, in the order of
a few USD, including the cost for connectivity. For this reason, LPWANs success-
fully compete with legacy licensed solutions, as the cellular-like communications.
LPWAN networks permit new players to implement a cellular network, without
the need of a subscription to a third-party provider. Accordingly, the backend
infrastructure must be simple as well. The use of the Internet as the backbone,
similarly to all the other IoT approaches, goes in the right direction. Another
common approach is the use of transparent BSs (often named gateways), for
which data coming from (and going to) the field via the wireless link are opaque.
By this, their complexity is greatly reduced, and security-related operations for
authentication and encryption are moved into the backend.

1.4 Scalability

As previously stated, target applications include mMTC; hence, one of the key
requirements of all LPWANs is supporting a massive number of devices sending
small chunks of data. Thus, network scalability is a challenge. The spectrum
scarcity, as mentioned earlier, must be compensated by using different diversity
techniques, including efficient modulations and some form of orthogonal multiplex-
ing.

On one side, centralized backend, able to check the overall network status in real-
time, helps in implementing an adaptive selection of channels and data rates. On the
other, recall that most of the communications occur from the field toward the BS.
Therefore, it is generally preferred to rely on simple distributed mechanisms, e.g.,
simple message retransmission or a random selection of channel and data rate.
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2 Different LPWAN Flavors

Many different technologies are covered by the LPWAN umbrella, including both
proprietary and standardized approaches. The solutions that attracted the highest
interest are probably NB-IoT, SigFox, and LoRa/LoRaWAN. Some works exist that
try to compare these technologies, all sharing similar design goals (e.g., as reported
in [5]). In the following sections, basic characteristics of NB-IoT, SigFox, and LoRa
are outlined, whereas LoRaWAN solution is discussed in detail in Sect. 3. Although
NB-IoT seems to offer the best coverage, the most diffused LPWAN, well-accepted
by both the academia and the industrial world, is LoRaWAN, for its flexible backend
implementation and for permitting to manage very diverse applications.

2.1 NB-IoT

In the past, the 3rd Generation Partnership Project (3GPP) group proposed some
amendments in mobile networks to encompass requirements of low-power and
wide-area networking applications. MTC has been supported in Long-Term Evo-
lution (LTE) since Release 10, in which the 3GPP defined a new profile, called
CAT-0, which reduced system complexity offering a maximum data rate of 1 Mbps,
but keeping the same 20 MHz maximum system bandwidth of regular services. In
Release 13, two new categories, CAT-M1 and Narrowband IoT (NB-IoT), have been
defined, which lowered the available bandwidth to 1.4 MHz and 200 kHz, respec-
tively. NB-IoT communication coexists with LTE, operates in licensed frequency
bands (e.g., 700, 800, and 900 MHz), and occupies a single resource block of regular
LTE transmission.

In particular, NB-IoT specifications have been developed according to the
following main design goals [6]:

• enhanced indoor coverage, obtained by a maximum coupling loss (MCL, the
metric chosen by the 3GPP to evaluate the radio coverage and defined as the
ratio of the power at the transmitter to the sensitivity at the receiver) in the order
of 164 dB,

• support for a large number of low-demanding nodes per single BS. The goal was
to manage smart metering applications, considering the estimated household
density in London, where there are 1517 households per square km, and Tokyo,
where there are 2316 households per square km. In both cases, the inter-cell
distance is in the order of 1.7 km,

• support for low-throughput nodes; indeed, the MCL of 164 dB, should ensure
an end-user data rate of 160 bps for both the uplink and downlink exchanges,

• support for low-complexity and low-cost implementation of devices, as required
by typical IoT applications; in turn, better power efficiency is achieved, thus
extending the lifetime of battery-powered devices,
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• capability of delivering exception reports in less than 10 s for at least 99% of
the devices.

NB-IoT defines three different usages: stand-alone (reusing GSM frequencies
bands), guard-band operation (leveraging on unused resource blocks within an LTE
carrier’s guard band), and in-band operation (leveraging on resource blocks within
an LTE carrier). The NB-IoT amendment can be considered as a new air interface
tailored for simple devices that can be connected to a network operator/provider
exploiting the well-established LTE infrastructure. It uses the single-carrier fre-
quency division multiple access (FDMA) in the uplink and orthogonal FDMA
(OFDMA) in the downlink, and the adopted modulation is the quadrature phase-
shift keying (QPSK) [7]. The data rate is limited to 200 kbps for the downlink and
20 kbps for the uplink, with a maximum payload size of 1600-byte per message.
Standardization of NB-IoT continued in Release 14 and 15 to include localization
methods based on observed time difference of arrival, multicast services (e.g., for
over-the-air update), as well as latency and power consumption reduction [8].

The NB-IoT protocol stack is split into two planes, the control and the user
one. The access stratum (AS) layer occupies the level 2 of the stack, and it is
in charge of transporting data over the wireless connection and managing radio
resources. The data transportation is offered via the packet data convergence
protocol (PDCP), which determines the 1600-byte payload limit, whereas the radio
resource management provided by the radio resource control (RRC) protocol aims
at minimizing signaling by suspending/resuming the operation of the user plane.
Above AS, there is non-access stratum (NAS), which conveys non-radio signals
exchanged among the user equipment (UE) and the core network. NAS handles
authentication procedures, performs security controls, and manages mobility and
bearer, while the routing is performed using Internet protocol (IP). The UEs access
the medium according to the contention-based random access channel (RACH)
procedure. First, a preamble is transmitted; if the transmission fails, the preamble
is re-transmitted for a maximum number of retries, which depends on the desired
coverage enhancement (CE) level; subsequently, the next CE level is adopted.
Once the preamble is correctly received, the associated random access response
is received by the UE. Finally, the contention resolution process is started by the
transmission of a scheduled message, and it is concluded when the user equipment
receives the associated contention resolution message.

2.2 SigFox

NB-IoT offers relatively high data rates, high-power BSs, and advanced features for
routing and multicasting. On the opposite side, we find SigFox proprietary solu-
tion, which exploits so-called ultra-narrowband (UNB) communication. Although
SigFox operates in unlicensed ISM bands (e.g., 868 MHz in Europe, 915 MHz
in North America, and 433 MHz in Asia), its business model is similar to the
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one used by mobile operators. SigFox deploys its BSs equipped with proprietary
software-defined radios (SDRs). An IP-based network is used to connect the BSs
to the backend servers, representing Sigfox Cloud. End-users must integrate their
applications with the SigFox Cloud, by means of the two available methods: the
“Callback API” and the “REST API.” In particular, Callbacks are HTTP requests
implementing one-way only notification messages, thus permitting to retrieve
messages from the devices. On the other hand, the REST APIs implement bi-
directional HTTP data flows used for administrating the behavior of the devices
and implementing related services.

The SigFox protocol stack includes the radio-frequency layer, implementing
the modulation scheme and providing services to the data link layer performing
the medium access control and error detection. Finally, the users’ requirements
and specifications are managed at the application layer. The adopted modulation
is binary phase-shift keying (BPSK) with very limited bandwidth (100 Hz). When
devices operate in the EU, the unlicensed region between 868.180 and 868.220 MHz
is divided into 400 different channels (including 40 reserved). Unfortunately, the
maximum throughput is 100 bps. This bandwidth choice has been dictated by the
needs of minimizing the noise level (thus obtaining exceptional sensitivity), the end
device cost, and the power consumption. End-device design cost is reduced since
precise and stable oscillators are not required [9], thanks to processing carried out
in the BSs, as better explained in the following.

Sigfox uses a random frequency and time division multiple access (RFTDMA)
strategy to transmit frames. RFTDMA allows the nodes to access the medium
randomly both in time and frequency, without performing any contention-based
mechanisms. Although it can be related to the pure ALOHA protocol, it allows
choosing the carrier frequencies from a well-defined continuous interval (let’s call
it B), and not from a predefined discrete one. At the BS side, the SDR listens
at the full available bandwidth B instead of recognizing the actual carrier used
by the transmitting device. Thus, message preambles are continuously searched
within the whole B band, and, once recognized, the whole message frames are
demodulated/decoded. Such an access scheme, on the one hand, limits the power
consumption but possibly introduces interference among active nodes, especially if
other co-located wireless systems are in the field. For instance, in [9], it is reported
that in order “to ensure a high level of performance (e.g., PER below 10%), the
highest number of nodes which can communicate at the same time is approximately
100, if the number of available channels is 360. At the same time, with the increase
in the number of sensors, an avalanche effect is triggered, which drastically lowers
the performance level.”

A SigFox frame consists of a 4-byte preamble and a 2-byte frame synchroniza-
tion field, followed by a 4-byte device identifier, up to a 12-byte payload, a variable
length Hash code for authentication, and a 2-byte cyclic redundancy check (CRC)
field for error detection.

Initially, uplink-only communication was supported, but later asymmetric bidi-
rectional communications have been permitted. Subsequently, two-way communi-
cation has also been permitted, in which a downlink payload can be transferred
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after a node explicitly sets a request flag within an uplink. The communication is
always started by nodes, thus minimizing the time spent in listening the medium.
The maximum number of uplink messages is 140 messages per day, while the
message payload length for each uplink is limited to 12 bytes, as previously stated.
Moreover, up to four downlink messages per day with a maximum user payload of
8-byte are permitted (and obviously, acknowledgment of every uplink message is
not supported).

Communications reliability is provided by retransmissions, featuring time and
frequency diversity. Each end-device message is transmitted three times by default
over different frequency channels. The SDR approach at the BS allows the simulta-
neous reception of messages in multiple channels so that transmission frequency is
randomly chosen.

2.3 LoRa

The LoRa radio technology has been originally introduced (and patented) by
Semtech. LoRa adopts chirp spread spectrum (CSS) modulation in order to code,
with a single chirp frequency trajectory, SF (spreading factor) bits. Consequently,
each transmitted symbol is SF bits long. The choice of CSS has been motivated
by the very good correlation properties shown by chirp symbols; virtual channels
and adaptive data rate strategy can thus be easily achieved by transmitting messages
with different SF values. In detail, the chirp bandwidth BW is fixed (BW = 125,
250, or 500 kHz), while the chirp duration can be calculated as TC = 2SF/BW.
Accordingly, a higher SF means a lower data rate but a better noise immunity
(thanks to additional processing gain). Forward error correction mechanism has
been considered to increase robustness again noise and interference, but the price
to pay is a reduced throughput; however, several coding rates (CR) can be specified
in the range from CR = 4/5 to CR = 4/8.

3 The LoRaWAN Solution

A complete communication solution has been designed around the LoRa physical
layer, which is known as LoRaWAN. Regarding the physical layer (i.e., the
previously described LoRa), LoRaWAN specifications add other constraints that
depend on the regional parameters. For instance, when operated in Europe, the
allowed bandwidth is BW ∈ [125, 250] kHz and SF ∈ [7..12]. Accordingly, a
single physical channel can host up to six quasi-orthogonal virtual links (one per SF
value [10]). Unfortunately, due to the different symbol duration, the actual data rate
ranges from about 300 bps to 11 kbps. The message payload has a maximum length
in the range of 51-byte (at SF = 12) to 242-byte (at SF = 7).
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3.1 The LoRaWAN Architecture

LoRaWAN specifications are drafted by the LoRa alliance, which includes the
device manufacturers, end-users, and research institutions. In particular, LoRaWAN
provides upper layers of the protocol stack above the radio, defining the data
link layer, which leverages on the pure ALOHA medium access strategy (despite
clear channel assessment is somehow permitted). Regarding the network level,
the network topology is hybrid wireless and wired star-of-stars, consisting of
multiple BSs (gateways) tunneling into/from a wired backhaul/backbone uplink and
downlink messages. The main design goals are reduced complexity, thus lowering
implementation and maintenance costs, on the wireless side. Target applications are
based on uplink only, whereas downlink, despite being permitted, should be limited
to increase efficient bandwidth utilization [11]. Concerning the gateways, it is
interesting to note that each one executes a software (the so-called packet forwarder)
to forward messages using an implementation-specific protocol. In particular, the
gateway only tunnels LoRa frames, i.e., the data are opaque.

According to the previous description, each LoRaWAN comprises two tiers: one
includes wireless connectivity to end devices, and the other is the backend. All
the network management procedures are carried out in a centralized way in the
backend. In more detail, the network reference model described in the LoRaWAN
specifications consists of two or three different kinds of servers (depending on the
specification release): network server (NS), application server (AS), and join server
(JS), as shown in Fig. 2. Note that the implementation details are out of the scope of
the specifications, while only the operations to be carried out are described.

NS is the logical entity, implementing the center of the star topology. It is in
charge of checking the frame format and authentication, and providing acknowl-
edgments if required. Additionally, it manages the LoRaWAN data link protocol
features, e.g., as data rate adaptation strategy. Once authenticated, NS forwards

Fig. 2 LoRaWAN network reference model
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an incoming uplink to the appropriate AS and queues downlink from any AS to
deliver the useful payload to the proper end-device. If a JS is present, Join-request
and Join-accept messages (by which the affiliation procedure is carried out) are
forwarded to the end-devices and to the JS by the NS, respectively. JS, introduced
in the LoRaWAN Release 1.1, is in charge of managing the affiliation of end-devices
in a secure (i.e., encrypted) way. Finally, since the application-level protocol is not
described in the specifications, AS has to implement it for delivering data to the
final user. A comprehensive evaluation of delays along the whole route from the
end-device to the end-user is provided in [12]; the capability to access the same
end-node data in multiple end-user locations is described in [13].

Roaming is supported as well; accordingly, three roles exist for an NS: serving
NS (sNS), home NS (hNS), and forwarding NS (fNS). Only sNS controls the data
link layer behavior of the end-device, while hNS is connected to the AS, and several
additional fNS can be connected to other gateways. If sNS does not change, passive
roaming is carried out. On the contrary, when handover roaming is enabled, the
end-device is managed by the visited network, though user data are still forwarded
to the original hNS. Specifications do not provide any details of the protocols to
implement interfaces between fNS and gateway, and between hNS and AS. Only
the communications among NSs and JS-NS interfaces are described. In the latter
case, the HTTP protocol must be used, encoding the payloads using JSON objects.
As a matter of fact, several different proprietary implementations may exist. Such
an architecture makes it easy to decouple the owner of the infrastructure from the
owner of the data, enabling new business scenarios.

3.2 Security

Both IoT and IIoT rely on the fundamental principles of “connectivity to all” and
“connectivity with all”; as a consequence, security issues are the main concern.
LoRaWAN specifications already include mechanisms for ensuring confidentiality,
integrity, and availability (CIA) since the very first release [14]. A preliminary step
performed by the manufacturer of the end-device, or by the operator in charge of
the commissioning, requires to configure each node with the root keys that will
be used for deriving actual enciphering keys and both the device and the network
identifiers. This information is needed to proceed with the personalization and
activation procedures, usually carried out before the affiliation. In particular, two
different approaches exist for the activation, namely, over-the-air activation (OTAA)
or activation by personalization (ABP).

The preferred OTAA procedure is a flexible and secure way of obtaining session
keys from the backend servers. The node first transmits a join_request message,
received by the NS and further processed with information coming from the JS (if
any). The JS has been introduced in LoRaWAN v1.1 to allow a complete separation
between network and application domains, each one leveraging a different key. Once
the message is validated, a join_accept message is sent back as a confirmation.
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The enciphered payload of the join_accept is used by the end-device to derive the
actual session keys from the root keys. The specifications require these keys to be
device-related; thus, possible disclosure should affect only the compromised device
without affecting the rest of the network. In the ABP procedure, the session keys
can be preventively stored in the device by the manufacturer, which should pay
attention to track and match a unique device identifier, as the DevEUI, with the keys
themselves. On the other hand, if the device has not been preventively configured by
the hardware manufacturer, it is responsibility of the end user application to manage
and deploy these keys on the devices in the field. Nevertheless, in both cases, the
session keys stored in the node must match the corresponding keys stored in the
backend servers. Thus, the ABP operates with a reduced security level and should
be considered only for preliminary/debugging activities.

In particular, according to LoRaWAN specifications, several session keys are
defined and used. At the network level, they are used by NS for generating and
checking the message integrity code (MIC) or to encipher the MAC commands.
User data, on the contrary, are protected at the session-level using a session
key used for de/en-ciphering the application payload. Resuming, confidentiality
and integrity of MAC commands are carried at the network level, whereas user
data confidentiality is implemented at the application level, as shown in Fig. 3.
Obviously, security on the backend is mandatory as well, but implementation is
left out to the implementer.

4 LPWAN Exploitation for Industrial Applications

As already stated in Sect. 1, the Industry 4.0 paradigm requires the interaction of
devices and human operators in order to improve the overall process efficiency and
automation processes. As a consequence, wireless communication systems are of

Fig. 3 LoRaWAN security model
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main importance, thanks to their inherent scalability and non-invasiveness. In this
respect their introduction, LPWANs have been seen as promising technologies for
those non-critical industrial applications requiring broad coverage but tolerating low
bandwidth and delays. As a matter of fact, the LPWAN simplicity complemented
by good energy efficiency is truly interesting for cost-effective IIoT deployments.
Similarly, the robustness with respect to multipath and fading is appreciated in
industrial environments. Not surprisingly, manufacturers started selling rubberized
versions of LPWAN devices purposely designed for the harsh industrial domain.

Comparing the LPWAN architectures with the wireless fieldbuses, purposely
designed for control process applications, as the IEC62591 (WirelessHART) or the
IEC62734 (ISA100.11a), several similarities can be highlighted. WirelessHART
defines a Network Manager logical entity that is in charge of managing the node
behavior; the ISA100.11a specifications define a System Manager, performing
the same functionality. It is evident that LPWAN backend servers, such as the
LoRaWAN Network Server, can provide equivalent capabilities. However, LPWANs
generally lack important features, notably a synchronization mechanism [15]. As a
consequence, any time information provided at the backend level results in relatively
poor accuracy.

4.1 From Pure ALOHA to Scheduled MAC Protocols

Wireless industrial communication systems generally leverage on guaranteed access
strategies, in which nodes are granted access to the medium according to a
predefined resource assignment to easily ensure network timeliness. This strategy
is adopted in many popular polling- or time division multiple access (TDMA)-
based protocols. For instance, the aforementioned WirelessHART and ISA100.11a
both use time-slotted channel hopping (TSCH) strategy, which adds frequency
diversity (i.e., the adoption of different communication channel on a slot basis), to
improve interference immunity and perform simultaneous transmissions on multiple
(orthogonal) channels. Indeed, industrial applications are generally based on a
limited, fixed number of devices deployed at the beginning of the plant lifetime, so
that scheduling can be effectively carried out. On the contrary, LPWANs have been
designed having scalability in mind, with applications possibly including thousands,
if not millions, of devices. For this reason, as previously highlighted, the most
common approach is pure ALOHA, which is prone to message collisions but does
not require any a priori knowledge, thus minimizing implementation complexity.

Unfortunately, the performance of pure ALOHA is quite poor in crowded
environments; it is well-known that the maximum throughput is about 18% of
a perfectly synchronized solution. For mitigating the efficiency losses, slotted
ALOHA and TDMA mechanisms have been overlayed to the original LPWAN. In
the slotted access, the time is divided into slots (having a fixed length according
to the maximum message length), and the nodes can access the channel only at
the beginning of a slot. In the TDMA scheme, a scheduler has to be implemented



Wireless Communications for Industrial Internet of Things: The LPWAN Solutions 91

in the backend to assign transmission intervals (and transmission frequency/data
rates) to end-devices, thus virtually avoiding collisions. In particular, the openness
of the LoRaWAN standard makes it attractive for researchers, as confirmed by the
several publications aimed at demonstrating the superior performance obtainable
using slotted ALOHA or scheduled mechanisms (e.g., consider [16–22]). Since the
transmission policy is changed only, full compatibility with the original specifica-
tions is generally guaranteed.

The primary hypothesis for both slotted ALOHA and TDMA approaches is a
common sense of time shared by all the network nodes; for this reason, some
synchronization mechanisms must be implemented in order to minimize the impact
of local clock drift. The MAC layer in LoRaWAN (and generally speaking in
all LPWANs) supports neither synchronization nor low-level timestamping and
must be purposely added. Instead, the synchronized downlink is permitted only
based on reference time dissemination using downlink beacon messages to identify
a repeating superframe arrangement. In [22], the LoRaWAN end-device takes a
local timestamp right before sending a synchronization request. Once the gate-
way receives this request, the corresponding timestamp in the GW (global) time
reference is taken as well and retransmitted to the end-device in the following
synchronization acknowledge message. Given such a pair of timestamps, the offset
between the node (local) and the GW (global) clocks is estimated. By collecting
several offsets estimation, it is possible to evaluate the clock skew to correctly
identify borders of slots in the local time domain.

4.2 Extending the LPWAN Coverage

As stressed in previous sections, most LPWAN solutions adopt a single-hop archi-
tecture, which is a star topology where nodes are directly connected with one (or
more) BSs, thus greatly simplifying the overall system and permitting centralized
management. However, in crowded environments, this single-hop massive channel
access may pose additional challenges in terms of offered quality of service (QoS),
limiting the overall network reliability, scalability, and flexibility. Most of the issues
come from the very channel access mechanism, which, as stated in the previous
Sect. 4.1, is pure ALOHA.

However, once more complex but powerful schemes as TDMA are implemented
(providing time synchronization), multi-hop topologies can be easily implemented
[23–25]. The advantage is that lower transmission power is permitted, still ensuring
large-area coverage, at the expanse of increased latency (that is not a strict
requirement in most of LPWAN target applications). Many researchers worked
on this approach, as confirmed by the available literature. It must be stressed that
protocol stack complexity is greatly increased as well, so that many solutions try to
balance the network performance preferring the star topology and moving into the
multi-hop only if QoS is degrading. Indeed, in order to preserve the node lifetime
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(i.e., reducing the overall power consumption, largely using deep-sleep states), the
following technologies are generally required:

• network-wide time synchronization,
• TDMA-like channel access, for avoiding collisions among relaying nodes,
• adaptive transmission power levels,
• simple, flexible, and scalable joining procedure,
• energy-aware, adaptive, and resilient routing protocol.

It is interesting to note that the availability of two receive windows for downlink
communications provided by the LoRaWAN solution paves the way for a relayer-
based approach for transparently doubling the coverage in both uplink and downlink
directions. In particular, in [26], it is suggested the exploitation of a so-called e-
Node, which transparently forwards copies of any incoming uplink, leveraging on
the deduplication mechanism natively implemented by NS. On the contrary, on the
downlink, the message is forwarded in the second receiving window so that if the
end-node is able to immediately receive the message in the first window, overhearing
is avoided; otherwise, if direct link is not permitted due to the actual link budget, a
second opportunity is naturally provided.

4.3 Limitations and Future Directions

Since LPWANs have been originally designed for applications tolerating low-data
rate and sporadic communications, their usage can be easily extended to condi-
tion monitoring of industrial equipment, facilities, and environments. The recent
research activity is mainly focused on overcoming limitations imposed by the
simple but not-so-efficient MAC protocols, showing that performance comparable
with standard solutions currently used in process control (e.g., WirelessHART and
ISA100.11a [20]) can be obtained. On the contrary, there are no real advantages
in managing cyclic communications with refresh time shorter than 1 second.
LPWANs are the quick-and-dirty solution for filling the current gap in mMTC
communications waiting for large deployments of 5G networks. It has to be
considered that Rel-16 of 3GPP specifications is focused on IIoT-related enhance-
ments, and several activities of the 3GPP are ongoing for supporting time-sensitive
communication integration and deterministic applications [27]. However, the two
approaches can coexist, and possible adoption of 4G/5G technologies as LPWANs
backhaul/backbone has already been proposed [28].

5 LPWAN Simulations

Performance evaluation of any wireless technology is important to understand its
suitability against key performance indicators laid by applications. It also plays



Wireless Communications for Industrial Internet of Things: The LPWAN Solutions 93

a vital role in the design and optimization of the wireless links and the overall
network performance. Usually, evaluation is required both from the link-level and
the system-level perspective, often carried out by theoretical modeling, simulations,
or empirical measurements. All these tools are employed, although independently,
but often empirical measurements in simple scenarios are used as a benchmark
to perform full-scale simulations and fine-tune analytical models. In LPWAN
systems, designed to collect data from a massive number of devices, system-level
performance of the protocols is imperative to metric their performance in terms of
coverage, scalability, and reliability. Also, these technologies often provide various
degrees-of-freedom in the selection of MAC/PHY layer parameters. Therefore,
the design and optimization of the network performance require fine-tuning these
parameters under dynamic interaction among the devices at the protocol level, which
is only possible by extensive simulations.

In contrast to simulations, test-beds cannot scale due to cost and experimental
repeatability issues. Additionally, mostly measurements (to find path loss, packet
loss rate) are carried out with a limited number of devices communicating with
the network at a time. However, the network behavior is different when many
devices use the network simultaneously, and therein the interference becomes
the primary source of packet loss and coverage reduction (outage) [29, 30]. In
this case, the deployments are though helpful to predict the coverage boundaries,
e.g., for SFs in LoRa, but they cannot help to analyze the network scalability.
Meanwhile, the theoretical models usually study a limited aspect of the physical
and medium access layer using assumptions, limitations, and abstractions that still
need extensive validation through simulations. Moreover, MAC layer features and
enhancements, such as new MAC design, adaptive data rate (ADR) scheme, power-
control algorithms, SF allocation scheme, the mutual interaction between downlink
and uplink traffic, and retransmission scheme, are difficult to model analytically and
usually lag behind the simulation-based analysis.

Industrial applications demand timeliness and reliability, whereas the LPWAN
technologies are not feasible for real-time monitoring unless low-scale deployment
is of interest. Instead, it is suitable for smart-city applications, metering, and
logistics (tracking). Despite the fact, there are many studies that show that the
design of a MAC is feasible to support lazy-control and soft-realtime applications
as discussed in Sect. 4.1. Although there is no extensive simulation framework for
evaluating the industrial use cases and all these studies are concluded based on
the limited test-beds, we summarize the simulation environments available in the
literature that could be exploited to evaluate the full potential of these proposals.

In what follows, the discussion is focused on the available design and validation
tools for LoRaWAN, which, as previously stated, is currently the most diffused
example of LPWANs. Considered tools range from radio planning applications
to link- and system-level simulation environments. In particular, their designs,
abstractions, and details of implementation are briefly sketched out. In the end, we
highlight the potential research directions, especially for designing a unified solution
to evaluate the LoRa network performance. For details on test-beds- and theoretical-
based studies, the reader can refer to [31].
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5.1 Radio Planning Tools

Radio network planning, concerned with the topographic maps and a precise
propagation modeling, is important for network planning and deployment to provide
adequate coverage in the area of interest. A measurement-based analysis of coverage
is performed in [32, 33], and a generalization on propagation models is achieved.
However, it is vital to have a radio planning tool that takes into account the
topographic information of the deployment area and, together with propagation
models, provides coverage information rapidly. Two prominent radio planning tools
are from CloudRF [34] and ATDI [35].

CloudRF is an online service for modeling radio propagation, with its core in
open source tool SPLAT – a terrestrial RF path and terrain analysis tool. CloudRF
supports LoRa with a low receiver threshold of −140 dBm with a dedicated sub-
noise floor color schema. Also, it uses various propagation models (including but
not limited to Irregular Terrain Model, Okumura-Hata, Cost231-Hata, Ericsson 999,
ECC33, ITU-R P.525) suitable for the UHF spectrum. Incorporating high-resolution
LIDAR data enables to plan in urban areas with a high degree of precision. For wide-
area plots, there is 30 m terrain data worldwide, which includes clutter like buildings
and vegetation.

ATDI provides a commercial radio coverage prediction and planning tool for
LoRa that takes into account the urban buildup and building impact (shadowing,
absorption) predictions for indoor device deployments.

5.2 Link-Level Simulations

The link-level simulations are crucial to analyze the performance of LoRa mod-
ulation, especially under the impact of self-interference. In [36], a link-layer
simulator, known as PhySimulator, is designed to analyze the impact of self-
interference in LoRa. PhySimulator investigates the performance of a reference
device receiving a useful LoRa signal in the presence of interfering signals using the
same or different SFs. Especially, it quantifies the signal-to-interference ratio (SIR)
thresholds for which interference rejection of other LoRa signals does not work for
all combinations of SFs. The simulator exposes the non-orthogonality of SFs; that
is, it shows that the collisions between packets using different SFs can indeed cause
packet loss [36]. On the other hand, a BER model for LoRa modulation in AWGN
channels is proposed in [37], which is then further used in system-level simulations.
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5.3 System-Level Simulations

System-level simulations (SLS) are usually performed to determine the overall
network performance. SLS allows the system designers to evaluate the impact
of various parameters such as node density or traffic loads, interaction between
uplink and downlink traffic, macrodiversity, and medium access protocols on the
system performance. Meanwhile, it allows the abstraction of many link-level details
that would otherwise add time complexity. In LPWAN systems, it is infeasible to
conduct a testbed-based scalability analysis, which is also reproducible, with a high
density of devices. In this respect, many system-level results, covering different
aspects of LoRaWAN system, are presented in the literature using custom-built
simulators such as ns-3 compatible LoRaWAN module [37, 38], python-based [39],
and OMNeT++-compatible [40]. In these simulators, various components and
algorithms for link and medium access layers are implemented at different scales,
while the generic components of a LoRaWAN-specific simulator can be outlined as
follows:

1. Propagation model: takes into account the path loss model, Fading, and
shadowing phenomenon.

2. Reception model: defines the packet success based on bit error rate (BER) curves
or signal-to-noise ratio (SNR) and SIR thresholds.

3. Interference model: considers the effect of concurrent transmissions on a
reference transmission. Specific to LoRa, capture effect plays an important role
where both the time and power capture are relevant. In addition, both the co-SF
and inter-SF spreading interference need to be considered.

4. Medium access layer: although ALOHA is a de facto medium access choice,
slotted-ALOHA and LBT/CSMA are also appealing to enhance scalability as
discussed in Sect. 4.1.

5. Uplink/downlink traffic: to transfer sensory information from the field devices to
the gateway (i.e., uplink communication) is of primary interest in LoRaWAN,
it also provides support for downlink for various functions, e.g., network
management (handshaking, network joining, exchange of security keys), and
adapting communication parameters.

In the following, we outline the three main flavors of system-level simulators for
LoRaWAN.

LoRaSim

LoRaSim [39] is a python-based discrete-event simulator, which is designed to
analyze the scalability of a LoRa network under periodic uplink only traffic. It
supports the simulation of scenarios with multiple gateways and directional antenna;
however, it does not support the downlink traffic. For uplink traffic, the devices can
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Algorithm 1 Pseudocode for LoRaSim packet collision model

Require:
Received signal with spreading factors, on channel h,
Set of overlapping signal I(s, h),
Co-SF SIR threshold δ(s).

SIRsuccess = True;
for i ∈ I(s, h) do

if Preamble condition satisfied then
if Signal Power

Interferer Power(i) < δ(s) then
SIRsuccess = False;

end if
else

SIRsuccess = False;
end if

end for
return SIRsuccess

be configured to use any possible value of transmission parameters (SF, frequency
channel, bandwidth, coding rate, and transmission power).

In LoRaSim, the successful reception of the uplink packets depends on the
selected transmission parameters and multiple other factors, including distance-
dependent path loss, fading, packet collisions, and receiver sensitivity of the devices.
LoRaSim uses the long-distance path loss model and log-normal shadowing. The
packet collision model in LoRaSim is based on two main assumptions: (a) two
transmissions in orthogonal channels (i.e., transmissions at different frequency
channels or different spreading factors) do not collide; (b) in non-orthogonal
channels (i.e., using same channel and SF), a collision is marked when two packets
overlap in time; however, the stronger of the two packets is still decoded successfully
given that the SIR difference between the packets is more than 6 dB and at least 5
symbols in the preamble are detected. The collision model mainly considers the
time- and power-capture effect of LoRa as experimentally characterized in [39].
A pseudocode of the packet collision model is given in Algorithm 1.

There are many simulators that are derived from LoRaSim including LoRaEner-
gySim [41], LoRaWANSim [42], and LoRaFREE [43]. LoRaEnergySim includes
an energy consumption model missing from LoRaSim, while LoRaWANSim
extends LoRaSim to extend support for ACKs and downlink reception. LoRaFREE
incorporates the impact of imperfect orthogonality of spreading factors, and the duty
cycle limitation at both the devices and the gateway. Moreover, LoRaFREE supports
bidirectional communication by adding the downlink support and the retransmission
strategy for confirmed uplink transmissions. It also provides energy consumption
profiling.
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FLoRa

FLoRa [40], which stands for Framework for LoRa, is a simulation framework
to perform end-to-end simulations of LoRaWAN networks, which includes the
accurate modeling of the backhaul link to NS. FLoRa is based on the OMNeT++
network simulator and uses components of the INET framework. It allows the
creation of a LoRa network using the modules as LoRa nodes, gateway(s), and a
network server. Application logic can be created as an independent module, which
is connected to the network server. The other salient features include (a) dynamic
management/configuration of parameters using ADR [40]; (b) node-wide collection
of energy consumption statistics, where the time and power collision model is the
same as in Algorithm 1; and (c) support for multiple gateways.

ns-3 LoRaWAN Module

LoRaWAN module is implemented in ns-3 by multiple independent researchers,
where ns-3 is a generic open-source network simulator. The two prominent ones are
reported in [37] and [38], which support a packet collision model with co-SF and
inter-SF interference and a LoRa network with multiple gateways. The ns-3 module
in [37] supports both the confirmed uplink and the downlink traffic via a simple
network server, while the module in [38], although originally lacked the downlink
traffic as well as confirmed uplink traffic, now supports both.

In LoRaSim and the other simulators (except LoRaFREE) derived from it, the
collision model assumed perfect orthogonality between SFs. However, the ns-3
modules consider the same channel transmissions over a different SF as interference.
The main difference between the two is how the link-layer performance, i.e.,
collisions, is modeled. In [37], a BER model in additive white Gaussian noise
(AWGN) channel is developed based on Matlab simulations. The BER model
considers the interference from different SFs by calculating instant SNR values. On
the contrary, in [38], the outage condition is based on the SIR, which is calculated
for each spreading factor using the cumulative interference. Each interference power
is weighted by the amount of overlap with the useful signal. A transmission is
successful only if the SIR calculated independently for each spreading factor is
above the minimum threshold. The underlying algorithm is given in Algorithm 2.

In ns-3, other than implementing standard ALOHA-based MAC, CSMA and
p-CSMA schemes with LBT are implemented and evaluated in [44] and [45],
respectively. Table 1 summarizes the salient features of the simulators reported in
the literature.
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Algorithm 2 Pseudocode for ns-3 packet collision model

Require:
Received signal with spreading factor s, on channel h
Set of overlapping signal I(s, h)

Co-SF and Inter-SF SIR threshold δ(s, s′)
SIRsuccess = True;
for s′ = {7, . . . , 12} do

for i ∈ I(s′, h) do
Cumulative Interference Energy(s′)+ = Time Overlap(i) · Interferer Power(i);

end for
if Signal Energy

Cumulative Interference Energy(s′) < δ(s, s′) then
SIRsuccess = False;

end if
end for
return SIRsuccess

5.4 Stress-Test Tools for Network Server

The simulators discussed earlier are mainly concerned with the testing of the
LoRa PHY layer and LoRaWAN protocol. Therefore, the LoRa network up to
the gateways is only being evaluated by SLS simulators. There are other unique
tools that are designed to test the scalability of the network server (NS). In this
respect, two tools that stand out are Mbed LoRaWAN Stack Simulator [46] and
LoRahammer [47].

Mbed simulator provides a virtual environment to run LoRaWAN stack without a
PHY layer. It uses a fake LoRa radio driver, yet allows to measure the performance
of the NS functionality. To do this, the fake radio intercepts the packet (to get
the encrypted packet and select data rate and frequency) whenever the LoRaWAN
stack wants to drive the radio. The packet is delivered directly to NS, which
cannot differentiate a fake radio from the real one. This approach includes two-
way data, acknowledgments, and OTAA joins function. This notable infrastructure
helps engineers develop, test, and deploy LoRaWAN devices.

LoRahammer is designed to perform stress testing of NS. In a large IoT network,
NS must handle millions of messages per second. In order to test the NS design
capability to handle these messages in a timely manner, LoRahammer simulates the
behavior of traffic from a large infrastructure with massive devices.

Figure 4 shows a comparison of the Mbed LoRaWAN simulator and LoRaham-
mer with respect to a real-life LoRaWAN network.
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Fig. 4 Working principle of Mbed simulator and LoRahammer for testing a Network Server (NS)

5.5 Limitations and Future Directions

There is a lack of system-level simulation environments for LPWANs1 except
for LoRaWAN. The simulators for LoRa/LoRaWAN are growing rapidly with the
adoption and maturity of the technology, but there is still a lack of a comprehensive
framework that covers all important aspects to understand the potential of the
technology fully; a few examples are:

• All available simulators use simplified path-loss, fading, and shadowing, while
it is required to build a system-level simulator on realistic propagation models
with digital terrain models, clutter, and buildings.

• Many scheduled-MAC protocols for industrial use cases and scenarios are
proposed and tested in limited details, but a detailed system-level analysis is
needed.

• Mostly the simulation environments consider class-A devices; however there is
a need for a simulation setup with heterogeneous device roles

1A Sigfox simulator can be found at https://github.com/maartenweyn/lpwansimulation but not
many details are available.

https://github.com/maartenweyn/lpwansimulation
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• There is no simulator which models the device mobility. LoRa is susceptible to
mobility, which worsens the performance as it cannot cope with the network
dynamics. Therefore, it is important to incorporate mobility models in the
simulators.

Considering these requirements, there must be an effort to build a simulation
framework, where the various inputs from the research community can be integrated
(as a module) and tested in a unified fashion such that each new proposal could be
compared fairly and squarely.

6 Conclusions

In this chapter, we presented an overview of emerging LPWAN technologies, and
discussed their potential for industrial IoT, especially for delay-tolerant monitoring
applications demanding wide-coverage and low-power operation of devices. We
explained the basic properties and protocol stack functionalities of different LPWAN
flavors, including NB-IoT, SigFox, and LoRa/LoRaWAN, and shifted our focus
to LoRaWAN for its predominant position in the industry/research. We discussed
the limitations of LoRaWAN medium access and indoor coverage and established
directions for future works. In the end, we discussed the significance of performance
analysis of LPWANs based on simulations and summarized available options
to conduct simulations at different levels in a LoRa network, including radio
planning, link-level and system-level simulations, and end-to-end stress testing of
a LoRaWAN network.
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1 Introduction

The concept of Internet of Things (IoT) is that every device has access to the Internet
and is able to collect or distribute information over the network. It is expected that
the number of connected IoT devices will experience massive yearly growth in the
coming years [1]. Examples of IoT applications include smart metering, smart cities,
smart factories, asset tracking, logistics, etc. The IoT devices may be deployed in
those hard-to-access locations, for example, basements where the water meters are
placed. Since changing the battery of those IoT devices in hard-to-access locations
can be costly and/or impractical, it often ends up that the battery lifetime determines
the lifetime of the device. Therefore, the main requirements for IoT device are wide-
area coverage, low power consumption, and low cost.

Low-power wide-area network (LPWAN) has gained increasingly popularity in
recent years both from industries and academia to address the requirements imposed
by IoT applications. Many LPWAN technologies have been proposed including
both proprietary and standardized approaches operating in the licensed as well as
unlicensed bands. Among them, Sigfox, LoRa, and Narrowband IoT (NB-IoT) are
the solutions that attracted highest interest. The 3rd Generation Partnership Project
(3GPP) has standardized two LPWAN technologies targeted for IoT applications:
Long-Term Evolution for Machines (LTE-M) and NB-IoT. Both LTE-M and NB-
IoT are developed based on Long-Term Evolution (LTE), but are targeted for
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different use cases. NB-IoT is focused on lowering the device complexity, increasing
the battery life, and improving the coverage at the cost of the latency, bandwidth,
and mobility [2]. On the other hand, LTE-M provides a hybrid solution between
LTE and NB-IoT with larger bandwidth, lower latency, and higher mobility at the
cost of other areas, such as complexity and coverage. In this chapter, we only focus
on NB-IoT.

The performance of an IoT device can be measured from various domains,
such as throughput, coverage, power consumption, etc. This chapter is focused
on the energy domain. A 10-year battery lifetime for a predefined traffic profile
is required by 3GPP [3]. To validate this claim, it is important to provide a
power consumption model which can be used to estimate the battery lifetime of
an IoT device. The model should be simple and easy to use so that users can
configure the parameters according to his application’s specific requirements, such
as transmission parameters and traffic profile. This is critical for the further evolution
and market penetration of IoT, as developers, researchers, and mobile network
operators need to know what each IoT technology can provide in terms of battery
lifetime for a given use case.

The power consumption model for regular broadband LTE network has been
addressed by many researchers. A review of those models can be referred to
[4]. However, only a few studies have been published in recent years focusing
on the power consumption modelling for IoT devices [5–7]. In this chapter, a
more comprehensive and flexible power consumption model is presented based
on measurements with the aim to accurately estimate the battery lifetime for any
given coverage scenarios and traffic profiles. This model, in order to be as accurate
as possible, based itself on the tested device power consumption for each state
(e.g. TX) and an estimated time spent in said states based on the 3GPP standards.
Detailed modelling of each user equipment (UE) state and procedure will be
described. By combining the components of different states and procedures, the
power consumption of any UE behaviour can be modelled, and the battery lifetime
can be estimated with predefined traffic pattern.

The rest of this chapter is structured as follows. Section 2 introduces the states
and procedures of an IoT device. It is followed by a presentation of the testbed
setup used to estimate the different states’ power consumption of the UE and the
modelling of those states and procedures. The considered coverage scenario and
traffic profile are presented in Sect. 3, together with the battery lifetime estimation
model. The measurement results are presented in Sect. 4. Conclusions and future
work are drawn in Sect. 5.

2 Power Consumption Model

This section describes the proposed power consumption model for LTE-M and NB-
IoT. The UE procedures and states will be presented first, followed by the detailed
modelling of each state and the main procedures.
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2.1 Procedures

The UE procedures are certain actions performed by the UE with specific purposes
and functionalities. The main procedures used in NB-IoT are described as follows
[8]:

• Synchronization: It is used for the UE to synchronize its clock and frequency to
the network when the UE powers up or wakes up from sleep, by using Primary
Synchronization Signal (PSS) and Secondary Synchronization Signal (SSS).
After the UE is synchronized to the network, it can perform the random access
procedure.

• Random Access (RA): The RA procedure is used when the UE has the
intention to communicate with the network but has no allocated resources.
It initiates the communication with the network and is followed by either an
attach, a resume, or a service request procedure.

• Attach: The attach procedure follows right after the random access procedure.
It is used when the UE connects to the network for the first time.

• Service Request: The service request procedure also follows right after the
random access procedure. It is similar to the attach procedure but with fewer
steps. It is used when the UE has already been registered in the network,
requests for data transmission, but has no allocated resources.

• Connection Resume: The connection resume procedure has been introduced
as a part of the User Plane Cellular IoT (CIoT) Evolved Packet System (EPS)
Optimization. It can be used as a replacement for the service request procedure,
if the connection has been suspended instead of released.

• Detach: The detach procedure is used to tell the network that the UE no longer
wants to access it and so the connection should be terminated. Hereafter, the
RRC release procedure occurs, after which the UE is no longer connected to
the network.

• Release: The release procedure is used when the UE doesn’t have any activity
in the network but still would like to be registered in the network. After the
release procedure, The UE can still be contacted by paging. But if the UE wants
to transmit data, it has to do a service request procedure.

• Connection Suspend: The connection suspend procedure has been introduced
as a part of the User Plane CIoT EPS Optimization. It can be used as a
replacement for release. The resume procedure can be used for re-establishing
the connection if the connection has been suspended.

• Tracking Area Update (TAU): The TAU procedure is used to indicate to the
network that the UE is still alive. It occurs at the beginning of each power saving
mode (PSM) cycle. If there is no TAU from the UE, the network assumes the
UE is shut down and deregister it.
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2.2 States

The states of the UE can be defined from a network perspective or from a device
perspective.

From a network perspective, the UE can be in different network status which
defines what available resources the UE has and how reachable the UE is. The
network status of the UE is determined by EPS Mobility Management (EMM) and
EPS Connection Management (ECM) protocols.

The EMM protocol indicates if the UE is registered in the network or not.
When the UE is powered on, it starts in EMM-DEREGISTERED. It can then
perform an attach procedure to get into EMM-REGISTERED. The UE moves from
EMM-REGISTERED to EMM-DEREGISTERED when either a detach procedure
is performed or the TAU expires.

The ECM protocol indicates whether the UE has established signalling to
the EPC or not. The UE changes from ECM-IDLE to ECM-CONNECTED by
performing either an attach, a service request, or a resume procedure. To change
back from ECM-CONNECTED to ECM-IDLE, the UE performs either a release,
a connection suspend, or a detach procedure. Figure 1 illustrates an example of
different procedures performed by the UE and the corresponding network status.

From a device perspective, the UE can be in different states such as uplink trans-
mission (TX), downlink reception (RX), idle, etc. A state transition diagram and
the associated procedures is shown in Fig. 2. It is assumed that the UE uses either
Power Saving Mode (PSM) or Extended Discontinuous Reception (eDRX) for the
power saving. The states in grey indicate the UE is in EMM-DEREGISTERED, and
the states in white indicate the UE is in EMM-REGISTERED. For UE in EMM-
REGISTERED, it is ECM-CONNECTED if the UE is in state Connected Mode
Discontinuous Reception (cDRX), TX, or RX. It is ECM-IDLE if the UE is in state
DRX, eDRX, or PSM.

Once the power consumption of each state and the associated procedure is
known, the power consumption of any UE behaviour can be modelled by combining
the corresponding states and procedures illustrated in Fig. 2. The following next two
sections detail the modelling of different states and procedures.

Fig. 1 Example of UE procedures and the corresponding network status
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Fig. 2 The state transition diagram for LTE-M and NB-IoT

2.3 Testbed Setup

A testbed is developed for to both characterize the power consumption of the UE
state presented in Fig. 2 and to validate the model proposed in this chapter.

The device under test (DUT) is connected to a NB-IoT or LTE-M base station
to measure the power consumption in terms of the voltage and current level.
Figure 3 shows the measurement setup. The DUT’s antenna port is connected, via
cables, to a Keysight E7515A UXM Wireless, which is a standard-compliant base
station emulator supporting both NB-IoT and LTE-M protocols with debugging
capabilities. The DUT is also connected to a Keysight N6705B DC Power Analyzer
which acts as both a power supply and a sensor for battery drain measurements.
The measurement setup is controlled using Keysight’s Test Automation Platform
(TAP), which provides interfaces to both the measurement equipments and the
DUT and orchestrates the behaviour of different components. Besides, a power
measurement tool is developed to synchronize the protocol logs from the UXM
and the measurement logs from the power analyzer with 0.2 ms resolution.
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Fig. 3 Illustration of measurement setup

2.4 Modelling of States

The states and the corresponding state transition diagram have been introduced in
Sect. 2.2. In this section, the power consumption model for each state is given.

Modelling of the TX State

In TX state, the device is transmitting in the uplink. Its energy consumption is
characterized by its power consumption and the length of the transmission. The
power consumption is affected by the transmission power; thus a characterization of
the DUT’s power consumption across the different transmission power is required
for the model. The transmission power from the device is controlled by the uplink
power control specified in [9].

Figure 4 shows the measured power consumption as a function of the device
uplink transmit power for two different NB-IoT and LTE-M devices. Similar
trend is observed for both NB-IoT and LTE-M devices. It can be seen that the
power consumption curve can be split into two parts. The first part is when the
power amplifier is not required, resulting in almost linear increase of the power
consumption. The second part is when the power amplifier is used. In this case, the
power consumption rises exponentially. The reason for exponential increase in the
power consumption is because the efficiency of the power amplifier decreases with
the increase of the output power.
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Fig. 4 Measured power consumption as a function of uplink transmit power

The energy consumption for the TX state can be modelled as:

ETX = tTXPTX + tTXgapsPTXgaps (1)

where ETX is the energy spent in data transmission, tTX is time spent in data
transmission, PTX is the power consumption during data transmission, tTXgaps is
time spent in transmission gaps, and PTXgaps is the power consumption during
transmission gaps.

In NB-IoT, there is a mandatory gap of 0.04 s after 0.256 s of continuous
transmission [10]. The power consumption during TX gaps is much lower than
the power consumption of data transmission. These gaps are introduced during the
transmission to allow the low-quality oscillators to resynchronize with the network.
While in LTE-M, these gaps are optional.

From the measurements, it is observed that the device transmission power is
independent of the selection of modulation and coding scheme (MCS), the number
of allocated physical resource block (PRB)s or Resource Unit (RU)s, and the
number of repetitions. But these parameters do determine the transmission time tTX
and can be calculated as:

tNB − IoT
TX =

⌈
Payload

TBS

⌉
· RUlength · RUallocated · Rep (2)

where Payload is data size in bits, RUlength is the length of a RU, RUallocated is
the number of allocated RUs, Rep is the number of repetitions, and �� is the ceil
function. The Transportation Block Size (TBS) is in bits and is determined by the
MCS and the number of allocated RUs.
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The time spent in transmission gaps depends on tTX and can be calculated as:

tNB − IoT
TXgaps

(tTX) =
⌊

tTX

tTXmax

⌋
· tTXgap (3)

where tTXmax is the maximum continuous transmission time allowed, tTXgaps is the
duration of a gap, and � is the floor function. According to [10], tTXmax and tTXgaps

for NB-IoT are 256 and 40 ms, respectively.

Modelling of the RX State

In RX state, the device is receiving data in the downlink. Its energy consumption is
characterized by its power consumption and the length of the reception. The energy
consumption for the RX state can be modelled as:

ERX = tRXPRX + tRXgapsPRXgaps (4)

where tRX and PRX indicate the time spent and the power consumption in data
reception, respectively, and tRXgaps and PRXgaps indicate the time spent and the power
consumption in reception gaps respectively. Reception gaps in the downlink channel
occurs due to the reception of System Information Block (SIB) and other control
signalling [9, 10]. Similar to the TX state, the power consumption in reception gaps
is lower than the power consumption of data reception, and the power consumption
in RX state is independent of the MCS, number of allocated subframes, and number
of repetitions.

Unlike the TX model where the gaps form an obvious pattern, the reception gaps
are harder to include in the model due to the fact that they are dependent on both the
length of the reception and its start. Thus a general estimate of the number of gaps
occurring in a reception is done. The reception time tRX and the reception gap time
tRXgaps can be calculated as:

tRX = SFRX · SFlength

SFRX =
⌈

Payload

TBS

⌉
· SFallocated · Rep

tRXgaps(SFRX) =
⌈

SFRX ·
(

1

SFav
− 1

)⌉
· SFlength (5)

where SFallocated is the number of allocated subframes per TBS, SFRX is the required
number of subframes for the payload, and SFav is the fraction of subframes available
for data reception. To keep the model simple, only the most recurring gaps are taken
into account, namely, Master Information Block (MIB), SIB1, Narrowband Primary
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Synchronization Signal (NPSS), and Narrowband Secondary Synchronization Sig-
nal (NSSS). When using this simplification, roughly 14 subframes are available
for the Narrowband Physical Downlink Shared Channel (NPDSCH) out of 20
subframes [10, 11]. The rest six subframes are reserved by other channels, such
as the physical broadcast channel, SIBs, primary and secondary synchronization
signals, and others.

Modelling of the DRX State

DRX was introduced in Release 8 to prolong the battery lifetime of the device.
This is achieved by introducing the DRX cycle, during which the device alternates
between active checking of the paging (with their lengths configured by the
onDurationTimer) and inactivity [12].

The DRX cycle can be divided into two periods: active and idle. For the active
period, it was measured that some devices have a short synchronization before
entering in the active period. This synchronization is added to lower the device
power consumption during the sleep period. From the measurement, it is noted
that the energy consumption for the synchronization is device specific and is not
affected by the number of paging repetitions and the DRX cycle length. Thus,
it can be modelled as a fixed energy cost based on the measurements. After the
device has been synchronized with the network, the device monitors the paging in
Physical Downlink Control Channel (PDCCH). The number of paging the device
has to monitor is indicated by the paging repetitions [11, 13]. This will of course
impact the battery lifetime and should be included in the model. When the device
has finished listening to the paging, it goes into sleep. Figure 5 shows an example of
measured power consumption levels in the DRX cycle. The duration of a DRX cycle
is given by the network parameter defaultPagingCycle which is given in number of
radio frames.

The energy consumption of the DRX can then be modelled as:

EDRXcycle = EDRXsync + Epaging · Reppaging + PDRXSleep · tDRXSleep

tDRXSleep = tDRX − (tDRXonDuration + tDRXsync) (6)

where tDRXsync and EDRXsync are the measured time and energy consumption for
the synchronization in a DRX cycle, tDRXSleep and PDRXSleep are the time and power
consumption in DRX sleep state, Epaging is the energy spent on a single paging
occasion, Reppaging is the number of paging repetitions in a DRX cycle, tDRXonDuration

is the time spent on monitoring the paging in a DRX cycle, and tDRX is the length
of a DRX cycle.
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Fig. 5 Example of power consumption in the DRX cycle

Modelling of the cDRX State

cDRX is the equivalent of DRX in ECM-CONNECTED (DRX is in ECM-IDLE).
However, as the device is in connected status, it does not perform paging, but rather
it monitors the PDCCH. After the device has monitored the PDCCH for a number of
subframes, which are specified by the OnDurationTimer and the UE-specific search
space (USS) repetitions, the device goes into cDRX sleep state [11, 14]. Assuming
that the OnDuration stays constant across the device life, the energy consumption
of the cDRX can be modelled as:

EcDRXcycle = EcDRXonDuration · RepUSS + tcDRXsleep · PcDRXsleep

tcDRXsleep = tcDRXcycle − tcDRXonDuration · RepUSS (7)

where tcDRXonDuration and EcDRXonDuration are the time and energy spent in the OnDura-
tion of cDRX, while RepUSS is the USS repetitions. tcDRXcycle and tcDRXsleep are the
length of a cDRX cycle and the time spent in sleep state, respectively, and PcDRXsleep

is the power consumption when the device is in cDRX sleep state. It should be noted
that this model neglects the inactivity timer which triggers when entering into cDRX
is neglected in this model. The main reason for it is that in most traffic profiles, the
device is not expected to quickly alternate between RX and cDRX as it is taxing for
the battery.
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Fig. 6 Example of eDRX cycle with DRX

Modelling of the eDRX State

eDRX is a mechanism that can extend the cycle length of the two DRX (i.e. DRX
and cDRX) to allow increased sleeping duration, thus further reducing the energy
consumption. While eDRX does not have any important impact on the cDRX model,
a new model needs to be developed for DRX [11]. Figure 6 shows an example of
an eDRX cycle for DRX, which is mainly composed of two parts: the paging time
window (PTW) and the sleep. In the PTW, the device behaves as being in DRX, and
the number of DRX cycles depends on the DRX cycle length and the PTW length
[13]. For example in Fig. 6, there are four DRX cycles within the PTW. The last part
of eDRX is the sleep, and the duration is dependent on the PTW length and eDRX
cycle length.

The energy consumption of the eDRX can be modelled as:

EeDRXcycle = EDRXcycle ·
⌈

TPTW

tDRXcycle

⌉
+ PeDRXsleep · teDRXsleep

teDRXsleep = teDRXcycle − TPTW (8)

where TPTW is the PTW length; teDRXsleep and PeDRXsleep are the time and power
consumption in the eDRX idle period, respectively; teDRXcycle is the length of a
eDRX cycle; and EDRXcycle is the energy spent in a DRX cycle. The ceil of the
ratio between the PTW and the DRX cycle length is used to take into account that
most of the DRX cost is upfront with the monitoring of the paging.
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Fig. 7 Example of PSM cycle

Modelling of the PSM State

An example of a PSM cycle is shown in Fig. 7. There are two important timers
associated with PSM, T3412 and T3324, which determines the period when the device
is reachable and the period when the device is sleeping. In the reachable period,
the UE can either be operating with DRX or eDRX, and it has been verified
empirically that the power consumption equals DRX or eDRX [15]. Therefore, the
energy consumption model for DRX or eDRX can be reused within the period of
T3324. After the expiration of T3324, the device shuts down all Access Stratum (AS)
functions and goes into sleep. The device stays in deep sleep until the T3412 timer
expires, after which the device will perform a TAU [16]. The TAU has a big impact
on the battery lifetime, and the model for it will be described in section “Modelling
of the Service Request, Attach, Release, and TAU Procedures”. From an energy
consumption point of view, ideally the configuration of TAU periodicity (i.e. T3412)
should be that the UE will wake up from PSM rather due to uplink data transmission
than due to the periodicity of TAU.

The energy consumption of PSM can be modelled as:

EPSMcycle =
⌈

T3324

tDRXcycle

⌉
· EDRXcycle + tPSMsleep · PPSMsleep

tPSMsleep = T3412 − T3324 (9)

where PPSMsleep is the power consumption during sleep period.
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Table 1 Key parameters for
the power consumption
model in each state

States Key parameters

TX Payload, TX power, TBS, allocated RUs, Repetitions

RX Payload, TBS, allocated subframes, Repetitions

DRX DRX Cycle, OnDurationTimer, Paging Repetitions

cDRX cDRX Cycle, OnDurationTimer

eDRX eDRX Cycle, Paging Time Window

PSM T3324, T3412

Key Parameters of States

The power consumption model for each state was introduced from sections “Mod-
elling of the TX State” to “Modelling of the PSM State”. The key parameters that
will affect the power consumption in each state are summarized in Table 1. The
proper configuration of these parameters is important not only to ensure good radio
performance (such as connectivity and throughput) but also to save energy, i.e.
extend batter lifetime. The guidelines on how to configure the parameters related
to TX, which is the most energy consuming state, will be detailed in Sect. 3.1.

2.5 Modelling of Procedures

In Sect. 2.1, the main procedures used in LTE-M and NB-IoT have been introduced.
Each procedure is composed of a sequence of uplink and downlink messages. By
combining the message size and the associated TX state model (uplink transmission)
or RX state model (downlink reception), the energy consumption in each procedure
can be calculated.

In this section, five of the most commonly used procedures are considered: the
synchronization, the attach, the control plane service request, the radio resource
control (RRC) release, and the TAU.

Modelling of the Synchronization Procedure

For the synchronization, it is difficult to provide a general model that fits for
all devices as the synchronization procedure varies from device to device and is
heavily dependent on the implementation. Instead, the synchronization procedure
is modelled from measurements. Table 2 lists the measured energy and time
consumption for the synchronization procedure of a specific NB-IoT device a u-
blox SARA-N211. The measurement starts with the start of synchronization and
ends before the occurrence of the first Physical Random Access Channel (PRACH).



118 H. Wang et al.

Table 2 Measured energy and time consumption for the synchronization procedure, from NB-IoT
device SARA-N211

Procedure
Energy consumption for
the synchronization

Duration for the
synchronization

Attach 325 mJ 3500 ms

Service request/PSM 160 mJ 2200 ms

Modelling of the Service Request, Attach, Release, and TAU Procedures

The uplink and downlink messages associated with the service request, attach,
release, and TAU procedures are listed in Table 3. The message size is obtained from
a NB-IoT device SARA-N211. The energy consumption for each procedure can be
calculated by using the TX/RX state model described in Sect. 2.4 in combination
with the associated messages listed in Table 3. It is worth mentioning that by
using Control Plane Cellular IoT EPS Optimization procedure, the user data can be
transmitted within the services request, thereby reducing the overhead by skipping
the EPS bearers establishment [17].

To simplify the models of the procedures, delays and signalling for the individual
messages have been excluded. Based on that assumption, the procedures can be
modelled as a summation of the energy consumption by each message given as:

EProcedure =
I∑

i=1

ETX(di) +
J∑

j=1

ERX(dj ) (10)

tProcedure =
I∑

i=1

tTX(di) +
J∑

j=1

tRX(dj ) (11)

where I is the number of uplink messages, di is the data size of message i, J is the
number of downlink messages, and dj is the data size of message j .

3 Battery Lifetime Modelling

A key requirement for an IoT device is 10 years battery lifetime for a predefined
traffic profile, as specified by 3GPP. Therefore it is important to propose a
model which can estimate the battery life of an IoT device. The following three
prerequisites are required to estimate the energy consumption of an IoT device:

• Power Consumption Model of the Modem: As described in Sect. 2.2, the
UE transits between different states based on the state machine and will go
through different procedures depending on the type of actions the UE has to
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Table 3 Messages transmitted in different procedures, the message size is measured from NB-IoT
device SARA-N211

Procedures Messages UL/DL Message size (bits)
Service request Random access response DL 72

RRC connection request UL 72

RRC connection setup DL 144

RRC connection complete UL 424

Service request & data UL data + 128

Service accept DL 176

ACK UL 32

Total downlink DL 424

Total uplink UL data + 672
Attach Random access response DL 104

RRC connection request UL 88

RRC connection setup DL 304

RRC connection complete UL 424

Attach request UL 256

Identity request DL 96

Identity response UL 176

Authentication request DL 432

Authentication response UL 264

Security command DL 328

Security complete UL 240

Attach accept DL 1080

UE enquiry DL 208

UE capability UL 128

Attach complete UL 240

EMM info DL 488

Total downlink DL 2848

Total uplink UL 1848
Release RRC release DL 72

ACK UL 32
TAU Random access response DL 72

RRC connection request UL 72

RRC connection setup DL 144

RRC connection complete UL 424

TAU request UL 144

TAU accept DL 448

TAU complete UL 80

RRC Release DL 72

ACK UL 32

Total downlink DL 736

Total uplink UL 752
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perform. The power consumption model is responsible for estimating the power
consumption in each state and procedure that the UE has gone through.

• Configuration of the Modem: The actual calculation in the model depends on
the settings of the PHY transmission parameters such as TBS, which further
depends on MCS, coding rate, the number of allocated RUs/SFs, and the
number of repetitions. The configuration of these parameters in the modem
depends on the location of the UE, i.e. whether the UE is in good, bad, or
extreme coverage conditions.

• Traffic Profile: The traffic profile determines how often the UE trans-
mits/receives and how large the transmitted/received data is. It has a big impact
on the lifetime of a device.

Once those three prerequisites have been obtained, the battery lifetime can be
estimated. The power consumption model has been described in detail in Sect. 2.
This section presents how to configure the device to reflect the different coverage
scenarios and what is the typical traffic profile of an IoT device, together with the
battery lifetime estimation model.

3.1 NB-IoT Device Configurations

The configuration of PHY transmission parameters in terms of MCS and transmis-
sion format depends on the received signal-to-noise ratio (SNR) and the target Block
Error Rate (BLER). For Long-Term Evolution (LTE) systems, the target BLER is
set to be 10% for data channels. The calculation of SNR requires the estimation of
the coupling loss. To compare the performance of a NB-IoT device with different
coverage levels, three coupling loss values of 144, 154, and 164 dB are selected in
this study, representing three coverage scenarios of good, bad, and extreme. These
three coverage levels are based on the Maximum Coupling Loss of LTE, LTE-M,
and NB-IoT, respectively [18, 19].

It is assumed that NB-IoT device uses a single subcarrier of 15 KHz in the uplink.
The UE is assumed to use the maximum transmission power of 23 dBm for uplink
transmissions. The noise figure at the receiver is assumed to be 3 dB. There is only
one antenna element for transmit and receive in the UE. With these assumptions,
the link budget can be calculated for each coverage scenario, and the results are
summarized in Table 4.

Once the received SNR is calculated for each coverage scenario, the optimal
configuration of MCS targeting for a 10% BLER can be found either from link
level performance curves (e.g. BLER vs. SNR for different MCS) or from analytical
approximations.

The combination of MCS and resource assignment in terms of number of
subframes (for downlink) or resource units (for uplink) determines the TBS.
The standard specifies the available transmission formats in terms of number of
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Table 4 Received SNR for NB-IoT in three different coverage scenarios

Parameter
Coverage scenario

Good Bad Extreme

Maximum TX power 23 dBm 23 dBm 23 dBm

Targeted coupling loss 144 dB 154 dB 164 dB

Occupied channel bandwidth 15 KHz 15 KHz 15 KHz

Receiver noise figure 3 dB 3 dB 3 dB

Thermal noise density −174 dBm/Hz −174 dBm/Hz −174 dBm/Hz

Effective noise power −129.24 dBm −129.24 dBm −129.24 dBm

Received SNR 8.24 dB −1.76 dB −11.76 dB

Table 5 TBS table for NPUSCH [9]

TBS
index

RUs index (IRU)/number of RUs assigned

0/1 1/2 2/3 3/4 4/5 5/6 6/8 7/10

0 16 32 56 88 120 152 208 256

1 24 56 88 144 176 208 256 344

2 32 72 144 176 208 256 328 424

3 40 104 176 208 256 328 440 568

4 56 120 208 256 328 408 552 680

5 72 144 224 328 424 504 680 872

6 88 176 256 392 504 600 808 1000

7 104 224 328 472 584 712 1000

8 120 256 392 536 680 808

9 136 296 456 616 776 936

10 144 328 504 680 872 1000

11 176 376 584 776 1000

12 208 440 680 1000

subframes or resource units vs. TBS index for NB-IoT [9]. Table 5 shows the TBS
table for NPUSCH.

The amount of allocated resources in terms of number of subframes or resource
units can be calculated once the payload size and the MCS (i.e. TBS index)
have been determined, by looking up Table 5. An example of PHY transmission
configuration with different scenarios for NB-IoT device is listed in Table 6,
assuming a payload size of 800 bits.

3.2 Traffic Profile

The traffic model defines how often the UE transmits/receives and how big the
transmitted/received data is. It plays a critical role in estimating the battery life of a
device. The traffic patterns for different verticals have been defined in [20]. The IoT
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Table 6 Example PHY transmission configuration for NB-IoT assuming payload size of 800 bits

Parameters
Coverage scenario

Good Bad Extreme

TBS Index for NPUSCH and NPDSCH 10 2 0

TBS Index for signalling messages 2 2 0

Number of RUs 5 20 30

Repetitions for NPUSCH and NPDSCH 1 4 32

Repetitions for signalling messages 2 8 64

Table 7 IoT use cases and traffic profiles for some of the verticals [21–24]

Verticals Use cases Traffic pattern Periodicity Latency UL/DL
Smart city Traffic UE-initiated

10 min 5 s Mostly UL
management Periodic
Smart parking UE-initiated Irregular

10 s Mostly UL
Event-driven Infrequent

Light UE-initiated Irregular
15 s Mostly UL

automation Event-driven Infrequent

Urban condition UE-initiated
15 min 5 s Mostly UL

monitoring Periodic

Waste UE-initiated Irregular
30 s Mostly UL

management Event-driven Infrequent

Structural health UE-initiated
15 min 5 s Mostly UL

monitoring Periodic
Smart energy

Electrical grid
Network-initiated

Hourly/daily 10 ms
Mostly UL

Periodic

Smart UE-initiated
Hourly/daily 15 s Mostly UL

metering Periodic

Distribution Network-initiated
Hourly/daily 100 ms Mostly UL

grid Periodic
Smart transport Vehicle UE-initiated

30 s 10 s Mostly UL
tracking Periodic

Fleet UE-initiated
1 s 10 ms Mostly UL

management Periodic

Shipment UE-initiated
15 min 5 s Mostly UL

monitoring Periodic

use cases and traffic profiles associated with some of the verticals are presented in
Table 7.

It can be seen that most of the traffic is uplink dominated with periodic traffic
pattern. Therefore in this study, a deterministic uplink traffic model is used,
resembling the behaviour of sensor devices, where data is transmitted towards the
eNB periodically with a predefined interval.
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Fig. 8 An example of uplink UE transmission cycle for NB-IoT

Table 8 Different types of
delay tolerated for NB-IoT

Delay type Max delay [ms]

TX → DCI 3

DCI → TX 8

RX → DCI 12

DCI → RX 4

TX → ACK 3

RX → ACK 12

A transmit cycle is defined as the time interval from the start of a transmission
to the time instance just before the start of the next transmission. The UE will go
through certain procedures in a cycle, where multiple messages between the UE
and eNB have to be exchanged to establish and release a connection. An example
of uplink UE transmission cycle for NB-IoT is illustrated in Fig. 8, assuming that
the UE is in EMM-REGISTERED state. If the UE is in EMM-DEREGISTERED
state, e.g. the UE is powered up for the first time, the attach procedure shall be used
instead of the service request.

3.3 Battery Lifetime Estimation

Once the power consumption model for each UE state and procedure has been
obtained, the traffic profile has been defined, and the PHY transmission parameters
have been determined according to different coverage scenarios, the average power
consumption of the device can be calculated.

The total energy consumption during a cycle where only one transmission occurs,
denoted as tcycle, can be divided into the energy consumption in the active period
and in the idle period. The energy consumption in the active period consists of
synchronization, connection setup, data transmission, connection release, and the
delays occurring between each message. The delays between different message
transmissions [1] are summarized in Table 8. It is assumed that for NB-IoT the
UE is using a power consumption close to the cDRX sleep (PcDRXsleep ) during these
delays.

The energy consumption in the active period of a UE cycle as exampled in Fig. 8
can be calculated as:
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Eactive = Econn + ETX + ERX + Erelease + Edelay (12)

Edelay = tdelay · PcDRXsleep

Econn =
{

ESync + EServiceRequest if PSM is used

EServiceRequest if DRX or eDRX is used

The values of ESync, EServiceRequest, ETX, ERX, and Erelease can be obtained
following the power consumption models described in Sects. 2.4 and 2.5.

The energy consumption in the idle period of a UE cycle can be calculated as:

Eidle =

⎧
⎪⎪⎨

⎪⎪⎩

EDRXcycle
· ⌈ T3324

tDRXcycle

⌉ + tPSMsleep
· PPSMsleep

if PSM is used

EDRXcycle
· ⌈ TPTW

tDRXcycle

⌉ + teDRXsleep
· PeDRXsleep

if eDRX is used
(13)

tPSMsleep
= tcycle − (

tconn + tTX + tRX + trelease + tdelay + T3324
)

teDRXsleep
= tcycle − (

tconn + tTX + tRX + trelease + tdelay + TPTW
)

where EDRXcycle is the energy consumption of one DRX cycle.
By combining Equations (12) and (13), the average power consumption of the

modem in a transmit cycle can be calculated as:

Pmodem = Eactive + Eidle

tcycle
(14)

and the battery lifetime of the device can be estimated by:

L = Cbat · SFbat

Pmodem + Pdevice
(15)

where Cbat is the battery capacity, SFbat is the battery safety factor accounting for
self-discharge, and Pdevice is the sensor circuitry average power consumption, i.e.
all but without the modem.

4 Measurement Results

This section presents the validation of the power consumption model, as well as the
battery lifetime estimation of an NB-IoT device Sara-N211.
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Table 9 Measured power or energy consumption for NB-IoT device Sara-N211 in different
states

State Sub-state Measurements for N211

TX TX @ 23 dBm (PTX) [mW] 742.858

TX gaps (PTXgaps ) [mW] 153.6

RX RX (PRX) [mW] 222.134

RX gaps (PRXgaps ) [mW] 177.422

cDRX Idle (PcDRXSleep ) [mW] 21.337

On energy (EcDRXonDuration ) [mJ] 0.885

On duration (tcDRXonDuration ) [ms] 7.926

DRX Idle (PDRXSleep ) [μW] 4.07

DRX sync energy (EDRXsync ) [mJ] 0.01

DRX sync time (tDRXsync ) [ms] 247.5

PSM Idle (PPSMsleep ) [μW] 9.5

4.1 Characterization of the Modem

A number of test cases have been executed to characterize the power consumption
of the modem in different states. The measured power or energy consumption of a
NB-IoT device Ublox Sara-N211 is summarized in Table 9, which serves as inputs
to the analytical power consumption models described in Sects. 2 and 3.

4.2 Model Validation

To validate the analytical model, the energy consumption of an NB-IoT device has
been measured for different configurations. The device transmits every hour with
a fixed payload size of 576 bits. The battery capacity is set to be 5 Wh, assuming
an ideal case without the self-discharge effect. Since the focus of this work is on
the modem power consumption, the power consumption of the sensor circuitry
is assumed to be zero, which means that all of the available battery capacity is
allocated to the modem. The selected MCS (i.e. TBS index) ranges from 0 to 10, and
the number of repetitions ranges from 1 to 8, with different combinations between
the two parameters. PSM is used to conserve energy due to the relatively low power
consumption during the sleep period as compared to eDRX. All measurements are
performed in LTE band 20 (∼800 MHz) using a single, in-band 15 KHz subcarrier.
The measurement settings used for model validation and battery lifetime estimation
are summarized in Table 10.

Figure 9 shows the measured and estimated energy consumption per transmit
cycle (1 h) for a NB-IoT device Sara-N211 with different configurations. It can
be seen that the energy consumption decreases as the MCS (i.e. TBS index)
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Table 10 Measurement settings used for the model validation and battery lifetime estimation

Parameter Setting

UE transmit cycle (tcycle) 1 h

Payload size 576 bits

Battery capacity (Cbat) 5 Wh

Battery safety factor (SFbat) 1

Sensor average power consumption (Pdevice) 0 W

Uplink Tx bandwidth 1 subcarrier of 15 KHz

TBS Index for NPUSCH and NPDSCH {0, 2, 10}

TBS Index for signalling messages {0, 2}

Repetitions for NPUSCH and NPDSCH {1, 2, 4, 8}

Repetitions for signalling messages {Repetitions for data} × 2

Power saving technique PSM

T3324 timer 60 s

T3412 timer 2 h
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Fig. 9 The measured and estimated energy consumption per transmit cycle (1 h) for NB-IoT
device Sara-N211 with different configurations

increases. Though not shown here, it is found from the measurements that the power
consumption is independent on the MCS for both uplink and downlink. However,
the selection of MCS determines how long the device has to stay in transmit state,
which impacts the overall power consumption significantly. Also it is shown clearly
in the figure that increasing the number of repetitions would increase the total
energy consumption as expected. Figure 9 demonstrates that the proposed power
consumption model matches very well with the measurement results.
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Table 11 Estimated battery
lifetime for NB-IoT device
Sara-N211 with different
transmit intervals and
coverage scenarios

Transmit cycle Good Bad Extreme

1 h (T3412 = 2 h) 1.35 year 1.12 year 0.51 year

6 h (T3412 = 2 h) 5.47 year 4.15 year 1.53 year

24 h (T3412 = 2 h) 9.00 year 6.18 year 1.89 year

24 h (T3412 = 6 h) 10.83 year 8.13 year 3.58 year

4.3 Battery Lifetime Estimation

Next we apply Eq. (15) and settings in Table 10 to estimate the battery lifetime with
different transmit cycles and coverage scenarios, e.g. good, bad, and extreme, as
defined in Table 6. The estimated battery lifetime is listed in Table 11. With 1 h
transmit cycle, the lifetime for NB-IoT device Sara-N211 can last for 1.35 year and
0.51 year in the good and extreme scenarios, respectively. Increasing the transmit
cycle to 24 h, the lifetime increases up to 9 years in the good scenario, getting
close to the 10-year battery lifetime requirement specified by 3GPP [3]. Note that in
Table 10, the TAU procedure with periodicity (i.e. T3412 timer) of 2 h is considered
in the battery lifetime estimation. The TAU procedure is energy expensive and will
dominate the total energy consumption when the transmit cycle length is much
longer than the TAU periodicity, especially in unfavourable radio conditions. That
explains why in the extreme scenario, the battery lifetime doesn’t increase very
much when the transmit cycle increases from 6 to 24 h. Increasing the periodicity
of TAU will decrease the total energy consumption within one transmit cycle, as the
occurrence of TAU decreases. In that way, the overall battery lifetime estimate can
exceed 10 years. The last row in Table 10 lists the estimated battery lifetime when
T3412 is increased to 6 h, which shows that the 10-year battery lifetime requirement
can be satisfied.

5 Conclusions

It is expected that the number of IoT devices will experience massive growth in the
coming years. Since many of the IoT devices will be deployed in hard-to-access
locations, ensuring a long battery lifetime is of great importance. 3GPP specifies
a 10-year battery lifetime requirement for a predefined traffic profile. To validate
this claim, a proper power consumption model is needed. This chapter presented
an empirical power consumption model for IoT device battery lifetime estimation.
Specifically, the focus is on 3GPP standardized LPWAN technology NB-IoT.

It starts with the introduction of the states and the procedures, followed by the
detailed modelling of each state and the main procedures. The power consumption
of any UE behaviour can be modelled by combining the corresponding states and
procedures from the state transition diagram.
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Besides the power consumption model, the next two prerequisites required for
the estimation of the battery lifetime are the configuration of the modem and the
applied traffic profile. The configuration of PHY transmission parameters depends
on the received SNR and the target BLER. An example of three coverage scenarios,
namely, good, bad, and extreme, is given with specific configurations of PHY
transmission parameters. For the traffic profile, uplink periodic traffic pattern is
assumed which resembles the traffic profile of most IoT devices. Once the three
prerequisites have been determined, the energy consumption of an IoT device within
a transmit cycle can be calculated, and the battery lifetime can be estimated.

The measurement setup has been described, and validation measurements have
been performed with different configurations. The results show that the proposed
empirical power consumption model matches very well with the measurement
results. The battery lifetime is estimated with different transmit intervals and
coverage scenarios. It is shown that with proper configuration of the traffic
profile, coverage scenario, as well as network configuration parameters (e.g. TAU
periodicity), the battery lifetime can last for 10 years as required by 3GPP.

This chapter only considers the power consumption for NB-IoT. Other LPWAN
technologies such as Sigfox and LoRa could also be interesting to model and
compare with NB-IoT. In addition, only the power consumption model for the
modem is considered. Other hardware such as the sensors, the actuators, and the
processor also need to be taken into account when estimating the battery lifetime.
Furthermore, for accurate estimation of the battery lifetime, the capacity and leakage
of the battery should also be taken into account. Those can be the future work of
power measurement for LPWAN IoT devices.
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Dynamic Resource Management in
Real-Time Wireless Networks

Tianyu Zhang, Tao Gong, Xiaobo Sharon Hu, Qingxu Deng, and Song Han

1 Introduction

In recent years, we have been witnessing the Internet of Things (IoT) paradigm
making its way into industry with purposely designed solutions. A number of
industrial IoT (IIoT) technologies have been deployed in areas such as industrial
automation, process control, environmental monitoring, security surveillance, and
others 7 [1]. Depending on the application domains, many tasks performed by
IIoT systems are safety- and mission-critical and thus have stringent requirements
on the communication fabric to provide hard real-time performance and reliable
information delivery [2]. Taking the process automation industry as an example,
control-related applications are sensitive to packet loss and jitter and require
transmission reliability of 99.99% [3] and bounded delay at millisecond level (10–
100 ms).

In contrast to traditional wired industrial networks, wireless communication
technologies are gaining rapid adoption in different industrial sectors, thanks to their
easier deployment, reduced maintenance cost, and enhanced mobility of devices [4–
7]. This paradigm shift makes real-time wireless networks (RTWNs) become the
foundation of many current IIoT applications [8–10].
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However, RTWNs face unique challenges that distinguish them from traditional
industrial control systems [5]. First of all, it is challenging to meet the stringent
timing requirements of control tasks running in RTWNs. Traditional carrier-
sense multiple access with collision avoidance (CSMA/CA) mechanism, which
is a probabilistic scheme for channel access, can cause unexpected transmission
collision and delayed message delivery. In contrast, RTWNs typically adopt time-
division multiple access (TDMA)-based media access control (MAC) mechanisms
to achieve deterministic end-to-end message delivery. Packet scheduling in RTWNs
thus plays a critical role in achieving the desired performance but is a challenging
problem especially when RTWNs start to be deployed over large geographic areas.

Secondly, almost all RTWNs need to deal with unexpected disturbances since
industrial systems are usually open to environment forces. This further exacer-
bates the challenge of developing effective techniques for resource management
in RTWNs. Unexpected disturbances in general can be classified into external
disturbances of the physical plants (e.g., sudden pressure change in an oil pipeline)
and internal disturbances within the network infrastructure (e.g., link failure due
to multiuser interference or weather-related changes in channel signal-to-noise
ratio (SNR)). To assure stable and safe operations in the presence of external
disturbances, corresponding control tasks must increase their demands to the
network resources (e.g., providing higher sampling and control rates). On the other
hand, internal disturbances may impact the network fabric and trigger faults in the
network which can also reduce the network’s capacity used to respond to external
disturbances. Therefore, disturbances not only impact the RTWN’s demand for real-
time network resources but also the supply of those resources.

To handle unexpected disturbances without reserving overly pessimistic amount
of resources, carefully designed dynamic decision-making must be incorporated.
However, finding the right level of dynamic decision-making is not trivial as it is a
trade-off between efficient usage of network resources (e.g., no wasted bandwidth)
and achievable quality of service (QoS) (e.g., the number of messages missing end-
to-end timing constraints).

In this chapter, we present in detail a suite of dynamic resource management
techniques in RTWNs to tackle the above challenges. We first discuss a hybrid
dynamic packet scheduling framework, referred to as HD-PaS, to handle external
disturbances which cause abruptly increased network traffic [11, 12]. HD-PaS over-
comes the disadvantage of traditional centralized resource management methods
under which a centralized control node undertakes all the work to handle external
disturbances. By offloading the computation from the centralized controller node to
local nodes, HD-PaS only executes a lightweight algorithm in the controller node to
determine the corresponding response to the external disturbance. In this way, better
QoS can be achieved. To further handle the internal disturbances, in the second
part of this chapter, we introduce a reliable dynamic packet scheduling framework,
called RD-PaS [13]. RD-PaS can not only dynamically react to online network
traffic changes caused by external disturbances but also construct reliable static and
dynamic schedules to deal with packet loss caused by internal disturbances. Both
HD-PaS and RD-PaS rely on a centralized controller node to dynamically make
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online decisions. Such centralized resource management approaches will cause
scalability issue when the network size grows. To address this issue, at the end of
the chapter, a fully distributed dynamic packet scheduling framework, referred to as
FD-PaS, is introduced [14, 15]. The key challenge in the design of a dynamic and
distributed RTWN resource management approach lies in how to generate timely
responses to the disturbances without leveraging any centralized coordination. FD-
PaS incorporates several key advances in both algorithm design and data link layer
protocol design to enable individual nodes to make online decisions locally and
achieve guaranteed response time to unexpected disturbances.

The remainder of this chapter is organized as follows. A typical RTWN system
model is introduced in Sect. 3. We present the designs of HD-PaS, RD-PaS, and
FD-PaS resource management frameworks in Sects. 4, 5, and 6, respectively. In
Sect. 7, we introduce the implementation of FD-PaS on a RTWN testbed to show
its applicability in real-world RTWNs. Section 8 concludes the chapter.

2 Resource Management Researches in RTWNs

Network resource management in RTWNs in the presence of unexpected dis-
turbances has drawn a lot of attention in recent years. Traditional static packet
scheduling approaches (e.g., [16–18]), where decisions are made offline or only get
updated infrequently can support deterministic real-time communication, but either
cannot properly handle unexpected disturbances or must make rather pessimistic
assumptions. Many centralized dynamic scheduling approaches for handling inter-
nal disturbances have been proposed (e.g., [19–21]). Studies on addressing external
disturbances are relatively few and mostly rely on centralized decision-making. The
approach in [22] stores a predetermined number of link layer schedules in the system
and chooses the appropriate one when disturbances are detected. However, this
approach is either incapable of handling arbitrary disturbances or needs to make
some approximation. Both [23] and [24] support admission control in response to
adding/removing tasks for handling disturbances in the network. They however do
not consider scenarios when not all tasks can meet their deadlines. The protocol
in [25] proposes to allocate reserved slots for occasionally occurring emergencies
(i.e., disturbances) and allow regular tasks to steal slots from the emergency
schedule when no emergency exists. However, how to satisfy the deadlines of
regular tasks in the presence of emergencies is not considered.

The IEEE 802.15.4e Time Slotted Channel Hopping (TSCH) network, due to the
combination of time-division multiplexing (TDM), time synchronization, and the
time formatted into slotframes, results in a deterministic wireless MAC standard. In
recent years, a number of algorithms have been designed for packet scheduling in
TSCH networks, in both centralized (e.g., [26–28]) and distributed manner (e.g.,
[29–31]). Most of those approaches, however, assume static network topologies
and fixed network traffic which limit their applications in dynamic networks.
To overcome this drawback, [32] proposes Orchestra, a distributed scheduling
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solution that schedules packet transmissions in TSCH networks to support real-time
applications. However, Orchestra does not consider real-time constraint, i.e., ignores
the hard deadlines associated with tasks running in the network. It only provides best
effort but no guarantee on the end-to-end latency of each task.

Recently, an IETF working group, named 6TiSCH, has been formed to inves-
tigate IPv6 connectivity over the TSCH mode of IEEE 802.15.4e protocol [33].
6TiSCH architecture offers a suite of features for achieving industrial-grade deter-
ministic performance for end-to-end communication. Among these features, Track
mechanism is one of the most promising one which is established over the network
for flows to create guarantees of minimum and maximum end-to-end latency. Track
is essentially the result of a network resource reservation for certain multi-hop
paths which are subject to workload changes caused by disturbances. And 6TiSCH
allows other packets to reuse the reserved slots within the Tracks when they are
not currently used. However, at the time of writing, there is no specification about
how to create and manage Tracks to guarantee end-to-end packet deadlines in the
presence of disturbances.

3 RTWN System Model

In a typical RTWN, multiple sensors and actuators are wirelessly connected to a
controller node directly or through relay nodes. We refer to non-controller nodes
as device node in this chapter. All device nodes have routing capability and are
equipped with a single omnidirectional antenna to operate on a single channel in
half-duplex mode.1 The network is modeled as a directed graph G = (V ,E), where
the node set V = {{V0, V1, . . . }, Vc} and Vc represents the controller node. Vc

connects to all the nodes via some routes and is responsible for executing relevant
control algorithms. Vc also contains a network manager which is responsible for
network configuration and resource allocation.

The system runs a fixed set of tasks T = {τ0, τ1, . . . , τn τn+1}. τi (0 ≤ i ≤ n)

is a unicast task following a designated routing path with Hi hops. It periodically
generates a packet which originates at a sensor node, passes through the controller
node, and delivers a control message to an actuator. The k-th instance of task τi ,
referred to as packet χi,k , is associated with release time ri,k and deadline di,k .
τn+1 is a broadcast task running on the controller node and disseminates necessary
network configuration to all nodes in the network by following a predetermined
broadcast graph [16]. Following industrial practice, RTWNs adopt time-division
multiple access (TDMA)-based data link layer. Every node follows a given schedule
to transmit or receive packets, and the transmission of the packet on each hop must

1In practice, RTWNs usually apply multichannel communication. For simplicity, in this chapter,
we illustrate the resource management frameworks under a single channel assumption.
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Fig. 1 An example RTWN with three unicast tasks and one broadcast task

be completed in a single time slot. Figure 1 gives an example RTWN with three
unicast tasks and one broadcast task running on seven nodes.

When external disturbances (e.g., sudden change in temperature or pressure)
occur, many industrial applications would require more frequent sampling and
control actions, which in turn increase network resource demands. To capture such
abrupt increase in network resource demands, many task models can be applied.
In this chapter, we adopt the rhythmic task model [34] which has been shown to
be effective for handling disturbances in event-triggered control systems [35]. In
the rhythmic task model, each unicast task τi has two states: nominal state and
rhythmic state. In the nominal state, τi follows a nominal period Pi and a nominal
relative deadline Di(≤ Pi), which are all constants. When an external disturbance
occurs, τi enters the rhythmic state in which its period and relative deadline are
first reduced in order to respond to the disturbance and then gradually return to
their nominal values by following some nondecreasing pattern. We use vectors−→
Pi = [Pi,x, x = 1, . . . , R]T and

−→
Di = [Di,x, x = 1, . . . , R]T to represent the

periods and relative deadlines of τi when it is in the rhythmic state. As soon as
τi enters the rhythmic state, its period and relative deadline adopt sequentially the

values specified by
−→
Pi and

−→
Di , respectively. τi returns to the nominal state when it

starts using Pi and Di again.
To simplify the notation, we refer to any task currently in the rhythmic state as

rhythmic task and denote it as τ0, while task τi (1 ≤ i ≤ n) is a periodic task
which is currently not in the rhythmic state. As shown in Fig. 2, when τ0 enters
the rhythmic state, we also say that the system switches to the rhythmic mode.
The system returns to the nominal mode when the external disturbance has been
handled, typically some time after τ0 returns to the nominal state. Since disturbances
may cause catastrophe to the system, the rhythmic task has a hard deadline when
the system is in the rhythmic mode, while periodic tasks can tolerate occasional
deadline misses.

Without loss of generality, one can assume that τ0 enters the rhythmic state at a
certain release time (denoted as tn→r ) and returns to the nominal state at another
one (denoted as tr→n) after a certain number of rhythmic periods specified by

−→
Pi .
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Fig. 2 Timing parameters of the rhythmic task τ0 in the system rhythmic mode. Top and bottom
subfigures denote the nominal and actual release times and deadlines of τ0, respectively

Any packet of τ0 released in the system rhythmic mode is referred to as a rhythmic
packet, while the packets of task τi (1 ≤ i ≤ n) are periodic packets. The delivery
of packet χi,k at the h-th hop is referred to as a transmission.

Traditionally, RTWNs employ link-based scheduling (LBS) to allocate time slots
for individual tasks where each slot is allocated to a link by specifying the sender
and receiver [36]. If packets from different tasks share a common link and are both
buffered at the same sender, their transmission order is decided by a node-specified
policy (e.g., FIFO). This approach introduces uncertainty in packet scheduling and
may violate the end-to-end (e2e) timing constraints on packet delivery. To tackle this
problem, transmission-based scheduling (TBS) and packet-based scheduling (PBS)
are proposed in [11] and [37], respectively, to construct deterministic schedules.
Each of these two scheduling models has its own advantages and disadvantages and
is preferred in different usage scenarios as discussed in [37].

In the TBS model, each time slot is allocated to the transmission of a specific
packet at a particular hop or kept idle. Once the network schedule is constructed,
packet transmission in each time slot is unique and fixed. In the PBS model, each
time slot is allocated to a specific packet or kept idle. Within each time slot assigned,
every node along the packet’s routing path decides the action to take (e.g., transmit,
receive, or idle), depending on whether the node has received the packet or not.
Table 1 gives an example of the time slot allocation for task τ0 (V2 → Vc → V5) in
Fig. 1. In the TBS model, each time slot is allocated to a dedicated hop. Particularly,
both slot 0 and slot 1 are allocated to the first hop in case the first transmission fails in
the first slot. In the PBS model, slots are allocated to each packet of τ0. Specifically,
sensor node V2 uses the first slot to transmit its first hop transmission, while the
second slot (slot 1) can be used to transmit both hops depending on whether the first
transmission succeeds in slot 0.

When an internal disturbances occurs, packet transmissions may fail, which can
significantly affect the timely delivery of real-time packets. To capture such packet
loss, packet delivery ratio (PDR) is used to represent the probabilistic transmis-
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Table 1 An example of time
slot allocation in TBS model
and PBS model

Slot 0 Slot 1 Slot 2

TBS model V2 → Vc V2 → Vc Vc → V5

PBS model V2 → Vc
V2 → Vc

Vc → V5
Vc → V5

Table 2 Task parameters for
the motivational example

Task Routing path Pi Di
−→
Pi

−→
Di

τ0 V2 → Vc → V5 10 9 [4, 6]T [3, 5]T
τ1 V1 → Vc → V5 10 8 N/A N/A

τ2 V2 →Vc →V3 →V4 10 7 N/A N/A

τ3 Vc → ∗a 10 10 N/A N/A
a Task τ3 is a broadcast task, which has two hops. The first

hop is from Vc to V1, V2, V3, V5, and the second hop is from
V1 (V3) to V0 (V4)

sion success rate on each link. To handle internal disturbances, a retransmission
mechanism is commonly employed in RTWNs [38, 39]. Specifically, if a sender
node does not receive any ACK from the receiver node within the current slot, it
automatically retransmits the packet in the next possible time slot. Table 1 gives an
example schedule with the retransmission mechanism.

To quantify the reliability requirement of the e2e packet delivery for each task,
a required e2e PDR for τi is introduced. The transmission of any packet of τi is
reliable if and only if the achieved e2e PDR of τi is larger than or equal to the
required value.

4 HD-PaS Framework

In this section, we first give a motivational example to show the drawbacks of
traditional centralized scheduling approaches in handling external disturbances. We
then describe the hybrid dynamic packet scheduling framework HD-PaS.

4.1 Motivational Example

Consider an example RTWN shown in Fig. 1. It consists of four tasks (τ0, τ1, τ2, and
τ3) running on seven nodes (V0, . . . , V5 and Vc) where V0 and V2 are sensor nodes,
V4 and V5 are actuator nodes, V1 and V3 are relay nodes, and Vc is the controller
node. Task τ0 is the rhythmic task. Task τ1 and τ2 are periodic tasks and task τ3 is

the broadcast task. Their routing paths, periods and relative deadlines, as well as
−→
P0

and
−→
D0 for τ0 are given in Table 2.
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The periodic tasks and rhythmic task are synchronous, and all of their first
packets χ0,1, χ1,1, and χ2,1 are released at time slot 0. When the system starts, it
uses the predetermined static schedule which is of length 10 repeatedly as shown
in Fig. 3a. Here, (i, h) within a slot indicates that this slot is allocated to the h-
th hop of task τi . Suppose that at time slot 10, τ0 enters the rhythmic state (i.e.,

tn→r = 10). Based on
−→
P0 and

−→
D0 in Table 2, τ0 returns to the nominal state at time

slot tr→n = tn→r + P0,1 + P0,2 = 20. If we continue to use the static schedule
after tn→r , the rhythmic packet χ0,2 released at time slot 10 would miss its deadline
at time slot 13. Therefore, the network cannot properly respond to the period and
deadline changes of τ0 using the static schedule.

In a centralized dynamic scheduling approach, the controller node constructs
a temporary schedule for the network in the rhythmic mode and broadcasts the
differences between the dynamic and static schedule to each device node. The
system resumes the static schedule when it returns to the nominal mode. Figure 3b
shows one possible dynamic schedule, which can accommodate all rhythmic and
periodic packets, but introduces six updated slots (11, 12, and 15–18) with respect
to the static schedule in Fig. 3a. These updated slots must be piggybacked to a
broadcast packet and propagated to all nodes in the RTWN. Since the payload size
of a broadcast packet is always bounded, the maximum number of allowed updated
slots (NUT) is limited. Suppose, in this example, the limit equals to 4. Then the
dynamic schedule in Fig. 3b cannot be piggybacked to one broadcast packet. The
online scheduling framework (OLS) proposed in [35] considers the constraint on
NUT and drops some periodic packets to satisfy such constraint. Figure 3c shows

r̄0,2 (r0,2)
a

b

c

d̄0,2

10 11 12 13 14 15 16 17 18 19 20

d0,2
× deadline miss

(3,1) (3,2)(2,1) (2,2) (2,3) (1,1) (1,2) (0,1) (0,2)

r0,2 r0,3d0,2 d0,3

(2,1) (1,1) (1,2)

10 11 12 13 14 15 16 17 18 19 20

(0,1) (0,2) (2,2) (2,3) (0,1) (0,2)

r0,2 r0,3d0,2 d0,3

(1,1) (1,2) (0,1) (0,2)

10 11 12 13 14 15 16 17 18 19 20

(0,1) (0,2)

Fig. 3 (a) An example static schedule; (b) A dynamic schedule with six updated slots; (c) The
dynamic schedule created by OLS. r̄0,2, and d̄0,2 denote the release time and deadline of χ0,2 when
τ0 is in the nominal state
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the dynamic schedule constructed by OLS, which updates only two slots, with the
cost of dropping one periodic packet (χ2,2) to satisfy both the timing constraint of
rhythmic task τ0 and the NUT constraint.

4.2 Overview of HD-PaS

It can be observed that in a centralized approach, the restriction on NUT is
mainly due to the choice that the controller undertakes all the work to handle
disturbances, while other device nodes only need to update its own schedule
according to the slot update information received from the controller. Such an
approach implicitly assumes that device nodes have no local computing capability,
which however is not true for RTWNs nowadays. Therefore, a hybrid dynamic
packet scheduling framework, referred to as HD-PaS, is proposed to leverage local
computing capability at individual nodes to achieve better performance in terms of
fewer dropped packets and more feasible task sets than centralized approaches.

Figure 4 gives an overview of how HD-PaS works. After the system initialization,
when a broadcast packet containing the task and routing information is received

Every node generates and follows its local schedule

Yes

Controller checks the system schedulability in the
rhythmic mode

No

If the system is overloaded

Controller determines a dynamic dura�on and
dropped periodic packets

Yes

Controller propagates the disturbance-related
informa�on

No

If an external disturbance is detected

Fig. 4 An overview of the HD-PaS framework
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t′ t′′ tsp=fn+1,k tep

Determining the
dropped packets

Broadcasting dropped
packets and rhythmic

task information
System rhy-
thmic mode

tn→r tr→n

Fig. 5 Network operations after a disturbance is reported to the controller Vc. t ′ denotes the time
when Vc receives the rhythmic event request. t ′′ denotes the time when Vc sends the first hop of
the broadcast packet

from the controller, each node generates the local schedule according to a designated
scheduling policy and then follows the schedule to operate (e.g., EDF). To generate
such a schedule, each node uses the task and routing information to determine
for each time slot whether it should send/receive a particular packet or stay idle.
This can be done by simply following the EDF simulation process. Since every
node maintains the same task and routing information, the schedules generated at
different nodes are consistent. All packets can meet their nominal deadlines as long
as the nominal task set utilization is less than or equal to 1 according to EDF [40].

When external disturbance is detected, the sensor node sends a rhythmic event
request via τ0 (following the current schedule) to the controller. Upon receiving
the request at time t ′ (see Fig. 5)2, Vc first checks the schedulability of the system
assuming τ0 will be in the rhythmic state. If the system is overloaded, the controller
determines the time duration of the system rhythmic mode and the dropped periodic
packets to guarantee the deadlines of all rhythmic packets. Vc then piggybacks the
start time of the duration (tsp in Fig. 5) and the task information about dropped

packets and the rhythmic task (task ID with corresponding
−→
Pi and

−→
Di) to a broadcast

packet and disseminates it to all nodes in the network at time t ′′. Otherwise, only
tsp and the rhythmic task information needs to be broadcast. Thus, instead of
broadcasting the entire updated schedule, HD-PaS only piggybacks the indices of
the packets to be dropped to the broadcast packet when the system is overloaded.
Upon receiving such broadcast information at or before tsp, each node generates its
local schedule accordingly using the updated information, and the system enters the
rhythmic mode at the start point tsp.

In order to ensure HD-PaS works properly, several challenges need to be tackled.
First, ideally, each node could construct and store the entire schedule for the
hyperperiod in the nominal mode. This is, however, not practical due to limited
computing capability and memory on device nodes. Second, since constructing a
schedule takes time, such computation should not occur when the node is supposed

2A system does not go to the rhythmic mode immediately after a disturbance is detected. It only
enters the rhythmic mode (and τ0 enters the rhythmic state) after each device receives the broadcast
packet at the start point tsp .
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to send or receive packets. Third, to allow fast response to disturbances, an efficient
method is needed at the controller node to determine which packets to drop.

HD-PaS contains two key functions, local schedule generation and dynamic
schedule generation, to address the above challenges. We shall describe their details
in the following subsections.

4.3 Local Schedule Generation

The basic idea of local schedule generation is to incrementally construct the global
schedule of the whole network and store the portion of the schedule that it involves
in as its local schedule during run time. Specifically, HD-PaS follows two design
principles when constructing the schedule at each node: (i) construct one segment
of the entire EDF schedule at a time to avoid generating the whole schedule, and (ii)
perform local schedule generation in the idle slots of each node. The questions to be
answered include (1) what these segments should be, (2) what is the upper bound on
the lengths of these segments, and (3) what need to be maintained from one segment
to the next to support the incremental computation. Below we first introduce a few
definitions and then present how HD-PaS answers the above questions.

Definition (Local Busy Slot) A time slot is a local busy slot for node Vj if Vj either
sends or receives a transmission belonging to any unicast task in the time slot. ��
Definition (Local Idle Slot) A time slot is a local idle slot for node Vj if it is not a
local busy slot for Vj . ��
Definition (Schedule Segment) A schedule segment, denoted as SSj , is a segment
of the local schedule constructed by node Vj at a time. SSj starts either at each
time slot when Vj receives a broadcast packet or at the first local idle slot after Vj

completes a sequence of consecutive local busy slots. ��
In HD-PaS, each node Vj generates its local schedule incrementally according

to the definition of SSj . A local schedule is constructed by simply following the
EDF policy to determine that each time slot in SSj should send/receive which
packet or be idle. HD-PaS uses the broadcast slot to generate a schedule segment.
Generating a schedule segment must be completed within a local idle slot or a
broadcast slot to guarantee that HD-PaS works properly. This guarantees that each
schedule segment is computed according to the up-to-date system status information
since the current segment ends before any broadcast slot in which a disturbance
propagation may happen. The next segment starts from the broadcast slot, and
the computation is performed within this broadcast slot after extracting the up-to-
date system information. This approach automatically satisfies the schedule design
principle (ii) as it uses local idle slots to derive the schedule. (Note that a broadcast
slot at Vj is also a local idle slot for Vj based on the definition of local idle slot.)

Considering the example RTWN in Sect. 4.1, Fig. 6 shows the first three schedule
segments of device node V3. The top is the global schedule of the whole network,
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Fig. 6 Schedule segments of node V3. The top (bottom) is the global (local) schedule of the system
(V3). Blank slots in the top (bottom) schedule are global (local) idle slots, respectively. Gray slots
are assigned for transmissions of broadcast packets

while the bottom represents the local schedule generated at V3. Gray slots in the
schedules are assigned for transmissions of broadcast packets and blank slots are
idle slots. In the global schedule, slot 9 is an idle slot according to EDF policy.
In V3’s local schedule, however, there exist totally 8 idle slots since V3 does not
transmit or receive any packet within these time slots.

To facilitate local schedule computation, each local node needs to maintain
certain data. First, the generated schedule must be stored. To save memory, only
the information associated with the slots (e.g., slot 1, 2, 11, and 12 in Fig. 6) is
stored. Second, to generate the local schedule, Vj must have the full knowledge of
the task parameters, including Pi , Di , and Hi in the nominal state.3 Please note that
Vj only needs to generate the local schedule involving itself. It does not need to
store the route information of all tasks but only those portions that traverse through
itself.

4.4 Dynamic Schedule Generation

The local schedule generation function can work properly when the system is in the
nominal mode. However, when the system enters the rhythmic mode, the rhythmic
task adopts new periods and deadlines. Some periodic packets may have to be
dropped to ensure all rhythmic packets delivered by their deadlines. The information
in the schedule table would not be sufficient for each node to generate a consistent
local schedule. Though information such as all possible rhythmic task parameters
can be stored locally, the device nodes need to know which task is entering the
rhythmic state and what packets should be dropped if any. In this case, HD-PaS
utilizes its dynamic schedule generation function to handle the rhythmic event when
an external disturbance is detected.

3Upon detection of the external disturbance(s), specifications of the rhythmic task(s) are received
from the controller node.
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As shown in Fig. 5, when an external disturbance is detected and reported to
the controller node at t ′, the dynamic schedule generation function is about to find
an updated schedule for the system to use in the rhythmic mode such that (i) all
rhythmic packets meet their deadlines and (ii) the minimum number of periodic
packets are dropped. This updated schedule should be used in the time interval
defined by the start point and end point of the rhythmic mode, i.e., [tsp, tep) (see
Fig. 5). Suppose the broadcast packet χn+1,k reaches all nodes at time slot t∗. The
start point tsp can be directly set as t∗ from which all nodes in the network can
switch to follow an updated dynamic schedule consistently. However, the selection
of tep is not trivial, and it must guarantee that all packets released after it meet their
nominal deadlines if no task enters the rhythmic state again. Thus, the main problem
to solve by the controller is to determine (i) the end point of the rhythmic mode, tep,
and (ii) which periodic packets to drop in the updated schedule such that the QoS
degradation is minimized (i.e., minimum dropped packets).

When an external disturbance occurs, the duration of the system rhythmic mode
should be as short as possible so that the system can promptly return to its nominal
mode. However, a shorter system rhythmic mode can lead to worse performance
since more periodic packets may have to be dropped to properly handle the external
disturbance. That is, the choice of end point tep impacts not only the length of the
system rhythmic mode but also the number of dropped periodic packets. Thus, a
well-designed end-point selection method is required.

Theoretically, any time slot within [t∗, tuep]4 can be an end point. However,
selecting the time slot in this set that leads to the minimum number of dropped
packets can be time-consuming. To tackle this challenge, HD-PaS observes that
using any time slot between two successive release times as tep leads to more
dropped packets than just using the later release time as tep. Thus, the search space
can be significantly reduced by only examining the release times of all packets in
[t∗, tuep].

With an end point (candidate) being selected, the controller needs to determine
the minimum number of dropped packets while guaranteeing the real-time deliveries
of critical rhythmic packets. To achieve this, HD-PaS maps this problem to the
problem of minimizing the number of late jobs, which has been well studied [41–
43] in real-time scheduling literature and can be solved in polynomial time using
Lawler’s algorithm [41]. Readers are referred to [11, 12] for the details of the
solution.

4tuep is a user-specified parameter to bound the maximum allowed latency for handling the current
rhythmic event.
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5 RD-PaS Framework

By relying on a well-designed hybrid dynamic packet scheduling mechanism,
HD-PaS is able to construct a temporary dynamic schedule to handle external
disturbances in RTWNs. However, HD-PaS makes an assumption that all wireless
links are reliable without any internal disturbances occurred in the network. Such
assumption simplifies the algorithm design and analysis, but it is not realistic in
real-life settings especially in noisy and harsh industrial environments.

In this section, we introduce a reliable dynamic packet scheduling framework,
called RD-PaS, for handling both external and internal disturbances in RTWNs.
Essentially, RD-PaS is an enhanced version of HD-PaS as they both consist of local
and dynamic schedule generation functions.

RD-PaS advances HD-PaS by considering the lossy nature of wireless links
caused by internal disturbances in RTWNs. As stated in the system model section,
packet transmission may fail when internal disturbance occurs. Any packet loss can
not only block the delivery of the current real-time message but also cause network
bandwidth waste since all subsequent allocated slots of the packet are unused. On
the other hand, RTWNs always require packets to satisfy stringent requirements in
terms of reliability. That is, the achieved e2e packet delivery ratio must be larger
than a desired value after which the packet is said to be reliable. Therefore, RD-PaS
deploy retransmission mechanisms to deal with such conflict between task demand
and network supply. Specifically, if a sender node does not receive any ACK from
the receiver node within the current slot, it automatically retransmits the packet
in the next possible time slot. Then, the key questions need to be answered by
RD-PaS are (i) how many (extra) retransmission slots should be assigned to each
packet of tasks to guarantee both of their timing and reliability requirements without
any redundant network resource request, and (ii) how to adjust the schedule when
external disturbance occurs to still guarantee the reliable and timely transmissions
of the critical rhythmic packets while achieving the minimum reliability degradation
on other packets?

Note that the second question bears similarity to the dynamic schedule generation
problem in HD-PaS as they both adjust the schedule dynamically to accommodate
the increased network resource demand caused by external disturbance. The main
difference is that RD-PaS has more flexibility in schedule adjustment. Specifically,
any relatively unimportant periodic packet can release network bandwidth by
dropping a portion of retransmission slots instead of dropping the whole packet.
Therefore, RD-PaS formulates a similar reliable dynamic scheduling problem and
presents a heuristic to solve it. As such, in the following, we mainly discuss the
answer to the first question, i.e., the retransmission slots allocation of RD-PaS.
Further, we describe the solution by assuming that the RTWN applies transmission-
based scheduling (TBS) model. Readers are referred to [13] for the solution based
on the packet-based scheduling (PBS) model.
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5.1 Retransmission Slot Allocation

In the TBS model, each specific time slot is assigned to an individual packet
transmission. Considering the lossy nature of wireless links, when a transmission
is not successful, retransmissions are needed, which require extra time slots. To
reduce the demand on network resources, it is required to minimize the number
of extra slots for each packet while satisfying its reliability requirement. Since the
reliability requirements for all packets released from a certain task are commonly
the same, RD-PaS determines the slot allocation for each task, and this solution,
once determined, can be applied to all packets of the task. Therefore, at the highest
level, the problem needs to be solve is as follows.

Retransmission Slot Allocation Problem: Given a RTWN where each link has
an associated PDR, and a task set in which each task has a single routing path,
determine the minimum number of extra slots needed by each task τi for satisfying
its reliability requirement.

To solve this problem, RD-PaS proposes to first determine whether a given
number of extra time slots for each task can satisfy the reliability requirement and
then search for the optimal number of extra time slots for every task.

Definition (Retry Vector) A retry vector of task τi , denoted by
−→
R i , represents the

specific slot allocation on each transmission of τi . ��
For example, consider task τ2 with three hops V2 → Vc → V3 → V4 in Table 2.

A possible retry vector
−→
R 2 = [2, 3, 4] denotes that two slots are assigned to τ2’s

first hop, three slots are assigned to the second hop, and four slots are assigned to
the third hop, respectively. The total number of slots allocated to each packet of τ2
equals to 9. Given the packet delivery ratios of all the links along the routing path
of task τi and its retry vector, the e2e PDR of τi , denoted as λi , can be derived as:

λi =
Hi−1∏

h=0

1 − (1 − λL[h])Ri [h], (1)

where λL[h] represents the PDR value of link for transmitting the h-hop of τi and
Ri[h] is the number of slots assigned to the h-hop according to the retry vector.

Recall that the objective of RD-PaS is to find the minimum total number of slots
allocated to task that satisfies its reliability requirement. And, for a given number of
slots, say w, assigned to τi , the number of possible slot allocations, i.e., retry vectors,
equals to

(
w−1
Hi−1

)
. That is, it is nontrivial to determine the optimal retry vector which

leads to the largest packet delivery ratio of τi . To tackle this, RD-PaS proposes an
optimal algorithm to incrementally generate a set of optimal retry vectors, and the

final obtained
−→
R i is set as the retransmission slot allocation for τi . The basic idea

of the algorithm is to add one extra retransmission slot to the hop which yields the
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maximum reliability gain. Such a greedy approach indeed leads to an exact solution
which is proved in [13].

6 FD-PaS Framework

In the above sections, we describe HD-PaS and RD-PaS frameworks for handling
both external and internal disturbances in RTWNs. However, they essentially
take a centralized approach to handle disturbances which suffers the following
limitations. First, they are subject to single-point failure since they both rely on
a centralized controller node to make online decisions. If the controller fails during
network operation, any occurred disturbances that are not properly handled may
cause catastrophe to the system. Second, as observed from a motivating example
to be described in the following subsection, centralized approaches require a
feedback process which is slow to handle unexpected disturbances especially in
large RTWNs.

To overcome these drawbacks, this section introduces a fully distributed dynamic
packet scheduling framework called FD-PaS to handle both internal and external
disturbances in RTWNs. FD-PaS makes online decisions locally without any
centralized control point when disturbances occur. In the following, we first give
a motivational example to show that centralized approaches incur long latency for
handling disturbances.

6.1 Motivational Example

Consider the RTWN (shown in Fig. 1) with three tasks (τ0, τ1 and τ2) running on
seven nodes (V0, . . . , V5 and Vc) with V0 and V2 being sensors, V4 and V5 being
actuators, V1 and V3 being relay nodes, and Vc being the controller node and
functioning as the gateway in centralized approaches. Note that since centralized
approaches rely on the controller node to disseminate the dynamic schedule, a
broadcast task τ3 is needed. The tasks’ routing paths, periods, and relative deadlines
are given in Table 3.

Assume all tasks are synchronized and first released at time slot 0, and each
node employs an EDF scheduler to construct its local schedule (see Fig. 7). Suppose

Table 3 Task parameters for
the motivational example

Task Routing path Pi (= Di )

τ0 V2 → Vc → V5 9

τ1 V0 →V1 →Vc →V5 9

τ2 V2 →Vc →V3 →V4 10

τ3 Vc → ∗ 18
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Fig. 7 Local EDF schedules of the tasks in the example. The block with symbol c denotes the
transmission of the rhythmic event request. The shaded blocks denote the transmissions of the
broadcast task to propagate the dynamic schedule generated at the controller node to the network

at time slot 9, an external disturbance is detected and sensor V2 sends a rhythmic
event request via τ0 to the controller node. Vc then determines the time slot tn→r

when τ0 is going to enter its rhythmic state. In order to achieve fast response to the
disturbance, tn→r should be set to be as early as possible, but later than the time slot
when all nodes in the network receive the dynamic schedule. In this example, Vc has
to wait till time slot 26 to broadcast the constructed dynamic schedule. Only after
the broadcast packet reaches all nodes at 30, τ0 can enter its rhythmic state at the
nearest release time slot 36. Therefore, for this example, although the disturbance
is detected by the sensor at time slot 9, the system cannot enter the rhythmic mode
starting to handle the disturbance until slot 36, which is three nominal periods later.

From the above example, one can readily see that the centralized approaches
suffer from a considerably long response time to the disturbances especially for large
RTWNs. Moreover, centralized approaches rely on a single point (the controller
node) in the network to make online packet scheduling decisions. These are the
two main roadblocks in scaling up the packet scheduling framework to handle
disturbances in large-scale RTWNs.

6.2 Overview of FD-PaS

In order to achieve fast response to external disturbances in RTWNs, the key idea of
FD-PaS is to make dynamic, local schedule adaptation at each node along the path
of the rhythmic task while avoiding transmission collisions from other nodes that
still follow their static schedules in the system rhythmic mode.

Figure 8 gives an overview of the execution model of FD-PaS. After network
initialization, each node locally generates a static schedule, S, using the local
schedule generation mechanism in HD-PaS and follows S to transmit packets. When
an external disturbance is detected by a sensing task, say τ0 at t ′, a notification
is propagated to all the nodes responsible for handling the disturbance, denoted
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Fig. 8 Overview of the execution model of FD-PaS

as Vrhy . Upon receiving the notification, each node Vj ∈ Vrhy determines the
time duration of the network being in the rhythmic mode and generates a dynamic
schedule S̃ for handling the disturbance. Starting from the next release time, one
nominal period of τ0 after detecting the disturbance, the nodes in Vrhy follow S̃,
while all other nodes keep using static schedule S to transmit periodic packets. Thus,
by not relying on a broadcast packet to disseminate the dynamic schedule generated
by a centralized point in the network, FD-PaS is able to significantly reduce the
response time of reacting to disturbances. For ease of discussion, in the rest of the
chapter, we refer to disturbance response time (DRT) as the time duration from t ′ to
the start time of the system rhythmic mode and disturbance handling latency (DHL)
as the time duration of the system rhythmic mode (see Fig. 8).

To ensure that FD-PaS works properly as stated above, two fundamental ques-
tions need to be answered: (i) which nodes belong to Vrhy? and (ii) how do these
nodes receive the external disturbance information from the sensing node? Recall
that when an external disturbance occurs, the rhythmic task will enter its rhythmic
state following reduced periods and deadlines. An updated schedule is needed to
accommodate the increased workload. To ensure that each (re)transmission of the
rhythmic task can be successful, both the sender and the receiver of its packet must
follow the same schedule. Thus, all nodes along the routing path of the rhythmic
task must know the disturbance information to generate a consistent dynamic
schedule and should be included in Vrhy . For example, Vrhy = {V2, Vc, V5} for
the example in Fig. 1 if τ0 enters the rhythmic state. When a disturbance is detected
at a release time of τ0, its information can be piggybacked onto the current packet
and transmitted to all nodes in Vrhy . Propagating disturbance information in this
manner guarantees that all nodes in Vrhy receive the disturbance information within
one nominal period of τ0, i.e., P0, since the static schedule ensures that each task is
assigned with the required number of transmission and retransmission slots along its
routing path within P0 in order to meet the e2e timing and reliability requirements.

According to such disturbance propagation mechanism, only the nodes on the
path of the rhythmic task are included in Vrhy . Nodes in Vrhy construct their
local schedules individually and employ them in the dynamic duration to handle
the disturbance. All other nodes in the network follow the original static schedule.
With this distributed execution model, inconsistencies between the dynamic and
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static schedules in the system rhythmic mode may arise, which would result in
transmission collisions. To ensure that the disturbances are handled appropriately, in
FD-PaS, the transmissions of critical rhythmic packets need to be always successful
even in the presence of collision with other periodic packets. To achieve this,
FD-PaS proposes an enhancement to the IEEE 802.15.4e standard [36], called
Multi-Priority MAC (MP-MAC), to avoid transmission collisions.

6.3 Avoiding Transmission Collisions

In conventional RTWNs such as WirelessHART [38] and 6TiSCH [39], TDMA-
based data link layer is widely adopted to provide synchronized and collision-free
channel access. In addition, most of those protocols employ the clear channel
assessment (CCA) operation at the beginning of each transmission for collision
avoidance. CCA, however, cannot prioritize packet transmissions. When multiple
transmissions happen in the same time slot sharing the same destination, it cannot
guarantee the more important packets (e.g., rhythmic packets) are granted the access
to the channel.

To tackle this challenge, FD-PaS proposes an enhancement to the IEEE 802.15.4e
standard [36], called Multi-Priority MAC (MP-MAC), to support prioritization of
packet transmissions in RTWNs. Figure 9 gives a comparison of the slot timing
of 802.15.4e (top) and MP-MAC (bottom). In a 802.15.4e time slot, the sender
transmits a packet and the receiver responds with an acknowledgment (ACK) if
the packet is successfully received.5 The packet transmission starts at TxOffset
after the start of the time slot, while the ACK starts at TxAckDelay after the
completion of the packet transmission. A long Guard Time (LGT) and a short
Guard Time (SGT) are used by the receiver and sender, respectively, to tolerate
clock drift and radio/CPU operation delays. With this standard design of 802.15.4e,
if multiple senders transmit packets in the same time slot, they are not aware of
the other transmissions and thus will cause interference. The slot timing of MP-
MAC is presented at the bottom of Fig. 9. In MP-MAC, instead of being set as a
constant, TxOffset is varied to implicitly indicate the priority of the packet (shown
as red dashed lines). A packet with a higher priority is associated with a shorter
TxOffset to start the transmission earlier. In addition, a CCA operation will be
performed before each transmission to ensure that there is no higher priority packet
transmission present in the channel. This enhancement ensures that only the highest
priority packet (with the shortest TxOffset) is transmitted, and all lower priority
transmissions yield to it.

Similar to the guard times, the TxOffset values for different priorities need to
be set sufficiently apart so that different senders and receivers have consensus on
the priorities. In MP-MAC, PriorityTick is defined as the difference between two

5No acknowledgment is provided for broadcast and multicast packets.
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Fig. 9 Slot timing of 802.15.4e (top) and MP-MAC (bottom)

consecutive TxOffsets. To support k different priorities in MP-MAC, the length of
the time slot, compared to the standard design, needs be extended by (k − 1) ×
PriorityT ick. A longer PriorityTick can ensure successful packet prioritization,
but either leads to longer SlotDuration and reduced network throughput or smaller
number of supported priorities if the size of the time slot is fixed.

MP-MAC ensures that once the dynamic schedules are generated locally, the
nodes in Vrhy can follow those schedules to handle the external disturbance without
transmission collisions with other nodes in the network. Since all the nodes in
Vrhy receive the same disturbance information, the dynamic schedules generated
locally at these nodes are all consistent. However, since all nodes not belonging
to Vrhy still follow the original static schedule to transmit periodic packets,
periodic transmissions cannot be adjusted in the dynamic schedule. If any periodic
transmission is replaced by a rhythmic one supported by MP-MAC, the reliability of
this packet is degraded. Therefore, the objective of the dynamic schedule generation
in FD-PaS is to minimize the reliability degradation for all periodic packets while
satisfying the timing and reliability requirements of rhythmic ones. It is proved
that the dynamic schedule generation is an NP-hard problem, and an optimal ILP
solution and an efficient heuristic are both introduced to solve it. Details of the
problem formulation and ILP solution can be found in [15].
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7 Implementation

In this section, we introduce an implementation of FD-PaS on a real-time wireless
network testbed to show its applicability in real-world RTWNs. The testbed is based
on OpenWSN [44] with required enhancements to support FD-PaS. OpenWSN
is an open-source implementation of the 6TiSCH protocol suite [45] which aims
to enable IPv6 over the TSCH (Time Synchronized Channel Hopping) mode of
IEEE 802.15.4e. An OpenWSN network typically consists of multiple OpenWSN
devices, an OpenWSN Root, and an OpenLBR (Open Low-Power Border Router).
The Root and OpenLBR communicate through a wired connection (e.g., UART),
using OpenBridge protocol. They together form the controller node.

The OpenWSN network adopts a TDMA-based data link layer. Adaptive syn-
chronization mechanisms [46] are incorporated to ensure network-wide time syn-
chronization among all device nodes. A time slot can be one of the following five
types: OFF, TX, RX, SerialRX, and SerialTX. When an IPv6 packet is generated
by a device node, it is compressed to a 6LoWPAN packet and then transmitted in a
dedicated TX slot to its neighbor on the path to the Root. This process repeats on
the neighbor node until the packet reaches the Root. The Root forwards the packet
to OpenLBR in an SerialTX slot, where the 6LoWPAN packet is decompressed and
sent to Linux kernel for forwarding. If the destination of the packet is within the
same network, the packet is forwarded back to OpenLBR. OpenLBR compresses it
again to an 6LoWPAN packet and adds the 6LoWPAN source routing header, by
examining the network topology stored in the RPL routing module. The 6LoWPAN
packet is then sent to the Root in the next SerialRX slot. The Root transmits the
packet over the air in the next available TX slot to its neighbor as specified in
the source routing header. This process repeats until the packet reaches the final
destination.

Our testbed consists of seven wireless devices (TI CC2538 SoC + SmartRF
evaluation board). One of them is configured as the root node (controller node)
and the rest are device nodes to form a multi-hop RTWN. A CC2531 sniffer is
used to capture the packet. A 8-Channel Logic Analyzer is used to record device
activities by physical pins, in order to accurately measure the timing information
among different devices.

7.1 Software Stack Enhancement to Support FD-PaS

To implement FD-PaS on the testbed, the following four software modules are
added. One of them (i.e., Manager) is implemented on OpenLBR. The other three
modules are implemented in the application layer of the OpenWSN stack.
EDF Local Scheduler (EDF-LS) implements the distributed local schedule genera-
tion algorithm on the nodes. In the first idle slot of each schedule segment, it cleans
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up the existing link schedule, constructs the local schedule in the new schedule
segment, and installs them to the slotframe.
Packet Generator (P-Gen) constructs periodic packets according to its task
information. It is invoked before the end of a time slot when MAC layer finishes
all activities. If a packet needs to be transmitted in the next slot, P-Gen samples
the sensor and prepares the packet. A broadcast packet, however, is initiated by the
controller node in a broadcast slot instead of by P-Gen and forwarded by the nodes
according to a calculated broadcast graph.
Receiver binds to a UDP port to receive packets from the Manager. It handles three
types of messages: (1) the link info message to install broadcast slots, (2) the task
info message for the P-Gen and EDF-LS modules to construct periodic packets and
schedule segments, respectively, in the nominal mode, and (3) the rhythmic event
response message for the P-Gen and EDF-LS modules to construct rhythmic packets
and schedule segments, respectively, in the rhythmic mode.
Manager is responsible for installing the broadcast graph in the network and
initializing the P-Gen and EDF-LS modules in the device nodes. It also runs the
end-point selection and packet dropping algorithms to handle rhythmic events. The
results along with the rhythmic task information are broadcast to the device nodes
for constructing local schedules.

7.2 Functionality of FD-PaS in a Multi-task Multi-hop RTWN

FD-PaS is deployed on a seven-node multi-hop network as shown in Fig. 1. The sys-
tem running in the network consists of three tasks, τ0 = {{V0, V1, Vc, V3, V4}, 15, 8}, τ1 =
{{V2, Vc, V3}, 30, 6} and τ2 = {{V1, Vc, V5}, 20, 4}. For each task, the first element
denotes the routing path and the second one denotes its period (relative deadline).
The third element represents the total number of slots assigned to τi , including
both transmission and retransmission slots, in the static schedule. Assume that τ0
is the rhythmic task when an external disturbance occurs and the rhythmic period

(deadline)
−→
P0(

−→
D0) = [12, 12, 12, 12, 12]. The system starts running in the nominal

mode at slot 1 and then switches to the rhythmic mode from slot 61. A Logic
Analyzer is used to capture the radio activities from a pin of each device during slot
1–120.

The captured results on the testbed are illustrated in Fig. 10. Specifically, Fig. 10a
summarizes the legends. Figure 10b shows the system nominal mode during time
slot 1–60. Figure 10c demonstrates the system rhythmic mode using FD-PaS during
time slot 61–120. In Fig. 10b and c, seven waveforms represent the radio activities
(transmitting, receiving, or listening) for all the seven nodes, as labeled on the left
side of the figures. Each falling or rising edge of the waveform in the Slot row (lower
part of the figures) marks the start of a new slot. In the bottom Schedule row, slot
assignments are indicated using different colors and patterns. Each colored small
block indicates the release time of the corresponding task at a certain node. Each
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Fig. 10 Slot information and radio activities in the test case captured by Logic Analyzer. (a)
Legends used in the figures. (b) Nominal mode (time slot 1–60). (c) Rhythmic mode using FD-PaS
(time slot 61–120)

transmission is denoted by a colored arrow of which the starting and ending points
represent the sending and receiving nodes, respectively. In the rhythmic mode, a
colored circle denotes a dropped periodic transmission preempted by a rhythmic
one. For example, in Fig. 10b, τ1 releases its first packet at slot 1 and is transmitted
from V2 to Vc at slot 15. External disturbance is emulated by triggering a button
during network operation.

Figure 10b illustrates radio activities of the system in the nominal mode (1–
60 slots), after which the system switches to the rhythmic mode upon receiving
an external disturbance. Given by the static schedule, each packet χi,k is allocated
with extra slots for retransmission in the system nominal mode. But according to
the testbed result shown in Fig. 10b, each transmission successes in its first assigned
time slot without using any retransmission slot. During the disturbed rhythmic mode
(slot 61–120), task τ0 releases five packets as indicated in Fig. 10c. To accommodate
the increased workload in the system rhythmic mode, FD-PaS determines to reduce
the number of slots assigned to τ1’s packets both from 6 to 4, even though both
packets of τ1 still have chances to be successfully transmitted to the destination as
illustrated in Fig. 10c.
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8 Conclusion

In this chapter, we presented a set of dynamic resource management frameworks,
from centralized approach to fully distributed one, to handle internal and external
disturbances in RTWNs. In general, centralized approaches are proven to be
sufficient for small-scale installations and can achieve high performance (in terms
of lower packet degradation) in handling disturbances. This is due to the fact that
centralized management relies on a controller node, which has a global view on
the network, to make online decisions. On the other hand, scalability becomes a
significant limitation for a centralized approach as RTWNs start to be deployed
over large geographic areas. Therefore, we introduce a fully distributed scheduling
framework called FD-PaS. Unlike centralized approaches where dynamic schedules
are generated in the controller node and disseminated to the entire network, FD-
PaS makes online decisions to handle disturbances locally without any centralized
control. Such a fully distributed framework not only significantly improves the
scalability but also provides guaranteed fast response to external disturbances. To
demonstrate the applicability, we also introduce an implementation of FD-PaS on a
real-world 6TiSCH network testbed.
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Pervasive Listening: A Disruptive
Network Design for Massive Low-Power
IoT Connectivity

Benoît Ponsard and Christophe Fourtet

1 Introduction

Industrial Internet of Things (IIoT) covers a variety of use cases and, hence, a
variety of communication requirements. For example, process automation needs
radio communications with high reliability; latency as low as a few milliseconds
and high throughput are mandatory for real-time systems. The cellular industry
designates these requirements as ultra-reliable and low latency communication
(URLLC). Partially addressed in 3GPP release 15, URLLC enhancements are in
the 3GPP roadmap of release 16 [1].

This chapter focuses on another type of IIoT uses cases, where nation-wide
mobility and low power in devices are key characteristics. These use cases, that
have been addressed by Sigfox [2] since 2012, can be seen as predecessors of the
massive machine-type communication (mMTC), which is now considered by the
cellular industry as one of the three generic services of 5G. Hereafter, we give three
examples of mMTC use cases, and show that their communication constraints are
different from URLLC.

Returnable Industrial Packaging
Industries that have mass production are interested in IoT sensors for improving
the logistics of parts towards assembly lines. Just-in-time delivery of parts is
often critical. Small parts are delivered in bulk, but major parts with significant
size or value are delivered in returnable industrial packaging (RIP). In the car
industry, RIP is used between final assembly lines and tier-one subcontractors of
car manufacturers, or between manufacturer factories. Examples of parts that are
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Fig. 1 Tracker and RIP equipped with tracker. (Photos courtesy of respective copyright owners)

delivered in critical returnable industrial packaging are windscreens, car seats, car
doors, dashboards, etc.

Returnable industrial packaging is assigned to a dedicated closed loop of
logistics; they shall not exit this closed loop. Nevertheless, car manufacturers
experience losses and shortages of RIP, mainly because of wrong shipment or
misplacement in warehouses. Being able to locate these packaging, particularly
when they are empty, is an answer to a real pain point of many car manufacturers.

Trackers, in form of IoT devices fastened to returnable industrial packaging, pro-
vide location information, either on a time basis or upon events. Key characteristics
for these tracking devices are:

• Low cost and easy installation on RIP (no external battery, no external antenna)
• Battery life of several years to withstand life duration of RIP,
• Harsh environment protection capabilities,
• Location capabilities within car manufacturers and tier-one premises without

the addition of a dedicated radio infrastructure, but also in the wild when loaded
in trucks.

Figure 1 depicts an implementation of a tracking device on a car manufacturer
RIP. Its connectivity uses the Sigfox network [2].

Monitoring of Massive Flow of Valuable Goods
The previous example is about tracking and tracing a known number of RIP, moving
in a closed loop. The present example is about another types of logistics: massive
flows of valuable goods between two or several points in an open loop. Passenger
luggage in airports or cargo in shipping containers are examples of such massive
flows of goods that mMTC solution can address. Three constrains are peculiar to
these types of use cases:

• Global scale: Tracking of luggage in air-flights or in shipping containers is at
continent-scale and very often overseas. Technical solutions must be global and
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Fig. 2 Example of a tracking tag

compliant with local spectrum regulations in each country where the valuable
goods are expected to be shipped.

• No impact on existing process: Logistics of cargo or luggage did not wait for
the IoT for streamlining their process and interactions of all the actors of its
value chain. Improvement from IoT technologies should be implemented as an
add-on, with only a side impact.

• Low return on investment: IoT technologies will work on side optimization
of already existing processes of massive flow logistics. Cost of IoT must be
marginal and aligned with expected benefits from IoT solutions.

Figure 2 is an example of tracking tag for personal luggage, connected to Sigfox
network. The low power consumption permits an implementation in a form factor
of a credit card.

Natural Environment Monitoring and Smart Agriculture
mMTC connectivity applies also to wildlife, natural environment, and smart
agriculture for data collection from sensors. The vast majority of these sensors must
be battery powered, because electrical power is not natively available in the vicinity
of such devices. To overcome maintenance issues, battery operation of several years
is a must-have feature for these use cases.

The Challenges of mMTC Communication
Three examples of mMTC for industrial IoT exhibit similar characteristics in their
connectivity requirements, as follows:

• Low amount of data: Connected devices transmit information such as sensed
data, status, index, or alarms and receive commands or configuration parame-
ters. Compared to machines that may be complex and may require cellular M2M
communication, IoT devices connect the Internet mainly for a single function,
which communicates infrequent small application packets [3].

• Massive number of connected devices: Thanks to low cost and easy-to-use
IoT communication function, it is possible to connect many types of devices,
resulting in a much higher density of connections per square km compared to
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the cellular systems. In urban areas, the density of connected devices may be
over 50 k per square kilometer [4].

• Low power in connected devices: As IoT objects may not require electrical
energy for their primary use, communication must be designed to operate with
standalone source of energy. A battery-operated sensor with a lifetime up to
several years is a prerequisite for many IoT applications. Moreover, battery
operation allows non-intrusive installation of connected sensors.

• Global coverage: Connectivity for mMTC must be global, especially for mobile
IoT devices and compliant with local spectrum regulations and with local
frequency sharing rules.

Small amount of data per device and large number of devices per area are a new
paradigm for radiocommunication engineers. Although overall volume of data per
base station may be quite small compared to those experienced in base stations of
cellular system, different traffic models require different solution. In this paper, we
address this new paradigm with an innovative approach, named pervasive listening,
combined with ultra-narrow band modulation.

The rest of this chapter is organized as follows. Pervasive listening approach
for radio design of mMTC connectivity is introduced in Sect. 2. Sections 3 and
4 deal with three technologies, that have been renewed to leverage pervasive
listening network for IIoT: ultra-narrow band modulation and cognitive algorithms
in software-defined radios (SDR) of base stations. Section 5 investigates possible
optimizations at network level.

2 Pervasive Listening: A Disruptive Approach in Network
Design

2.1 Medium Sharing with Pervasive Listening

When base stations and devices share a common radio resource, a protocol layer
for medium access control is commonly used by all parties to organize the random
use of the communication resource. For example, base stations in cellular networks
allocate the available radio resource with a grant-based random access. In local
area network, time-slotted access is another approach for improving random access
efficiency. The implementation of such protocols induces various levels of time
and frequency coordination between communicating parties. This coordination is
obtained by using a medium access protocol layer that exchanges signaling.

Signaling induces, in turn, communication overhead and processing complexity
in device and base station. They are affordable in systems with large volume of
application data. But they drain excessive amount of energy in IoT devices, that
send only infrequent small application messages.

Pervasive listening answers this constraint by removing any coordination
between devices and radio access network. Pervasive listening is the ability of
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a radio access network with multi-base stations deployment to receive a radio burst
wherever and whenever it is transmitted, and whatever its carrier center frequency
is. Most of the time, base stations in a pervasive listening are in receive mode, ready
to detect, demodulate, and decode radio bursts transmitted by devices at random.
Devices willing to send an application message have to carry out only minimal
operations, such as building a radio packet, selecting a center frequency within the
operating frequency band and sending the corresponding radio bursts over the air.
With this approach, design complexity in devices is drastically reduced. Nothing is
needed to be sent over the air before the actual uplink transmission: devices simply
broadcast their radio packets.

2.2 Advantages of Pervasive Listening

As mentioned above, the main advantage of pervasive listening is the absence of
frequency and time synchronization in devices. No coordination, thus no power
drain is needed in devices for signaling exchange with the radio access network.
From the radio access network perspective, the benefits of pervasive listening are
single frequency band and cooperative reception, as detailed hereunder.

Frequency Usage
Cellular networks build a global coverage and network capacity with careful radio
planning and frequency reuse patterns. On the contrary, pervasive listening builds
a radio access network with all base stations on the same frequency band. Devices
have to know only one frequency band: the one used by the network they want to
connect. This approach is counter-intuitive in usual cellular networks that have a
significant downlink traffic, but it is a natural solution for uplink-oriented networks,
such as the one of Sigfox. The other benefits are, as follows:

• Base station deployment is much simpler because it does not need frequency
planning; all base stations listen for the same frequency range,

• Overlaps of base station coverage is not an issue; on the contrary, it brings
multiple receptions of messages sent by devices which improves quality of
service at no cost for the IoT devices (see next section),

• When moving, mobile devices do not drain extra power from their battery
because they do not maintain attachment to the network. A device has nothing
to do to be received by its nearby base stations than just emitting its radio bursts.

Cooperative Reception
With pervasive listening, all base stations are on the same frequency. This results in
large overlaps of base stations coverage. Whereas overlaps are kept to the minimum
in cellular systems (see part (a) in Fig. 3), they are beneficial in pervasive listening
networks because they bring spatial diversity (see part (b) in Fig. 3). Several base
stations may receive the same radio packet. This is not an issue because multiple
received packets are de-duplicated in core network (see Fig. 8), before transmission



162 B. Ponsard and C. Fourtet

Fig. 3 overlaps of base stations in cellular deployment (a), and in a pervasive listening network
(b)

Fig. 4 Overall architecture of an IoT network using pervasive listening

to application server. This feature is named cooperative reception. It is a benefit
of pervasive listening. It improves the overall quality of service without extra
complexity in IoT devices: everything is done in the core network (Fig. 4).

Note 1 Along with deduplication of application messages, the core network runs
other services, such as security check, IoT device registration, and billing. Network
monitoring is also performed in the core network.

Note 2 The rest of this chapter uses common naming for communication direction:
“uplink” is from IoT devices to base stations; “downlink” is from base stations to
IoT devices.
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2.3 Disadvantages of Pervasive Listening

The main drawback of pervasive listening is the collisions of uplink radio packets
that occur in the time and frequency domain. Aloha protocol shows that pure random
access is effective as long as the offered load is under a few percent [5]. A radio
access network with pervasive listening can mitigate collision rate in three ways:

• Ultra-narrow band modulation, which adds a new dimension in the random
access (see Sect. 3),

• Software-defined radio processing in base stations, which allows parallel
processing for radio packets received simultaneously (see Sect. 4.1),

• Densification of deployment with less-sensitive base stations: with such base
stations, the effective coverage area is reduced. With less devices in visibility, a
base station experiences less collision.

A less-important disadvantage of pervasive listening is the added complexity
needed in base stations for radio processing and in the core network for deduplica-
tion of uplink messages. Nevertheless, this added complexity can be easily managed
in base stations equipped with industrial-grade PC boards.

3 Ultra-Narrow Band Modulation

UNB, an Old Technique Refreshed with Microelectronics
Ultra-narrow band (UNB) has been known since World War II, with single side
band analog modulations. More recently, the progress in microelectronics enables
integrated fractional-N PLLs, which may have a frequency synthesis step as low as
1 Hz and a maximum center frequency over the gigahertz. Available in off-the-shelf
integrated radio chipsets, these features permit digital modulation rates as low as a
few tens of symbols per second, even with a carrier center frequency up to a few
gigahertz.

This is what UNB is about: a modulation scheme with an occupied bandwidth
smaller than 1 part per million (i.e. 1 ppm) of the carrier center frequency. As an
example, the D-BPSK modulation at 100 baud, used in the Sigfox network in Europe
[2], is a UNB modulation, because its carrier center frequency is 868.130 MHz.

UNB may be implemented in several ways, resulting in various protocols with
specific characteristics [6]. The Sigfox network implements a radio interface named
3D-UNB. 3D stands for triple diversity in time, in frequency, and in space. It is fully
specified in [2]. When combined with pervasive listening, 3D-UNB exhibits two
significant benefits, as follows.

Improved Link Budget for Less Base Station Density
One benefit of UNB signals is a link budget improvement. As the transmit power is
concentrated in a small bandwidth, it results in a less noise values in UNB receivers.
Table 1 is an example of the maximum coupling loss (MCL) evaluation for a UNB
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Table 1 Maximum coupling loss for 3D-UNB under European country regulations and legacy
GPRS uplink

Factor name Values for 3D-UNB
Values for legacy GPRS
uplink

Transmitter

(1) Tx power (dBm) +14 +33
Receiver

(2) Thermal noise density (dBm/Hz) −174 −174
(3) Receiver noise figure (dB) 4 3
(4) Interference margin (dB) 0 0
(5) Occupied channel bandwidth (Hz) 100 180 k
(6) Effective noise power (dBm)
= (2) + (3) + (4) + 10 log((5))

−150 −118.4

(7) Required SINR (dB) 7 12.4
(8) Receiver sensitivity
= (6) + (7) (dBm)

−143 −106

(9) Rx processing gain 0 5
(10) MCL = (1)–(8) + (9) (dB) +157 144

transmission in European sub-gigahertz unlicensed band, where the transmit power
of devices is limited to 25 mW (i.e. 14 dBm). The maximum coupling loss of a
legacy GPRS uplink is given for reference (from [7]), as GPRS is the first wide-area
cellular technology for machine type communication.

A higher MCL means a better link budget for the communication between
devices and base stations. In a given area, the same quality of service can be obtained
with fewer base stations.

Note The high link budget of UNB modulation is obtained at the cost of low data
rate. As the laws of physics are the same for all technologies, a low data rate is the
counter part of a high link budget, where local regulations limit the transmit power.
For example, the chirp spread spectrum technique of LoRa [8] gives equivalent
link budget, but with a more complex implementation in the devices. In licensed
spectrum, LTE-M and NB-IoT solutions exhibit MCL over 155 dB, but with the use
of complex HARQ mechanism [9].

Medium Access Techniques Renewed with 3D-UNB
In sub-gigahertz spectrum, the unlicensed spectrum is limited to a few hundreds
of kilohertz. The conventional narrow band systems implement only a couple of
communication channels, each of them having an occupied bandwidth ranging from
a few kilohertz up to a couple of tens of kilohertz. On the contrary, the small
footprint of UNB modulation (i.e. a bandwidth less than 1 ppm of the carrier
center frequency) allows to pack thousands of simultaneous UNB signals in the
sub-gigahertz unlicensed spectrum. These UNB signals are named quasi-tones in
3D-UNB protocol. With a transmission bandwidth about 100 Hz, UNB brings about
6000 quasi-tones of 100 Hz width, in the 25 mW unlicensed frequency band in
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Fig. 5 Base station overall architecture

Europe [10], which is from 868.0 MHz to 868.6 MHz. This large amount of quasi-
tones is a real game changer for accessing the medium. Instead of implementing
mechanism to share a scarce frequency resource from a central point, there are
so many different quasi-tones that a device may select randomly its carrier center
frequency, without experiencing excessive collision rate.

Plethora of quasi-tones make time coordination useless. Even if two devices
select the same value for their subcarrier center frequency, the probability to have a
collision in time is kept under acceptable level, thanks to limited coverage of base
stations. Detailed analysis of time and frequency random access can be found in
[11] and [12].

4 Cognitive Radio in the Base Station

The use of UNB modulation in devices and pervasive listening in base stations is
interesting to meet the requirements of IoT connectivity. As said above, devices
select their transmission time and the carrier center frequency of their uplink
transmissions randomly. As a consequence, base stations have to be ready for
reception at any time and on any frequency. To achieve this capability, 3D-UNB
base stations use an innovative design for the software define radio in base stations.
This approach brings flexibility and capacity to base stations, at a cost of a limited
added complexity, as explained hereafter.

Base Station Functional Blocks Figure 5 depicts 3D-UNB base station archi-
tecture, designed for pervasive listening networks. Radiofrequency (RF) front-end
implements high dynamic and very linear chains for emission and reception. For
uplink reception, base-band functional block implements software-defined radio
processing, such as signature detection, demodulation, and decoding. For downlink
transmission, base-band processes downlink emissions in cooperation with the core
network (see Sect. 5).
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Fig. 6 Instantiation of multiple reception agents to cope with uplink load

As an example, the frequency range for pervasive listening is 200 kHz wide in
Sigfox’ base stations, at time of printing. The base-band processing runs on an
industrial PC board equipped with a Linux operating system. The base stations
connection to the Sigfox’ core network uses secured IP links (i.e. VPN) over any
type of bearer, e.g. ADSL box, LANs, cellular, or satellite.

On-Demand Reception Agent
Base-band processing in reception uses an innovative SDR implementation, where
random access is managed by on-demand agents (see Fig. 6).

First process in base-band reception is detection over the full received bandwidth.
This process analyses I&Q samples and detects 3D-UNB-like signals, thanks to
their frequency and time signature. Once a potential 3D-UNB signal is detected,
an instantiation of a tracking and demodulation agent is created and allocated
for precisely tracking center frequency of this 3D-UNB signal. Then reception
agent demodulates received symbols according to a defined modulation scheme and
decodes received packed for extracting the higher layer data.

Next two subsections point out flexibility of this SDR architecture for both
capacity and protocol evolutions.

Uplink Reception Capability
Once a new UNB signal is detected by a base station, the wanted signal detector
process has to instantiate a new reception agent. The maximum number of messages,
that can be received simultaneously, is directly related to the ability of the wanted
signal detector to instantiate reception agents, as many as needed. Limiting factors
for total number of reception agents are processing power and memory space
available on base station PC board. As an example, a base station listening 200 kHz
band should be capable of about 2000 instantiations of 3D-UNB reception agents at
the same time.



Pervasive Listening: A Disruptive Network Design for Massive Low-Power IoT. . . 167

Multi-protocol Capability
It is worth noting that this base station architecture is not limited to a single radio
protocol. Several protocols can be processed in parallel, provided the following
constraints are fulfilled:

• Frequency and time signature of each protocol can be clearly recognized;
• Reception agents of various type have enough processing power and memory

space for running properly.

As the two function blocks “wanted signal detector “ and “reception agent” are
purely software, changing the behavior of a pool of base stations, or upgrading
protocol decoding, can be made remotely with just a software upgrade.

Other Benefits of SDR Implementation
Thanks to software-defined radio implementation, it is possible to use more
sophisticated reception agents.

First example is about successive interference cancellation (SIC) algorithms
[13]. As 3D-UNB implements a 2D-Aloha random access, collision rate created
by offered load has an immediate impact on quality of service at application level.
SIC implementation in 3D-UNB base stations benefit from already existing high
dynamic range and good linearity in RF front-end of base stations, that are necessary
for near-far cases, anyhow.

Second example is about combining algorithms, that may be implemented locally
or globally. 3D-UNB communication rules allow transmission of up to three radio
bursts for the same message, each radio being encoded with a different convolutional
code. Multiple transmissions give an opportunity to have combining algorithms in
base stations (local combining) or in the core network (remote combining). Local
combining benefits from frequency diversity and convolution codes, whereas remote
combining adds spatial diversity to recombination process [11].

5 Network-Level Benefits of Pervasive Listening

From a global perspective, pervasive listening brings benefits at network level,
because it allows global optimization.

Base Stations Listen at All Times and Transmit on Demand
3D-UNB uses two separate sub-bands for uplink and downlink transmissions. This
frequency arrangement is quite common in large-scale bidirectional system where
interface can be full-duplex or half-duplex. 3D-UNB radio interface is half-duplex
with a 1 MHz approx. frequency gap between uplink and downlink, for the sake of
simplicity in base station design.

To avoid unnecessary period of time when base stations are unable to receive,
downlink emissions occur only once triggered by a device request, sent in an uplink
message (see Fig. 7). Furthermore, available power in bases stations (i.e. 500 mW
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Fig. 7 Half-duplexing in Sigfox base stations

Fig. 8 Example of BS selection for downlink after multiple reception in uplink

in European regulations) allow several downlink emissions to be sent together, each
one answering a different IoT device.

Downlink Cognitive Optimization
Base-stations are in reception mode by default. If one base station is unable to
receive (because it is in transmit mode), at least one of its surrounding base stations
can take over the reception of device transmissions. Toggling between reception
mode and transmission mode is scheduled by the core network, which has a
global view of the uplink and downlink loads. The scheduling process of downlink
transmission is cognitive (see Fig. 8). Central optimization algorithm takes into
account self-interference level and noise levels of each base stations for its selection
process.
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Downlink scheduling is also a multidimensional optimization problem, which
is handled by 3D-UNB core network. Variables for optimization are, for example,
noise level, downlink traffic load in each base station, uplink traffic load, time
delay after uplink transmission, and selectivity in IoT device receivers. As the core
network is cloud based, necessary processing power is easily available. Downlink
transmission in the selected base station is under full control of 3D-UNB core
network.

6 Conclusion

This chapter introduces a new approach in radio communications named pervasive
listening. Invented by Sigfox, pervasive listening changes drastically the design and
engineering of radio networks for the mMTC. By using software-defined radios
and cognitive algorithms in the network along with UNB modulation, it addresses
technical constrains, such as low power in devices, high capacity in base stations,
and low volume of data per IoT device. Pervasive listening permits low complexity
IoT devices by pushing the communication complexity back to the network.

Pervasive listening opens many research topics: interference cancellation, local
combining or large-scale MIMO, downlink capacity optimization, etc. Pervasive
listening and frugality in IoT devices are challenges of a new era in radio
communications.
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Information-Centric Networking for the
Industrial Internet of Things

Cenk Gündoğan, Peter Kietzmann, Thomas C. Schmidt,
and Matthias Wählisch

1 Introduction

The Internet of Things (IoT) is evolving, and an increasing number of controllers
in the field are augmented with network interfaces. Current deployments often are
part of larger systems (e.g., a heating) or attached to infrastructure (e.g., smart
city lighting). Such devices connect to power, use common broadband links, and
adopt the old MQTT protocol [7] for publishing IoT data to a remote cloud. The
prevalent use case forecasted for the IoT, however, consists of billions of constrained
sensors and actuators mainly not cabled to power, but connected via low power
lossy wireless links. A significant portion of this constrained Internet of Things will
relate to massive machine type communication (mMTC) for sensing, actuating, and
monitoring devices in the industrial domain. The primary objective of the Industrial
Internet of Things (IIoT) is content, i.e., the access to small, confined data chunks
generated by its mass constituents, which will be tiny, cheap things that are severely
challenged by the current way of connecting to the Internet.

In view of the network dedication to data units, doubts arose whether host-to-
host sessions are the appropriate approach in these disruption-prone environments
of (wireless) things, and the data-centric nature at the Internet edge called for
rethinking the current IoT architecture [45]. ICN networks [3] have been identified
as promising candidates to meet the new challenges of the future IIoT. Name-
based routing and in-network caching as contributed by Named Data Networking
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(NDN) [25, 58] bear the potential to increase robustness of application scenarios in
regimes of low reliability and reduced infrastructure (e.g., without DNS). Following
initial concepts [36] and early experimental work [5], the adaptation, analysis, and
deployment of NDN for the IoT became an active research area that advocated the
IoT as a candidate of early NDN adoption. Still open problems persist, namely,
naming, routing, forwarding [55], and data push [28], as Shang et al. [48] recently
reminded.

Common use cases of the IIoT are mission—sometimes safety—critical, and
operative environments are often harsh and challenging. Mobile equipment may
be in place, as well as intermittently connected devices. In addition, side channel
traffic may be initiated by co-located systems from different manufacturers. In
spite of deployment challenges, IIoT network communication faces high quality
demands. The most important requirement is sub-second latency for alarm messages
from detectors of safety application, or for control instructions to actuators. Lost
messages may lead to inconsistent conditions in industrial control systems or
undetected monitoring state, and hence, a high reliability is crucial. From an
operational perspective, the network architecture should allow for the deployment
of a flexible ecosystem, which enables private as well as open networks.

In this chapter, we review key features and benefits of Information Centric
Networking (ICN) for the IIoT in Sect. 2, followed by a real-world system approach
to IIoT networking with RIOT (Sect. 3). Section 4 presents an overview about
recent advances and achievements of information-centric solutions for the IoT edge
including selected performance measurements. We summarize with a prospect on
future research directions in Sect. 5.

2 The Case for ICN in the IoT

Information-centric networking is one major outcome of the global future Internet
initiatives undertaken in the present millennium. More than a decade of research
has created a variety of ICN flavours [3, 57], which essentially have three principles
in common [13]: decoupling of named content from hosts, universal caching, and
content object security. The approaches liberate content access from physical infras-
tructure, allow for unhindered content replication and validation, and thereby reduce
infrastructure dependency of the content-aware network layer. Some protocols such
as NDN even elide network addresses of machine interfaces to rise the barriers for
denial of service attacks.

The Internet of Things, which is mainly composed of constrained nodes at
network edges, is a clear beneficiary of these directions as they reduce the burden of
maintaining dedicated server infrastructure, end-to-end communication channels,
and DDoS mitigation. In addition, seamless content replication and caching open
the realm to multilateral support of energy preservation and improved transport
resilience.
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Fig. 1 Stateful forwarding plane of CCNx and NDN: Requests (aggregable Interests) generate
reverse path forwarding entries and are served from content caches

Information-centric networks (ICNs) bear the potential to master the chal-
lenges of low reliability and reduced infrastructure support in error-prone
wireless regimes. Hop-wise transfer and in-network caching can compensate
for link failures, mobility, and intermittent connectivity on the network layer.

2.1 The CCNx and NDN Architectures

Content-Centric Networking (CCNx) [32, 33] and Named Data Networking (NDN)
[25, 58] enjoy the largest popularity among the information-centric networking
schemes. Several open source projects evolved around the NDN concept with an
increasing community of mainly academic nature. Prior CCNx work at PARC has
been transferred to CISCO and transformed into the Hybrid-ICN architecture [9]
with open source software support.

In contrast to the stateless packet processing of the Internet, CCNx and NDN
utilize a stateful, name-based forwarding fabric to achieve a decoupling of content
objects from their origins. Request and response operations are modeled on the
network layer using two distinct message types that are differently treated by the
forwarding state machine.

Figure 1 displays the forwarding logic and its data structures. At every hop,
an incoming request (Interest) first triggers a cache lookup at the Content Store
(CS). On a cache hit, a response containing the requested content is immediately
returned to the incoming interface. A cache miss leads to a query of the Pending
Interest Table (PIT) for a possibly existing PIT entry with the same content name.
If this exists, the new request is aggregated, i.e., the incoming interface is recorded
alongside the existing PIT entry, and a subsequent forwarding is suppressed. When
a request for a particular content traverses a node for the first time, a PIT entry is
initially created to record the content name and the incoming interface. The request
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Fig. 2 Two modes of deployment exist for an information-centric IoT system. Either ICN operates
as an overlay on top of IP or ICN is configured natively on top of the data links

is then forwarded toward one or several outgoing interfaces in accordance with the
Forwarding Information Base (FIB). Returning responses match against the PIT to
identify pending requests. If no requests are pending, then the response is discarded.
Otherwise, the response is cached in the CS and forwarded toward the recorded
interfaces in the PIT.

2.2 Information-Centric IoT Deployments

Two modes of deployment are commonly considered for information-centric IoT
system. Figure 2(i) illustrates the first option, in which an ICN implementation
is configured as an overlay of the existing IP infrastructure using TCP or UDP
encapsulation. In the second illustration (Fig. 2(ii)), ICN takes the role of the
network layer, and IP is completely replaced. The encapsulation mode is generally
discouraged, because of its memory overhead and software complexity of hosting
two separate network stacks. Further, an overlay deployment prevents the bene-
ficial properties of hop-wise ICN transport with in-network caching. The native
deployment of ICN on the network layer is thus the primarily viable approach for
challenged IoT networks. It allows for frugal network stacks of reduced complexity
and sets free all potentials of an information-centric IoT system.

As low power lossy links and tiny frame sizes are prevalent in the constrained
IoT, ICN native deployment requires convergence support analogously to the IPv6
6LowPAN convergence layer. ICNLoWPAN [17] is such a convergence layer that
adapts CCNx and NDN primitives to IoT link-layer technologies of low bandwidth,
high latency, and small MTU sizes. It introduces hop-by-hop header compression,
link fragmentation schemes, and an ICN-specific name eliding. Figure 3 illustrates
the protocol composition and shows the positioning of 6LoWPAN and ICNLoW-
PAN in the stacks. Each request and response traverses through the convergence
layers that deflate or inflate messages accordingly.
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3 A Practical ICN Deployment for the IoT

Bringing IoT networking into the real world is still a challenging, pioneering task.
A typical IoT field deployment is displayed in Fig. 4. It consists of sensors attached
to elements in the field—a tractor, grain, and a cow in our visualization—as well
as a data collection and aggregation system. Embedded nodes are deployed as both,
the wireless field sensors and the data collectors—the latter may be connected to
some (wired) infrastructure. As the complexity of software for embedded devices
has increased over the last decade, it has become state-of-the-art to use operating
systems even on memory and CPU constrained machines. The network subsystem
is the key component for building the Internet of Things, and the support by an
operating system is a key enabler for deploying new networking protocols.

Communication technologies in the IoT are very heterogeneous and need support
of an operating system such as RIOT [4, 6]. Figure 4 shows a sample deployment
that consists of two RIOT sensors, one equipped with LoRa and one with a 4G/5G
radio such as Narrowband IoT (NB-IoT), as well as one RIOT router providing
an 802.15.4 LoWPAN wireless interface in addition to both radio links and a wired
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Ethernet uplink. In a lab experiment, we can demonstrate this with both sensor nodes
running continuous packet streams of single sensor values and a RIOT border router
which forwards data upstream. All nodes are very constrained iotlab-m3 boards
(ARM Cortex M3, 32-bits, 72 Mhz, 64kB RAM).

3.1 The RIOT Networking Subsystem

The RIOT networking subsystem displays two interfaces to its externals as illus-
trated in Fig. 5: the application programming interface sock and the device driver
API netdev. Internal to stacks, protocol layers interact via the unified interface
netapi, thereby defining a recursive layering of a single concept that enables
interaction between various building blocks: 6lo with MAC, IP with routing
protocols, transport layers with application protocols, etc. This grants enhanced
flexibility for network devices that come with stacks integrated at different levels.

Application/LibraryApplication/LibraryApplication / Library

HardwareHardwareHardware

GNRC CCN-lite

sock
netapi

netdev

netapi

GNRC TCP GNRC UDP

GNRC IPv6 CCNx / NDN

GNRC 6Lo ICNLo

MAC MAC MAC MAC

Fig. 5 The RIOT networking subsystem: A recursive layering architecture built around the
recurrent protocol interface netapi. The generic driver abstraction netdev and the application-bound
sock API allow for flexible composition of network stacks with easy protocol exchange
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RIOT—the friendly operating system for the Internet of Things—supports
a large variety of hardware platforms, flexible network capabilities closely
aligned to standards, and thrives on a global grassroots community composed
of academia, companies, and volunteers. Its community-driven 3-month
release cycles foster an agile IoT ecosystem.

The Device Driver API: netdev RIOT networking abstracts individual devices
via netdev that allows stacks to access network interfaces in a common, portable
way. Unlike common solutions in Linux or other IoT operating systems (e.g.,
Zephyr, FreeRTOS, Contiki), netdev remains fully neutral with respect to the link
layer and the network technology. It exchanges full frames including link layer
headers in a shared buffer provided by the calling stack. The interface does not
enforce implementation details concerning memory allocation, data flattening, and
threading, but leaves these decisions explicitly to the user of the interface. With
only six function pointers, netdev keeps a very low memory profile. The netdev
interface decomposes into three functional parts: handling of (i) network data, (ii)
configuration and initialization, and (iii) events. The combination of these three
aspects makes the interface complete with respect to network device functionality
and allows for full control of these devices.

The Internal Protocol Interface: netapi The RIOT network architecture defines
typed message passing between network layers or compound modules with the help
of netapi. This interface was designed to be as simple and versatile as possible, so
that even rather exotic network protocols can be implemented against it. The design
also allows for conveniently modular implementations and makes them both easily
extensible and testable.

The User Programming API: sock POSIX sockets are the typical north-bound
interface of an IP network stack. RIOT supports POSIX sockets; however, they
require dynamic memory allocation. To cater for plainly static memory access,
RIOT offers the optimized API sock—a collection of transport-specific network
access calls designed to match the constraints of low-power embedded devices.

ICN Integration with RIOT RIOT provides lean mechanisms for integrating
third-party software and libraries as packages. Regular CCNx and NDN implemen-
tations, though, are designed for general purpose machines and too demanding for
the constrained IoT. Two alternatives exist that provide the core ICN feature set
for constrained IoT devices: CCN-lite [54] and NDN-lite [47]. Both network stacks
integrate into the RIOT operating system by implementing the netapi interface. They
can thus be plugged-in at any network layer and support the deployment modes of
transport encapsulation and native networking. These solutions open a large variety
of supported hardware platforms and network technologies to ICN deployment in
the wider IoT.
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4 Recent ICN Advances for the IoT

The content-specific interface to networking must be considered a significant
advantage of NDN/CCNx—consumer and producer applications can access content
objects without any intermediary. Still, applications may require dedicated schemes
to integrate network access and distribution, for instance, a publish-subscribe
function for replacing MQTT. We will now discuss corresponding extensions and
also performance comparisons of ICN with traditional protocols such as MQTT [7]
and CoAP [49].

Real-world deployment of the Information Centric Network layer demands
for additional functions such as service differentiation and publish-subscribe.
Foremost, ICN needs to show widespread evidence of a performance superior
to traditional approaches.

4.1 Publish-Subscribe

Many IoT scenarios target a very loose coupling between nodes that often run
on battery with long sleep cycles and connect via lossy wireless links. Today’s
default deployment in industrial environments for this follows a publish-subscribe
approach using the old MQTT protocol. Information-centric networking decouples
content provisioning from data producers in space—additional decoupling in time
and synchronization is desirable and attainable by additional publish-subscribe
functions.

Early publish-subscribe schemes based on NDN such as Content-based
pub/sub [10] and COPSS [11] violate the loose coupling principle in their use
of name-based routing or forwarding. Nichols [35] proposes broadcasting for pub-
sub, which wastes energy and does not scale. Hop-and-Pull (HoPP) [16] takes up
the challenge and seeks for an information-centric IoT networking solution that
satisfies all challenges of real-world sensor-actuator networks and allows for an
easy deployment. It makes the common assumption that nodes form a stub network
and connect to the outside by one or several gateways as displayed in Fig. 6; by
exploiting the lean routing protocol PANINI [44], HoPP can built on prefix-specific
default routes instead of broadcasting.

For the interior routing, nodes are grouped according to one or several sub-
network prefixes (e.g., /lighting). One or several distinguished nodes serve as
Content Proxies (CPs). CPs are typically more stable and more powerful such as
gateways or other infrastructural entities. These Content Proxies take the role of data
caches and persistent access points. They will be reachable throughout the network
by default routes, unless temporary partitioning occurs. A CP can serve several local
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Fig. 6 Communication flow with standard NDN (left) and Pub-Sub approach HoPP (right)

prefixes, but a local prefix may also belong to several CPs. The latter scenario will
lead to replicated caching with higher and faster data availability. HoPP is composed
of three core primitives:

1. Establishing and maintaining the routing system
2. Publishing content to the CPs
3. Subscribing content from the CPs

This protocol definition strictly complies with the design principles: (a) minimal
FIBs that only contain default routes, (b) no push primitive or polling, (c) no
broadcast or flooding on the data plane. The HoPP protocol transparently manages
consumer and producer mobility [15].

An announcement of accumulated names to an exterior network outside the IoT
domain is handled by companion protocols. The DNS-like Name Service for NDN
(NDNS) [1] and Name Resolution Service (NRS) [23, 24] are two approaches
that operate in NDN deployments. NDNSSEC [51] conceptualizes a namespace
management for hierarchichal names and defines bindings to the DNS protocol,
which allows for an integration into existing DNSSEC equipped DNS deployments.

4.2 Comparing IoT Protocols

Feasibility and benefits of the information-centric protocols need a quantitative
evaluation in comparison with traditional Internet protocols such as MQTT and
CoAP. Key properties of the three protocol families NDN, CoAP, and MQTT
and their variants are compared in Table 1. Variants contain different deployment
options for CoAP using the method codes PUT and GET with an optional resource
observation configuration for the latter method. CoAP is further distinguished by its
two reliability modes non-confirmable (n) and confirmable (c). MQTT differentiates
between its TCP version and its UDP version MQTT-SN. QoS levels Q1 and Q2
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Table 1 Comparison of CoAP, MQTT, and ICN protocols. CoAP and MQTT support reliability
only in confirmable mode (c) and QoS levels 1 and 2 (Q1, Q2)

Current IoT protocols ICN protocols
CoAP [49]
PUT GET Observe MQTT MQTT-SN NDN HoPP

Transport UDP UDP UDP TCP UDP n/a n/a

Pub/Sub ✘ ✘ ✓ ✓ ✓ ✘ ✓

Push ✓ ✘ ✓ ✓ ✓ ✘ ✘

Pull ✘ ✓ ✘ ✘ ✘ ✓ ✓

Flow control ✘ ✘ ✘ ✓ ✘ ✓ ✓

Reliability (c) (c) ✘ (Q1, Q2) (Q1, Q2) ✓ ✓

provide a reliability layer, where Q1 adds a simple retransmission mechanism and
Q2 follows a two-step acknowledgement process to guarantee an exactly once
delivery. Specialized properties of the different approaches become apparent: Every
protocol variant features distinct capabilities. Notably in the IoT, where TCP (aka
generic MQTT) is unavailable, the pull-based NDN and HoPP are the only protocols
admitting flow control and reliability as a generic service.

An extensive study [14] performed comparative evaluations of all the protocols
in Table 1 on a large-scale IoT testbed with varying amounts of network stress
configured. The analyses include memory consumption on nodes and effective
network utilization by control and data traffic including protocol overhead and
link stress caused by retransmissions. The actual performance of data transmission
is measured in data loss, goodput, and content arrival time which represents the
delay between issuing a transaction and data arrival at the sink. The study also
considers the data flows and its energy consumption. Figures 7, 8, and 9 summarize
the goodput analysis of this study for NDN, HoPP, MQTT, and CoAP, respectively.
The different experimental results of the data goodput are displayed in box plots and
compared to the theoretical optimum (lines). Time series of data goodput are further
revealing the flow behavior as displayed in the lower row of this figure. HoPP clearly
admits the most evenly balanced flows and shows nearly optimal goodput values,
closely followed by NDN. Flow performances for MQTT and CoAP fluctuate with
some tendency of instability when approaching its full transmissions speed.

Overall results of this study clearly show a smoother operation in challenged
networks with the ICN variants due to in-network caches and the hop-wise nature
of (re-)transmissions.

4.3 Caching Strategies

Caching is a delicate subject in the IoT for the pronounced reasons that it reduces
latency as well as forwarding load, improves data availability in networks without
perpetual connectivity, and lessens overall energy expenditures. Since caching
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Fig. 9 Goodput summary and flow evolution for MQTT-SN protocols at different publishing
intervals

resources on a single node are not available in abundance, a high cache diversity
throughout the network is imperative to achieve the caching benefits. Caching
policies that promote a high cache diversity can be categorized into different
families.

Probabilistic caching, commonly known as Prob(p), uses a static probability p

on each forwarding hop to decide whether a node is eligible to cache incoming data.
Several research groups [22, 42, 59] confirm that Prob(p) yields a higher cache
diversity, especially for lower p values, compared to the default policy of leaving a
copy on every node.

Conversely to statically choosing a value for p, a policy may consider external
hints to dynamically calculate values for each node, or even for distinct data objects.
Examples for this class of policies include ProbCache [42], which computes p

for data objects based on the hop distance between consumers and producers, and
pCASTING [22], which considers content freshness, nodal battery levels, and cache
saturation to calculate p. A recent study [39] shows that these approaches can
increase the cache hit ratio, lower the number of hop traversals, and reduce cache
evictions in resource-constrained regimes.

Another class of caching policies takes topological information into account to
benefit from knowledge about the global cache utilization. A serious drawback of
these approaches is their significant cost originating from long convergence times,
increased signaling overhead, and susceptibility to topological changes [40].
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4.4 Quality of Service

Implementing service differentiation and assurance in a network raises the challenge
of managing distributed resources without sacrificing them. In-network caches in
ICN enrich the field of manageable resources. Caches reduce latency and forwarding
load and often take the role of a (large, delay-tolerant) retransmission buffer. With
CCNx and NDN, additional resources come into play in the form of Pending Interest
Tables (PITs) that govern stateful forwarding. Capacities in forwarding, caching,
and pending Interest state may be largely heterogeneous. A wirespeed forwarder
may supply negligible cache memory compared to its transmission capacity, for
example. In the IoT the opposite is often true in that flash memory is normally
shipped in “infinite” sizes when compared to the main memory (PIT) or the
wireless data rate. A beneficial resource management faces the problem of how
to carefully balance these resources and arrive at an overall optimized network
performance [28].

Resource complexity, however, extends beyond a single system. The impact
of distributed resources is easily flawed if management cannot jointly coordinate
contributions. Neighboring caches, for instance, are less effective if filled with
identical data. A more delicate problem arises from PIT state management. If
neighboring PITs diverge and no longer represent common forwarding paths, all
data flows terminate, and forwarding resources are wasted. This problem of state
decorrelation was first reported in [55].

QoS extensions for ICN have recently attracted attention and generated various
efforts within the IRTF ICN research group [19, 26, 31, 37, 38]. Based on this
effort, a QoS management for constrained CCNx and NDN networks emerged [18]
that defines a lightweight, prefix-based flow classification mechanism and resource
management rules to orchestrate manageable resources based on the QoS service
levels displayed in Fig. 10. The resource management rules are grouped into three
categories:

1. Locally isolated decisions that have no interactions with other mechanisms.
2. Local resource correlations that entail interactions between mechanisms.
3. Distributed resource coordination that affects resources across multiple devices.

An experimental evaluation of this QoS management scheme in a 31-node IoT
deployment as depicted in Fig. 11 shows surprising results [18]. These experiments
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run on the open-access FIT IoTLab testbed using the open source software platforms
RIOT and CCN-lite with QoS extensions. The deployments consist of a gateway
node, sensors, and actuators that periodically request sensor readings and control
commands. The left-hand side of Fig. 11 shows very poor performances for nodes
that are positioned far away from the gateway or forwarder nodes that belong to
paths of high hop counts. The right-hand side shows the same setup and deployment
but enables QoS features [18]. A great improvement of nodal performances is
apparent. Nodes that formerly showed success rates of 0–10% now exhibit success
rates of 40–100%.

4.5 Network Deployment and Security Considerations

Industrial safety and control systems are increasingly interconnected to inter-
change operational conditions locally and to report their status updates to external
observers. A typical deployment scenario consists of IoT stub networks that
are often wireless and confined to the production plant, together with gateways
that uplink to an Internet service provider. Current initial deployment scenarios
further involve a (private) cloud which a dedicated group of trustees can access.
Typical stakeholders are the operators of the systems. All parties rely on secure
communication channels established between the network endpoints and the cloud.
This scenario builds closed data silos for a preselected, confined group. It is
visualized on the left-hand side of Fig. 12.

Already today it becomes apparent that the number of stakeholders in emerging
scenarios will widen—plant operators, emergency teams, equipment vendors, and
supervisory authorities may retrieve information about current safety conditions,
intermediate operational statistics, as well as long-term reports. Furthermore, even
a wider public may legitimately require civil participation in affairs of common
impact, as is developing from many open urban sensing initiatives [8], as well as
participatory European laws. Following this demand, data silos need to break up in
favor of a flexible, distributed data access that cannot easily rely on preconfigured
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trusted channels. Still, data might not be uniformly public, but continue to require
protection. Protecting the data itself instead of the transmission channels paves
the way to transparent data replication and caching—an efficient method for
diversifying today’s silos. Such a heterogeneous environment built from several
independent stakeholders is visualized on the right-hand side of Fig. 12.

Taken from real-world deployment, studies [12, 20, 21] make the case for a
distributed, multi-stakeholder environment and identify three major objectives for
the networking layer:

1. Allow for ubiquitous multiparty data access without pre-established secure data
channels or VPNs in the constrained IoT.

2. Provide a robustly secured networking infrastructure that is resilient to varying
link conditions and mobility with the ability to recover locally from intermittent
impairments.

3. Raise the barriers for DDoS attacks of constrained devices and confine the
attack surface of unwanted traffic to local links.

The studies show how the NDN approaches to Information Centric Networking
can significantly contribute to these goals. They also assess the shortcomings of
current IoT solutions such as MQTT and CoAP over transport layer security as well
as OSCORE [46], which brings object security to CoAP.

5 Conclusions and Future Research

In this chapter, we reviewed the state of the art of Information Centric Networking
(ICN) in the Internet of Things (IoT), dedicating special focus to practical, ready-
to-use solutions for the constrained IoT. We emphasized the benefits in robustness,
resilience, and security of ICN and surveyed key performance results.
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In the future, experimentally driven research should continue to thoroughly
analyze and optimize deployments of ICN in the IoT world. This will allow to gain
realistic insights into its operative potentials. In addition, the following areas have
seen initial efforts, but need to be explored in greater depths.

Experimental exploration of 5G information-centric network slicing Initial
work integrates ICN in the 5G core nextgen architecture [43], or contributes a
framework to enable Internet Services over ICN in 5G LAN environments [53].
5G core infrastructure, though, has not fully developed, and many experiences have
to follow in future stages.

Named functions for in-network data processing at the network edge
Named Function Networking (NFN) [50] and Remote Method Invocation in
ICN (RICE) [27] are two notable approaches to in-network computing at the
(mobile) edge. The IRTF COIN Research Group is in the process of formalizing the
directions and requirements of the field [29, 30], which will eventually open up new
networking opportunities.

Coexistence of information-centric and host-centric networking Tunneling
ICN traffic over IP is common. The converse, however, is also an option [52, 56]
and considered to be advantageous in mobile and IoT environments. Alternatively,
hICN [9, 34] promises a closer integration with ICN packets mapped to the IPv6
protocol. hICN traffic can therefore be sent over the existing infrastructure—this
deployment option still requires practical demonstration.

Economic and social implications of networking autonomous content objects
Content object security as immanent to ICN facilitates a pluralistic networking
approach, in which content can freely replicate and diffuse the Internet. This acts
in contrast to end-to-end data encryption, which fosters service monopolies that are
capable of controlling applications involved at one or both ends. This fundamental
difference in networking bears the potential to alter the economics of the Internet,
as well as its principles of topology building. Introductory studies on the economics
and social contexts exist [2, 41], but wide-ranging case studies that elaborate on the
implications are still missing.
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Security Challenges for Industrial IoT

Lehlogonolo P. I. Ledwaba and Gerhard P. Hancke

1 Introduction

The concept of the Industrial Internet represents the incorporation of the Internet
of Things (IoT), machinery control and operational techniques, information and
communications technology (ICT) and people within a larger Industrial Internet
of Things (IIoT) to realise the use of advanced data analytics to improve business
outcome [1]. This joining of “global industrial sectors, advanced computing and
manufacturing, pervasive sensing and ubiquitous network connectivity” [1] results
in a single, cohesive system. This also serves in connecting previously isolated,
simple, physical operations to the cyber world for smarter, self-aware independent
actuation [1]. Industrial systems connected using the Industrial Internet typically
operate in mission-critical environments and have higher standards of safety,
security, availability and resilience for all components than general consumer
and commercial sectors [1]. In the industrial context, safety is defined as the
condition in which “the system is able to operate without unacceptable risk of
physical damage or damage to the health of the people directly or indirectly in
contact with the system as a result of damage to system property or the system
environment” [1], security as the “operating condition of the system which does
not allow for the unintended or unauthorised access, change or destruction of the
system, its data and the information it encompasses” [1] and resilience as the
“system condition that is capable of avoiding, absorbing or dynamically managing
adversarial conditions while in the process of completing assigned missions or
reconstructing operational capabilities after suffering casualties within the system”
[1]. For the Industrial Internet to be considered effective, significant increases should
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be seen in the overall system performance, scalability, efficiency and compatibility,
enabling interoperability for a wide variety of open standards, frameworks and
architectures [1].

The addition of computing capability to industrial processes brings with it a
variety of challenges. The vulnerability of IIoT to malicious attacks is a growing
concern as more “smart” deployments are established globally. Standardisation in
the production of IIoT devices, their communication protocols and the degree of
security that the devices are capable of providing is essential for deployment into
industrial processes with strict operational guidelines. The scale required of IIoT
deployments means that future solutions should be highly scalable and interoperable
to avoid vendor lock-in [2]. The availability and integrity of the IIoT network
should always be preserved to be able to meet strict, real-time deadlines and to
prevent cascading failures which could result in physical harm [2]. The constraint
of resources such as available power, processing and memory and long operational
periods means that developed IIoT solutions should be able to support low power
operation and utilise a small portion of the memory and processor resources [2].

The challenges seen with IIoT devices also extend into the domain of security.
IIoT devices are vulnerable to physical attacks such as tampering and theft as
large-scale deployments are often unmonitored [2]. The devices are also subject
to eavesdropping, man-in-the-middle, denial-of-service and masquerade attacks as
a result of the peer-to-peer, wireless broadcast network which currently implements
little to no mechanisms to verify the identity of communicating nodes and authen-
ticity of data received [2, 3]. Implementing traditional IT security techniques fails
to secure these devices as the added delays often compromise the availability of
the system. Security solutions for the IIoT context therefore need to be capable of
securing networks while minimising trade-offs in power consumption, processing
capacity and memory footprint.

2 Security Standards for the Industrial IoT

Security standards can be used to define what security is expected for an IIoT
network, the depth at which security services should be implemented, and to
validate the security mechanisms and solutions designed to secure IIoT. In an effort
towards standardising how IIoT networks are developed and deployed, improving
and accelerating the move towards the IIoT, the Industrial Internet Consortium
(IIC) was formed by businesses and academic institutions. As part of their work,
the IIC developed a reference architecture and security framework detailing a
standardised method for designing secure IIoT networks with the aim of making
the Industrial Internet easily understandable and supported by “widely applicable,
standard-based, open architecture frameworks and reference architectures” [1]. The
vendor-agnostic reference architecture details the interactions and interoperability
of the various viewpoints within the Industrial Internet and provides guidelines
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for the development and deployment of future network solutions and application
architectures [1].

The security framework [4] details the security techniques and technologies
which are to be employed within the various areas and stack levels of the network
architecture to guarantee safe, secure and resilient operation throughout the effective
life span of IIoT deployment. The top layer comprises four (4) foundations,
namely, “endpoint protection, communication and connectivity protection, security
monitoring and analysis and security configuration management” [4]. When used
in conjunction with supplementary documents such as Endpoint Security Best
Practices [5], the IIC provides a comprehensive pool of resources that allows
developers to build in appropriate security services at design time.

The OpenFog Reference Architecture for Fog Computing, also known as stan-
dard IEEE 1934–2018, was developed in respect of the need for an open, fog
computing architecture capable of ensuring interoperable and secure systems and
one that is independent of, but fully supported by, the wider vendor space [6]. In
the Industrial Internet, fog computing architectures are used to “selectively move
comput[ing], storage, communication, control and decision making closer to the
network edge where data is being generated in order to solve the limitations in
current infrastructure to enable mission-critical, data-dense use cases” [6]. This
allows for the computing resources at the edge of the IIoT network to interface with
wider cloud services with reduced latency as fog computing maintains the benefits
of a cloud computing scheme [6]. The reference architecture defines eight main
pillars – “security, scalability, openness, autonomy, RAS (reliability-availability and
serviceability), agility, hierarchy and programmability” [6] – as well as the relevant
stakeholders and their roles in the wider fog value chain. These include silicon
manufacturers, application developers, operating systems, etc. [6].

The security pillar describes the functions and mechanisms that could be
applied to secure a fog node, from the silicon utilised in the node design to the
software applications used on and with the node. Privacy, anonymity, integrity,
trust, attestation, verification and measurement are identified by the architecture
as key security attributes which should be guaranteed on a node to the best of
one’s ability [6]. As a basis for a secure design, a secure node must provide
an immutable root of trust, preferably hardware-based. The root of trust should
then be attestable by the software agents running within and throughout the fog
infrastructure. Edge nodes should provide the first point of access control and
encryption within the wider network in addition to providing contextual integrity,
isolation and control aggregation of privacy-sensitive data prior to their departure
from the network edge. Should there be any network components that cannot be
attestable, they should be prevented from participating within and with the fog nodes
and should be deemed to provide data that is not fully trustworthy [6].

Comparing the architectures developed for the Industrial Internet and fog
computing, one can see that they are complementary in their recommendations
made for node security. The IIC Reference and Security frameworks serve to
provide a guideline on what functions should be included and the objectives
that they should meet, while the OpenFog Reference Architecture provides a
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recommendation as to which mechanisms and technologies could be used to provide
those functions. Combining the two architectures gives a solid, standard base design,
as the uncertainty associated with the required functions for node security and the
tools that are to be used in order to meet the objectives set for the functions have
been removed.

In addition to the newer standards and guidelines, existing standards may also
be applied to the design of IIoT networks. The Federal Information Processing
Standard (FIPS) 140-2 Security Requirements for Cryptographic Modules standard
and the Common Criteria (CC) Protection Profiles (PP) [7] define the various levels
of security which can be established across a module implementing cryptographic
processes and can subsequently be used for designing secure IIoT endpoints.
Industry-specific standards, such as the National Institute of Standards and Technol-
ogy (NIST)’s Guidelines for Smart Grid Cybersecurity, will also provide guidelines
for allowable tolerances in latency, jitter and availability that can serve to influence
the design of the IIoT communications network.

3 Requirements and Trade-Offs for Industrial IoT Security

With the establishment of any security services in a network comes trade-offs that
occur as a result of allocating additional resources towards protecting devices from
malicious activities. In the context of IIoT devices, these trade-offs need to be
given due consideration given the limitation on available resources. Adding security
capability has the potential to deplete the endpoint resources or introduce delays
such that the device becomes unsuitable for the real-time, mission-critical contexts
in which it is required to operate. To be able to secure the IIoT, it is important to
identify where compromise will be seen and to choose security solutions where a
trade-off should not negatively impact the network’s usefulness to the application
for which it is intended. By considering the trade-offs given in line with the
industrial standards of safety and security, secure IIoT deployments can be designed
in compliance with the different industry regulations.

Another important consideration for IIoT security is the timing of when security
mechanisms are to be included into the design of devices. By the nature of some
security solutions, their inclusion would need to be considered in earlier design
stages to ensure the most effective protection. Considering Fig. 1, one can see that
security mechanisms that would affect the physical configuration of the device
would need to be considered earlier in the device design stages, while those that are
achievable through firmware could be considered in later design stages. The design
timeline together with the associated trade-offs of the security solution would allow
designers to be able to choose future upgradeable solutions early, thus preventing
the need for intensive and expensive physical redesigns.

In the following sections, the requirements and trade-offs for the IIoT security
mechanisms introduced in Fig. 1 are discussed in further detail. A brief summary of
the main points are presented in Table 1.
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Fig. 1 Inclusion stages for the incorporation of security into IIoT device design

3.1 Physical Security

Devices in the IIoT are vulnerable to four main types of attacks – invasive,
non-invasive, fault injection and software attacks – which arise as a result of
compromised physical security [8]. Invasive attacks require the physical capture
of the endpoint and often involve physical intrusion at device level, where physical
intrusion occurs to the product enclosure, or at chip level, where intrusion occurs
to the chip packaging [8, 9]. Non-invasive attacks do not include physical intrusion
or damage to the endpoint device but are the result of observing the behaviour of
the endpoint as security operations are carried out [8]. Side-channel attacks such
as timing analysis attacks, electromagnetic analysis and power analysis attacks
are examples of common endpoint non-invasive attacks [8]. Fault injection attacks
occur when the attacker alters the environment or operating conditions of the
IIoT endpoint in order to initiate a malfunction that compromises device security
[8]. Over- or under-voltage attacks, over- or under-temperature attacks and timing
attacks are common examples of fault injection attacks [8]. Software attacks are
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Table 1 Summary of security solutions and trade-offs for the IIoT

Physical security

Existing solution Trade-off

Enclosure monitoring sensors Increase in enclosure size to accommodate tamper sensors

Electromagnetic leakage shields Increase in IIoT mote size to accommodate shields

Physical unclonable functions Increased delay, decrease in available ROM and RAM

Anti-tamper mesh Inclusion needed at design phase

Careful pattern design needed

Expensive/difficult to include on legacy devices

Secure and trusted execution

Hardware security modules Increased device power requirements

Not upgradable in future

Increased PCB size to accommodate new IC

Added delay to transmit encrypted data

Isolation

TEEs and ARM TrustZone Requires use of ARM MCU

Not independently tested for security compliance because
of NDA

Attestation

Commercial solutions Remain focused on single-prover attestation

Still subject to a wide variety of shortcomings and lack of
consensus on methodology

Academic solutions Would still need to be verified and tested against industrial
standards

Cryptography

Software implementations Large increase in memory occupation owing to large code
sizes

Long computation delays introduced into network

Increased power consumption by endpoints

Need to use standard cryptographic algorithms and
constantly check for algorithm deprecations

Hardware crypto accelerators Difficult to upgrade if algorithm is deprecated

typically launched through the communication interfaces of the device such as
debug interfaces, programming interfaces and communication interfaces [8].

The vastness of IIoT network deployments means that it is highly infeasible
to completely prevent node capture [9]. Therefore, as the first building block
towards securing the entire IIoT network, tamper protection mechanisms need
to be employed to improve the physical security of isolated network devices.
Complete physical security solutions require the inclusion of tamper detection,
tamper response, tamper resistance, if possible, and tamper evidence logging [8].
Standardisation, licensing or certification specifications are mechanisms which
can be used as a guideline in the design of a security solution and to test
for compliance for physical security. The FIPS 140-2 standard [7] defines four
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requirement levels for physical security, while IBM defines six levels of physical
security protection [10].

While it is vital that physical security measures be designed and included from
the design stages of a secure IIoT endpoint (also known as a secure mote), they
come at a variety costs which also need to be factored into the design of the
mote. External tamper sensing protections such as enclosure monitoring sensors
and electromagnetic leakage shields will need to be provided with sufficient space
and ventilation, leading to possible increases in enclosure sizes. Should the size
increase not be constrained, situations will arise in which the enclosure size becomes
a limitation in the application areas in which the mote is used. Other considerations
for using external tamper sensing protection includes:

• identifying appropriate power sources for the sensing circuitry,
• establishing the impact the additional drain tamper detection circuits may have

on the lifetime of the mote’s power source,
• ensuring that the installed tamper protections allow for maintenance and

upgrade work,
• developing maintenance and upgrade policies such that exploitable weak points

(back doors) are not introduced by the maintenance process.

Physical security measures for the mote processor, such as anti-tamper mesh
and physical unclonable functions, require careful design in order to properly
disguise the signal and wiring patterns that are of interest to malicious attackers
while not impacting the performance of the processor. These measures need to be
implemented during the design phase of the mote, making their inclusion on legacy
devices expensive or very difficult to achieve.

3.2 Secure and Trusted Execution

In Industrial Internet applications, it is essential to define the levels of trust
allocated to network components, communications and maintenance installations.
This trust can be identified as being either static or dynamic. Static trust is based
on “evaluations against a specific set of security requirements” such as international
standards for security [11]. Dynamic trust is highly dependent on the continued
running state of the system under consideration and is measured throughout the
system life cycle. Fundamentally, dynamic trust is determined through the existence
of a secure and reliable means within the system capable of providing evidence
that the trust state is unchanged and that the system remains in an expected, secure
state [11]. The IIC framework recommends implementing a root of trust (RoT)
from which mechanisms for identification and integrity checking can be derived,
thereby establishing dynamic trust. The root of trust is to provide initial confidence
in the system operations by validating that the entities requesting network access
are both authorised to access network resources and cannot access resources for
which they do not have access permission [4]. The root of trust also aids with
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establishing network integrity by providing a baseline for identifying and preventing
unauthorised access attempts [4].

After having established trust in the network operation, establishing trust in
network users is the next challenge to be handled. The use of credentials to verify the
identity of the various devices communicating within the network could establish
varying levels of trust and, consequently, varying levels of access privileges [4].
Choosing an appropriate credential scheme to be applied to endpoints however is
highly dependent on the credential’s uniqueness and strength, and the context in
which the endpoint will be operating [4]. Care needs to be taken to ensure that
credentials offer sufficient uniqueness and strength – to prevent the falsification of
a device’s identity – while also allowing for new devices to be easily and securely
added to the growing network space [4]. ISO/IEC 24760-1 [12] provides detailed
guidelines in determining the three levels of trust – identity, unique identity and
secure identity – for endpoint identities, and the Industry 4.0 documentation [13]
provides additional information on the requirements of a secure identity technology
that is to be used in industrial contexts.

Hardware security modules (HSMs) may be used to implement a root of trust
however they bring with a variety of trade-offs in terms of the power consumption
and upgradability of IIoT devices. The use of hardware security chips as a security
device could serve to shorten the security lifetime of the secure mote. As encryption
and security standards are continually updated, one may find that the standard
version implemented on the HSM employed to provide a RoT may be superseded
within by the newer version sooner than expected, decreasing the level of trust
that the secure mote provides. Given that these chips are hard soldered into the
design, they would be difficult to replace. With large IIoT network deployments,
such an operation would be highly expensive and infeasible. The use of a separate
hardware module could also lead to an increase in the power consumption for IIoT
devices both while active and while asleep. Appropriate testing would need to be
conducted in order to determine the added power drain and the new effective lifetime
of the IIoT device power source. The addition of a separate chip also serves to
increase the printed circuit board size and could introduce delay in the MCU start-
up and processing times, as communication would need to be routed through to the
security module and back. Again, tests would need to be conducted to determine the
added delay time and adjust the network operations to accommodate it within the
application area requirements.

3.3 Isolation

Isolation techniques can be used to shelter parts of the IIoT network or device in
order to prevent the cascade of undesirable effects caused by a failure in other areas
[4]. As a result, a minimum operational baseline can be guaranteed even during
the event of a malicious attack. Physical isolation techniques may also be used to
provide security services separately from normal operations by employing the use of
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a dedicated chip, device or execution environment. One such example is the use of a
dedicated gateway to provide security services for older, legacy devices. Often, the
firmware cannot be upgraded on these devices to accommodate the updated security
policies owing to insufficient resources or a lack of legacy support in the new
security firmware [4]. Traffic flowing to and from these devices would be filtered
through the gateway, where security operations would be subsequently handled.
This allows for the provision of adequate coverage in vulnerable areas of the attack
space while trying to minimise the impact on network operations.

Generally, isolation can be achieved through the operating system to isolate
business and operational processes from security processes (process isolation);
through boundaries determined by hardware, software or a hybrid implementation
(container isolation); or through a hypervisor configured to isolate each running
instance on an IIoT device (virtual isolation) [4]. Already, isolation practices can
be seen in some existing security solutions. HSMs provide physical isolation of
security processes by implementing security functions on a separate, physical
device. Security modes, such as those implemented by a trusted execution environ-
ment (TEE), provide a form of virtual isolation through the separation of security
processes and resources by making them unavailable to normal operations operating
outside of the secure world. Current hypervisor and container-based technologies
remain heavily focused on securing traditional ICT technologies and operating
systems; however solutions for the IIoT are slowly emerging, with implementations
focusing on the development of container technologies for IoT cloud services or
Linux-based embedded operating systems designed to support gateway functions.

Therefore, the main problem facing the use of isolation techniques with the
IIoT is the lack of appropriate solutions given that hypervisor use is still primarily
seen within tradition ICT systems. Although forms of isolation are provided
within the ARM TrustZone TEE, the use of TrustZone is currently limited to
ARM MCU solutions whose architecture is TrustZone capable. Another trade-
off with the use of TrustZone, and vendor-specific isolation solutions, is that the
lack of independent compliance testing by unaffiliated developers as a result of
non-disclosure agreements. One is limited to trusting a manufacturer’s claims of
compliance to security standards.

3.4 Attestation

Assuring the integrity of IIoT data is often achieved by using a digital signature. The
signing key is protected in secure storage using a RoT, and signing operations would
be conducted in a trusted execution environment such as within a trusted platform
module (TPM) [4]. In using a digital signature, an IIoT device would be able to
validate the integrity of firmware updates prior to installation while configuration
and log files could be signed to ensure their integrity for further network uses [4].
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Attestation is another technique that is utilised towards the assurance of integrity.
The basis of attestation is that “the entity that is to be tested, called the prover,
sends a status report of its current configuration to another party, called the
verifier, to demonstrate that it is in a known and thus trustworthy state” [14, 15].
To provide attestation, a trusted third party needs to be provided along with a
mechanism to provide provable information fields that can be bound together with
a digital signature, called an attest [16]. A variety of attestation methods have
been previously used to provide trust and integrity within IIoT networks, each with
varying degrees of success and shortcomings.

Remote attestation schemes assume that the prover is provided with a trusted
mechanism, such as a TPM, with integrity measurements being taken and securely
stored during the secure boot process [15]. When conducting the attestation,
the verifier sends a request for the device configuration measurements, and the
prover retrieves and signs the measurements, through the use of a digital signature
algorithm or a digital certificate from a trusted third party, before sending them
to the verifier [15]. The verifier then verifies the signature and compares the
measurements against expected measurements for that device configuration [15].
Various shortcomings have been seen with the remote attestation scheme when
applied to an IoT configuration. Firstly, as it is best suited for single-prover settings,
it is infeasible for the verifier to know every possible device configuration in
the network, especially given large-scale IIoT deployments [15, 17]. Secondly,
with IIoT devices being left largely unattended and in remote deployments, the
assumption about no physical attacks occurring on the devices can no longer be
considered valid [16].

Software-based attestation was typically targeted for the resource-constrained
devices at the edge of a wireless sensor network (WSN). Differing from the RoT-
based remote attestation, software attestation uses challenge-response techniques
which allow for the verifier to check the integrity of the prover’s memory contents
against modification, relying on checking the computation time of the prover in
responding to the attestation challenge as an indicator of whether the device has been
compromised [14]. Traditionally, the technique is heavily reliant on the assumption
that an attacker is not actively attacking the network during the attestation period
[14]. Again, previous implementations of software-based attestation focused on
single-prover scenarios, making existing commercial attestation solutions unsuit-
able for use in WSN/IoT applications.

As with isolation, the use of attestation in the IIoT lacks appropriate solutions
that can be implemented as part of a security policy design. Commercially available
solutions for attestation remain primarily focused on single-prover methods, which
are inappropriate for the peer-to-peer nature of IIoT network deployments. Aca-
demic solutions for attestation attempt at designing multi-prover methods. However,
these are still subject to shortcomings that are to be handled as future work and
lack of consensus on methodology. In addition, academic solutions would need to
be taken into a lengthy, commercial development cycle in which verification and
testing against industry standards would still be required.
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3.5 Cryptography

Under the guidelines given in [4], IIoT devices should use standard cryptographic
algorithms with regularly maintained and updated libraries [4]. The framework
recommends the use of hardware random number generators (RNG) to ensure the
randomness and uniqueness of cryptographic keys and a key revocation scheme
should the invalidation of a key be required prior to its expiration [4].

Performing cryptographic operations on IoT endpoint devices has been a con-
tinuous challenge owing to their resource-constrained nature and the intensive
mathematical processing required of encryption and decryption operations (espe-
cially in asymmetric solutions). In such cases, hardware accelerators are often
employed to enable cryptographic operations. More recently, IIoT devices are being
fitted with 32-bit central processing units (CPU), which provide more processing
capability, but the random access memory (RAM) and read-only memory (ROM)
available on these devices are still far less than what can be found on a traditional
personal computer (PC). Existing studies provide a good indication of the capability
of older-generation sensor nodes to handle cryptographic algorithms; however, of
the algorithms often tested, many may not be the most appropriate to use towards
safeguarding an IIoT endpoint given their age, and subsequent deprecation as a
standard, or lack of standardisation or openness. More recent studies showcase
the ability of new-generation IIoT processors in running unmodified, standard
cryptographic algorithms, but it can be seen that the available processing capabilities
are not yet sufficient to adequately handle public key cryptography techniques [18].

A number of trade-offs arise from the use of cryptographic solutions. Updates by
standard bodies would need to be monitored to ensure that cryptographic algorithms
are still appropriate to use for industrial and commercial applications and are
still considered secure. As with the HSM, a hardware crypto accelerator would
be difficult to upgrade in the event of the provided algorithm’s deprecation as a
standard. Additionally, care would need to be taken to protect the communication
paths between the MCU and the crypto accelerator to ensure that no security
information is leaked.

With the use of software cryptographic algorithm implementations, previous
studies have shown large increases in memory occupation, computation delays
and increased power consumption which were observed when implemented on
older-generation devices [19–22]. Although these observed performances may
improve with the use of new-generation IoT processors, software implementations
of cryptography are unsuitable for use on legacy devices. This would then either
require a replacement of all legacy devices with newer, more future-proof solutions,
deployment of security gateways in areas where legacy devices are in use, or result
in a network with a mixture of secure and insecure devices, which fails to adequately
address the security requirements of the network. The use of a security gateway
may be able to provide cryptographic ability for communications originating from
legacy but would result in an increase in the overall network size and would require
a large deployment effort with an associated cost. Additionally, care would need to
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be taken to adjust the network with appropriate routing protocols in order to prevent
communication delays, as a result of message queuing, or instances of message
dropping should multiple devices try communicating with the gateway at once.

4 Conclusion

Throughout the course of this chapter, it has been shown that security for the IIoT
needs to be implemented from the design stages of application technologies in order
to maximise the attack space covered and the effective lifetime of the security
protection. The frameworks proposed by the IIC and OpenFog foundation have
aided in identifying the standard security features needed to properly secure IIoT,
supported by established industry standards. By conducting a detailed analysis of the
identified security features, appropriate security technologies were found to provide
security for the IIoT, including pre-designed secure MCUs. In addition, the need
for open, standard security solutions was highlighted as a mechanism to ensure and
enforce vendor compliance to industrial security regulations.

It was also seen that the inclusion of security mechanisms into an IIoT network
would come with added trade-offs – some of which included increased device size,
increased power consumption, additional memory requirements and increases in
monetary cost. Also identified were gaps in IIoT security implementations for areas
such as data loss prevention, device monitoring, attestation and isolation, illustrating
that a complete security solution is yet to be readily available for the IIoT. As
a result, a collaborative, in-depth research effort is needed across the academic,
industrial, private and public sectors to be able to support multi-layer solution-
development.

Acknowledgments This research has been supported by the Council for Scientific and Industrial
Research (CSIR), South Africa, funding under project number 05400 054AT KC9EICF.

References

1. Industrial Internet Consortium (2015) Industrial Internet Reference Architecture, p 100,
version 1.7. [Online]. Available: http://www.iiconsortium.org/IIRA-1-7-ajs.pdf

2. Sadeghi AR, Wachsmann C, Waidner M (2015) Security and Privacy Challenges in Industrial
Internet of Things, San Francisco, June 2015, pp. 1–6, ID: doc:58de387be4b0cc37dc282eef.
[Online]. Available: http://ieeexplore.ieee.org/document/7167238/

3. Gollmann D, Krotofil M (2016) Cyber physical system security, 1st edn, ser. The new
codebreakers. Springer, Berlin/Heidelberg, pp 195–204, presentation. [Online]. Available:
https://link.springer.com/chapter/10.1007/978-3-662-49301-4_14

4. Industrial Internet Consortium (2016) Industrial Internet Security Framework Volume G4,
p 173, volume G4. [Online]. Available: http://www.iiconsortium.org/pdf/IIC_PUB_G4_V1.
00_PB-3.pdf

http://www.iiconsortium.org/IIRA-1-7-ajs.pdf
http://ieeexplore.ieee.org/document/7167238/
https://springerlink.bibliotecabuap.elogim.com/chapter/10.1007/978-3-662-49301-4_14
http://www.iiconsortium.org/pdf/IIC_PUB_G4_V1.00_PB-3.pdf
http://www.iiconsortium.org/pdf/IIC_PUB_G4_V1.00_PB-3.pdf


Security Challenges for Industrial IoT 205

5. Hanna S, Kumar S, Weber D (2018) IIC endpoint security best practices, Mar 2018. [Online].
Available: https://www.iiconsortium.org/pdf/Endpoint_Security_Best_Practices_Final_Mar_
2018.pdf

6. OpenFog Consortium (2017) OpenFog reference architecture for fog computing, Feb 2017,
reference architecture. [Online]. Available: https://www.openfogconsortium.org/wp-content/
uploads/OpenFog_Reference_Architecture_2_09_17-FINAL.pdf

7. National Institute of Standards and Technology (2001) Security requirements for cryptographic
modules, Federal information processing standards (FIPS), Technical report, FIPS 140-2.
[Online]. Available: http://nvlpubs.nist.gov/nistpubs/FIPS/NIST.FIPS.140-2.pdf

8. Nisarga B, Peeters E (2016) System-level tamper protection using MSP MCUs, Aug 2016,
application report SLAA715. [Online]. Available: http://www.ti.com/lit/an/slaa715/slaa715.
pdf

9. Yussoff YM, Hashim H, Rosli R, Baba MD (2012) A review of physical attacks and trusted
platforms in wireless sensor networks. Proc Eng 41:580–587, Jan 2012. [Online]. Available:
http://www.sciencedirect.com/science/article/pii/S187770581202615X

10. Skorobogatov S (2012) Physical attacks and tamper resistance, 1st edn. Ser. Introduction to
hardware security and trust. Springer, New York, pp 143–173. [Online]. Available: https://link.
springer.com/chapter/10.1007/978-1-4419-8080-9_7

11. Sabt M, Achemlal M, Bouabdallah A (2015) Trusted execution environment: what it is, and
what it is not. In: 2015 IEEE Trustcom/BigDataSE/ISPA, vol 1, Helsinki, Aug 2015, pp 57–64.
[Online]. Available: http://ieeexplore.ieee.org/document/7345265/

12. International Organisation for Standardisation (2011) SANS ISO/IEC 24760-1:2011: informa-
tion technology. Security techniques. A framework for identity management. Terminology and
concepts, SABS standards division, Technical report, Dec 2011, ISO/IEC standard. [Online].
Available: https://www.iso.org/obp/ui/#iso:std:iso-iec:24760:-1:ed-1:v1:en

13. Plattform Industrie 4.0 (2016) Technical overview: secure identities, working paper.
[Online]. Available: https://www.plattform-i40.de/I40/Redaktion/EN/Downloads/Publikation/
secure-identities.pdf?__blob=publicationFile&v=7

14. Asokan N, Brasser F, Ibrahim A, Sadeghi A-R, Schunter M, Tsudik G, Wachsmann C
(2015) SEDA: scalable embedded device attestation. In: Proceedings of the 22nd ACM
SIGSAC Conference on Computer and Communications Security, ser. CCS’15. Association for
Computing Machinery, New York, pp 964–975. [Online]. Available: https://doi.org/10.1145/
2810103.2813670

15. Valente J, Barreto C, Cardenas AA (2014) Cyber-physical systems attestation. In: 2014 IEEE
International Conference on Distributed Computing in Sensor Systems, Marina Del Rey, May
2014, pp 354–357. [Online]. Available: http://ieeexplore.ieee.org/document/6846189/

16. Fongen A, Mancini F (2015) Integrity attestation in military IoT. In: 2015 IEEE 2nd World
Forum on Internet of Things (WF-IoT), Milan, Dec 2015, pp 484–489. [Online]. Available:
http://ieeexplore.ieee.org/document/7389102/

17. Ibrahim A, Sadeghi A-R, Tsudik G, Zeitouni S (2016) DARPA: device attestation resilient to
physical attacks. In: Proceedings of the 9th ACM Conference on Security & Privacy in Wireless
and Mobile Networks. ACM, Darmstadt, July 2016, pp 171–182. [Online]. Available: http://
doi.acm.org/10.1145/2939918.2939938

18. Ledwaba LPI, Hancke GP, Venter HS, Isaac SJ (2018) Performance costs of software
cryptography in securing new-generation internet of energy endpoint devices. IEEE Access
6:9303–9323

19. Antonopoulos CP, Petropoulos C, Antonopoulos K, Triantafyllou V, Voros NS (2012) The
effect of symmetric block ciphers on WSN performance and behaviour. In: IEEE 8th Inter-
national Conference on Wireless and Mobile Computing, Networking and Communications
(WiMob), Barcelona, Oct 2012, pp 799–806. [Online]. Available: http://ieeexplore.ieee.org/
document/6379167/

https://www.iiconsortium.org/pdf/Endpoint_Security_Best_Practices_Final_Mar_2018.pdf
https://www.iiconsortium.org/pdf/Endpoint_Security_Best_Practices_Final_Mar_2018.pdf
https://www.openfogconsortium.org/wp-content/uploads/OpenFog_Reference_Architecture_2_09_17-FINAL.pdf
https://www.openfogconsortium.org/wp-content/uploads/OpenFog_Reference_Architecture_2_09_17-FINAL.pdf
http://nvlpubs.nist.gov/nistpubs/FIPS/NIST.FIPS.140-2.pdf
http://www.ti.com/lit/an/slaa715/slaa715.pdf
http://www.ti.com/lit/an/slaa715/slaa715.pdf
http://www.sciencedirect.com/science/article/pii/S187770581202615X
https://springerlink.bibliotecabuap.elogim.com/chapter/10.1007/978-1-4419-8080-9_7
https://springerlink.bibliotecabuap.elogim.com/chapter/10.1007/978-1-4419-8080-9_7
http://ieeexplore.ieee.org/document/7345265/
https://www.iso.org/obp/ui/#iso:std:iso-iec:24760:-1:ed-1:v1:en
https://www.plattform-i40.de/I40/Redaktion/EN/Downloads/Publikation/secure-identities.pdf?__blob=publicationFile&v=7
https://www.plattform-i40.de/I40/Redaktion/EN/Downloads/Publikation/secure-identities.pdf?__blob=publicationFile&v=7
https://doi.org/10.1145/2810103.2813670
https://doi.org/10.1145/2810103.2813670
http://ieeexplore.ieee.org/document/6846189/
http://ieeexplore.ieee.org/document/7389102/
http://doi.acm.org/10.1145/2939918.2939938
http://doi.acm.org/10.1145/2939918.2939938
http://ieeexplore.ieee.org/document/6379167/
http://ieeexplore.ieee.org/document/6379167/


206 L. P. I. Ledwaba and G. P. Hancke

20. Chang CC, Muftic S, Nagel DJ (2007) Measurement of energy costs of security in wireless
sensor nodes. In: 16th International Conference on Computer Communications and Networks,
Honolulu, Aug 2007, pp 95–102. [Online]. Available: http://ieeexplore.ieee.org/document/
4317803/

21. Guimaraes G, Souto E, Sadok D, Kelner J (2005) Evaluation of security mechanisms in wire-
less sensor networks. In: 2005 Systems Communications (ICW’05, ICHSN’05, ICMCS’05,
SENET’05), Montreal, Aug 2005, pp 428–433. [Online]. Available: http://ieeexplore.ieee.org/
document/1515560/

22. Trad A, Bahattab AA, Othman SB (2014) Performance trade-offs of encryption algorithms for
wireless sensor networks. In: 2014 World Congress on Computer Applications and Information
Systems (WCCAIS), Hammamet, Jan 2014, pp 1–6. [Online]. Available: http://ieeexplore.ieee.
org/document/6916625/

http://ieeexplore.ieee.org/document/4317803/
http://ieeexplore.ieee.org/document/4317803/
http://ieeexplore.ieee.org/document/1515560/
http://ieeexplore.ieee.org/document/1515560/
http://ieeexplore.ieee.org/document/6916625/
http://ieeexplore.ieee.org/document/6916625/


Machine Learning/AI as IoT Enablers

Yue Wang, Maziar Nekovee, Emil J. Khatib, and Raquel Barco

1 Introduction

Recent years have evidenced a rapid growth in the application of advanced Artificial
Intelligence (AI) technologies in numerous fields, such as industry, healthcare,
transportation, and domestic appliances. AI is a form of computing that allows
a machine to perform cognitive functions, such as adapting their behaviour and
modifying their decisions according to changing environment and conditions.
Machine learning (ML) is an application of AI that provides a system the ability to
automatically learn and adapt to the environment through experience. In particular,
machines and tools that support AI are designed to react and learn from data
collected from the environment, and the knowledge and insights created from them,
through data analytics. Data analytics discovers new knowledge and creates new
value through the exchange, selection, integration, and analysis of massive data.
It provides a technology that reveals the knowledge and correlation in systems
that may not be discovered or fully described with conventional mathematical
models. The properties and problems of data analytics vary when the volume,
generation velocity, and variability of the collected data grow above a certain
threshold, entering into the Big Data analytics realm. To support these conditions,
novel technologies have entered the market, such as cloud computing and NoSQL
databases. Big Data analytics, combined with the underlying AI technologies, have
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found their applications in all aspects of business, society, and life, which are
reshaping our future technology landscape.

Industry 4.0 is one of the main consequences of this data-centric revolution.
Information on the processes, consumer demands, supply chain, etc. become a
necessity to achieve the flexibility and agility required in Industry 4.0. To obtain
this information, data must be intensively collected by different kinds of IoT sensors
(product tracking, environmental monitoring, etc.) and processes (online shopping
trends, machine status information, network traffic information, etc.). The collected
information is then stored and processed using the aforementioned Big Data storage
and analytics technologies, etc. Wireless connectivity plays an even more important
role in industrial environments, due to the ease of deployment, low maintenance
costs, and the high flexibility they offer.

Future wireless networks are data-intensive and service-driven. The adoption of
wireless technologies has enabled a new paradigm in connectivity and computation,
where machines have access to the Internet to autonomously send data and receive
instructions. These machine-to-machine (M2M) communications, which have vary-
ing characteristics and requirements, have enabled a rich set of novel applications,
and, combined with mobile computing devices, shaped the Internet-of-Things (IoT).
In IoT, novel applications have appeared, such as smart wearables, smart mobility,
smart utility management, eHealth, virtual/augmented reality, ultra-high definition
(UHD) video, driverless cars, etc. It has been predicted that around 25 billion IoT
devices will be connected by 2025 [1]. Specifically, cellular technologies are seeing
a great adoption by the IoT market, thanks to the ubiquitous connectivity they offer,
plus their ease of use and maintenance from the point of view of the clients. 5G
technologies, with their capability of providing high data rate, low latency, and
guaranteed services through network slicing, are designed to cater for the needs of
different IoT applications. The connection of the massive numbers of devices will
generate a huge amount of data, gathered by individual devices, and shared over the
IoT network in near real time.

An important point to take into account in industrial IoT networks are the
particularities of the scenarios where connectivity occurs. Industrial environments
such as factories or distribution centres are especially harsh for radio propagation,
due to the presence of large metallic structures that cause shadowing and a
large number of transmitters that produce interference. Therefore, a key point in
deploying intelligent connectivity in industry, and a major differential factor with
respect to the general use cases, is to use the appropriate Radio Access Network
technologies and be especially careful with their dimensioning.

The accumulation and sharing of massive amounts of data and knowledge
will in turn facilitate AI and ML, enabling the so-called intelligent connectiv-
ity – a vision of future network empowered by the combination of emerging
technologies, including 5G, AI, ML, Big Data, and IoT [2]. Underpinned by
ubiquitous hyperconnectivity, as well as real-time decision making with collective
intelligence, intelligent connectivity is foreseen to transform industries such as
energy, transportation, and manufacturing, as well as every aspect of our daily lives.
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To fully unleash the potential of intelligent connectivity, there are some chal-
lenging topics that must be addressed, for instance, data and intelligence sharing,
scalability of the existing solutions, security, and the underlying transformation
in infrastructure. In particular, data analytics and AI face some unique challenges
when applied to IoT networks. Firstly, a great variety of device types exist, and
data collected from different devices may follow different format with different
data types. It is a huge task to harmonize the collected raw data into a universal
language where insights and knowledge can be shared. Secondly, the constantly
changing network conditions and surrounding environment needs to be detected
and the connectivity methods adapted by the AI algorithms, ideally in real time.
This implies a fast exchange of information and knowledge, as well as a need
for selecting what data to pass on and what data to retain locally in the device.
In addition, there is a problem of model applicability. The majority of the current
AI models deployed in IoT networks are based on exhaustive experimenting over
available data, so these models are highly adapted to the existing datasets. There
is a significant problem of reusing and scaling the existing AI models extracted in
one scenario to a different scenario, or a different part of the network for the same
application. For example, an AI model extracted from a specific industrial process
in a small factory cannot be easily scaled to larger factories.

This chapter provides an overview of the current and future applications enabled
by the merging of AI, 5G, and IoT, and their future looking technologies.

2 The Role of AI and Big Data

AI and Big Data, as the key enablers of intelligent connectivity, have been evolving
hand in hand with emerging IoT technologies, where the most significant sources of
data are generated. Considerable interest from the industry and research efforts have
been attracted to this field. In the developments both from academia and industry,
data mining and ML are used to extract the insights and knowledge from the data
collected by IoT networks.

AI is a set of techniques and algorithms that are meant to perform actions that
usually would require human intervention. AI algorithms are ultimately functions
that, given a certain input, return a corresponding output through a non-linear
relation. The inputs are usually a set of complex observations, which may require a
pre-processing with operations such as quantification or normalization. The outputs
are dependent on the application where the algorithm is used and the nature of
the algorithm. The type of output defines a taxonomy where AI algorithms can be
grouped as classifiers, regressors, etc. The non-linear relation between the input
and the output is shaped by a set of parameters that are commonly complex and
hard to adjust. Some examples of AI algorithms are Recurrent Neural Networks,
Fuzzy Logic Controllers, and Bayesian Networks. Figure 1 summarizes how AI
methods are used in intelligent connectivity, and their relation with ML and Big
Data Analytics. In intelligent connectivity, AI algorithms take as inputs the data
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Fig. 1 General scheme for intelligent connectivity

collected by the IoT devices in the network, along with data from other sources
such as the network infrastructure or external online services; and produce outputs
that can be used to interact with the IoT applications and services, or to improve the
connectivity by modifying network configuration.

AI algorithms have a large number of configuration parameters that must be fine-
tuned to a specific scenario to work correctly. Although there are AI systems where
these parameters are adjusted manually, ML is more often used to do this. In these
kinds of setup, ML algorithms take as input large historic datasets similar to those
that the AI algorithm will process once deployed and return as output optimal sets
of configuration parameters.

• Supervised learning: The ML algorithm has access to sets of input variables
of the AI and the expected output (labeled data). In this case, the ML needs
to configure the AI so that it imitates the process that generated the training
samples in the first place. Although supervised learning usually produces AI
systems that need less post-processing and that have higher accuracy, one major
issue is the availability of training data. Some common examples of supervised
learning algorithms are Deep Learning and Support Vector Machines.

• Unsupervised learning: The ML algorithm only has access to sets of input
data (unlabeled data). In this case, the ML will search for patterns and train
the AI to find them. These systems will usually produce less accurate AIs, but
accessibility of unlabeled data is much easier. Some examples of unsupervised
learning are clustering and anomaly detection.

• Reinforcement learning: In the third kind, which is sometimes classified as a
kind of supervised learning, the ML algorithm has access to the input data of
the AI and, although it cannot access the expected output, there is a certain
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feedback that indicates whether the output produced by a trained AI is correct
or not. In this case, the ML will train the AI algorithm in a case-by-case fashion.
Q-learning is an example of reinforcement learning.

AI and ML algorithms are based on the processing of large amounts of data. Both
the storage and the processing of these data consumes a lot of resources. In fact,
above a certain threshold, traditional computing techniques are insufficient for the
successful execution of some AI/ML systems. This is where Big Data technologies
come into play. Three features determine whether a problem can be considered part
of this Big Data domain [3]:

• High volume: A very large amount of sources produce data. This is true for IoT
networks, where a very high number of devices produces large amounts of data.

• High variability: The data from different data sources come in different formats
that requires harmonization. In an IoT network, devices of different models,
manufacturers, and purposes operate, producing data in many different formats
(numerical records, audio/video files, etc.).

• High velocity: Data is generated quickly, that is, faster than it can be processed
by traditional methods. In applications where speed is important (such as self-
driving cars), processing the data fast is critical; and this is difficult when the
maximum allowed delay is close to the minimal processing time.

In the case of intelligent connectivity, the collected and processed data has
all the three features. Big Data techniques help to overcome these challenges by
offering special storage and processing methods. NoSQL databases improve the
storage and retrieval of data with high variability (i.e. data that may have different
formats at different moments). Cloud computing is a set of Big Data technologies for
improving the speed of processing. In cloud computing, tasks are divided into many
parallel processes, reducing the overall computing time. Schemes such as Map-
Reduce [4] and the Lambda architecture [5] are examples of Big Data processing
techniques.

3 Use Cases of AI-Enabled Intelligent Connectivity

So far, the mainstream applications of AI in technologies include computer vision,
natural language processing, voice recognition, and prediction. These technologies
can be widely used by end consumers and businesses. Table 1 below gives an
overview of the applications of AI in different technologies and their application
scenarios for consumers and enterprise customers. In Fig. 2, we provide an overview
of some of the use cases on AI-enabled intelligent connectivity. Next, we describe a
few use cases of AI-enabled intelligent connectivity.
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Table 1 AI algorithms and their applications

Technology Overview Application Scenarios

Computer vision Computer replaces
human vision to
recognize, follow and
measure the objects

Smart home
AR, VR
Shopping via image searching
Intelligent home security
3D analytics

Natural language processing Interpret meanings of
texts and extract
abstracts from articles

Search engine
Recommendations and advertisement
Machine translate

Voice recognition Translate human
instructions to texts
and commands to
machines

Smart TV
Call centre
Voice assistant
Smart home assistant

Enterprise applications AI applications for
third-party, business
customers

Network management
Stock exchange
Production planning

Intelligent
Connec�vity

Transporta�on
Fleet

management
Connected cars

Finance

Agriculture

Supply chain
Transac�on and

order
management

Goods tracking

Health care
Assisted living

Remote pa�ent
monitoring

Public safety

Manufacturing
Predic�ve

maintenance

Fig. 2 Overview of intelligent connectivity use cases
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3.1 Smart Manufacturing

In the last years, market trends have driven to a demand of highly customized
manufacturing goods. To efficiently serve this new customized market, where
production volumes of a single product are low, but total sales keep increasing,
factories need to adopt agility as a basis for their operation. Agility is achieved
with a vast set of novel technologies collected under the umbrella of Industry 4.0
[6]. Wireless connectivity, Big Data, robotics, and sensors are the four pillars of
Industry 4.0. intelligent connectivity, as a combination of Wireless connectivity and
Big Data, plays a major role in many Industry 4.0 applications. In this section, two of
these applications will be described: predictive maintenance and hazard detection.

Predictive Maintenance As costs of production grow, the need for cutting
expenses is an ever-increasing need in industry. In industrial machinery, there
are two sources of expense: waste of unspoiled elements and machine breakdowns.
To be more specific, some industrial machinery require a periodic maintenance,
which can be done proactively or reactively. The first approach implies that some
wear items (such as metallic pieces that are subject to stress, or parts that perform
abrasive processes) may be changed before their lifespan is consumed, increasing
the expense in replacements. On the other hand, the reactive approach consists
of only replacing parts once they wear off and cause a malfunction. Although
this means that the expendable elements are fully used, they may cause machine
breakdowns that increase the cost with the need of repairs. Therefore, there is a need
to optimize the scheduling of predictive maintenance so that the wear elements are
fully used without causing breakdowns.

Sensors are one of the key technologies in Industry 4.0. In recent years their cost
has dropped, making vast deployments affordable from an economic standpoint.
Novel IoT technologies, such as cloud-based platforms for collecting and processing
sensor data, greatly simplify the process of sensorization at large scale. Information
from many kinds of sensors can be collected, and models of the monitored processes
can be extracted with ML processes. These models can then be used to perform
predictions.

This scheme of heavy monitoring, modelling, and prediction can be used for
predictive maintenance. Depending on the specifications of the machine, magni-
tudes such as vibrations, flow of fluids, electric current, conductivity, and thickness
of certain pieces can be measured. Supervised ML using the collected data from
reactive maintenance, can determine which variables contain information on an
immediate breakdown, leading to an interruption in the operation of the machine
next time maintenance is required. This achieves both objectives of fully utilizing
wear elements and preventing breakdowns.

Hazard Detection Factories, having large and powerful machines, are dangerous
places. Some dangers to personnel are fires, accidents with machinery, accidents
with vehicles, toxic fumes, falling objects, and incorrectly isolated electric lines.
According to Eurostat, over 3000 deaths per year are registered in the EU in the
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sector of agriculture, construction, and manufacturing. Strict regulations are in place
to minimize these fatalities, determining how machines and buildings must be built
in order to prevent hazards and facilitate danger mitigation measures. Active safety
systems, such as automatic fire extinction systems, also help reduce the risk and
incidence of accidents. A critical aspect of safety in factories is to detect hazards
early, before they cause accidents or irreversible situations. These hazards may be
varied in nature, determining the mechanisms that can be used for their detection.
Smoke detectors, radiation detectors, or temperature sensors are some common
examples.

Video analysis is a function that can be performed with intelligent connectivity.
Processes such as object recognition or movement detection can be performed in
the cloud with AI using video feeds from connected cameras. To train the analysis
AI algorithms, videos of known activities can be used to feed supervised learning
processes to train a model. Another option is to model normal behaviour and train
the AI to recognize when abnormal activity occurs. The output of video analysis can
then be fed to other systems to perform certain activities, such as raising alarms or
activating actuators through integrated IoT platforms.

Video analysis can be used to detect hazards such as smoke, fire, or even
sabotage in factories. Since surveillance cameras are usually deployed in factories,
video analysis can be deployed over their feeds to increase the coverage of hazard
detection, reducing the reaction time for active safety systems.

3.2 Connected Cars

As novel technologies arrive to the mobile communications market, an increasing
demand to integrate them into vehicles is growing [8]. Services such as video
streaming are starting to be part of on-board entertainment systems. But, beyond
entertainment for passengers, mobile communications can offer some very inter-
esting services to assist drivers: collision avoidance systems, navigation, predictive
maintenance, etc. Mobile communications will also play a major role in the future
of self-driving cars, where it is expected that autonomous cars will communicate
among each other to create self-organizing traffic patterns. Two examples where
intelligent connectivity has a central role are the transmission of traffic-related
warnings to drivers and remote driving.

Connected cars also has the potential to transform logistics, which is a key aspect
of supply chain management in industries.

Traffic-Related Warning Transmission Although fully autonomous self-driving
cars are quickly becoming a realistic possibility, there is yet a long way to go in
its social and legal aspects. In the first place, the psychological implications of
not having any control over a self-driving vehicle cause a general rejection over
the wider public. Also, issues like the coexistence between autonomous and non-
autonomous traffic, the ethical dilemmas on what decisions should AI systems take
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in case of emergency, the liabilities in case of accident, etc. are debates that are
still open to resolution. Therefore, the implantation of these technologies is taking
place in a gradual manner; starting with technologies that assist drivers and provide
information for better decision making. Information on traffic, road conditions, tolls,
accidents, or weather all help drivers to plan their routes or be especially cautious at
certain moments.

One of the main use cases of intelligent connectivity is the obtention of
information from sensors deployed over large geographic areas. The two basic
building blocks of this use case are the sensors themselves, and the wireless
technologies that provide connectivity. The reduction of the price in sensors and
the availability of low power systems in the last decades has made the deployment
of massive amounts of sensors economically feasible. But thanks to AI and ML,
other devices, such as cameras, smartphones or network access points, can be used
to extract additional information after some processing. Image recognition, location
analysis or network traffic modelling are just some of the processes that can be
used to obtain rich information from these devices. Regarding wireless networks,
wireless access network (WAN) technologies, such as 5G or 6LoWPAN, enable low
cost and low power connectivity both for sensors and for users of the information.

For traffic information, intelligent connectivity can be used to gather and
centralize all the useful information. This information may come from sources
such as road cameras, which can be used to measure the traffic and detect jams
through image recognition. Other incidents, such as oil stains over the asphalt, can
be recognized either by cameras or by sensors in the cars that upload this data
to the cloud. Collision detection systems, which are currently being installed in
modern vehicles and are being enforced by legislation, can report accidents. All this
information can then be curated and customized for each driver based on the analysis
of their trajectory, which can be obtained inspecting the geolocation information of
smartphones. As a result, drivers will have an updated and simple newsfeed on their
dashboards, that warns them of any important event they might encounter in the near
future.

Remote Driving Another intermediate steps towards full automation is remote
driving. In this stage, although there is still a human making the decisions, the driver
is in a remote location, so there is a delay in the feedback that, if not appropriately
dealt with, may cause accidents due to late decisions.

Mixed-Criticality Systems model devices where several different information
paths coexist. Some are more proprietary, therefore they are processed earlier,
having to wait less in queues, and receiving more resources (such as increased CPU
frequency) when needed. The wireless network can also establish different policies
for different kinds of traffic. Currently, 5G networks consider three main traffic
types: Enhanced Mobile Broadband (eMBB), Massive Machine Type Communica-
tions (mMTC), and Ultra-Reliable Low Latency Communications (URLLC). This
differentiation allows to adapt the resources available in the Radio Access Network
carrier and the Core Network connections to better serve the needs of each type of
message.
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In remote driving, video feeds are a very important data source, allowing the
driver to visualize the environment. To transmit a high-resolution view, eMBB
connections are required in order to provide the required bandwidth. On the
other hand, when a sudden obstacle, such as an animal, appears in view, eMBB
may introduce a high latency, so a URLLC message showing the danger would
be required. To differentiate when this warning must be sent, image recognition
must be running at all times in the car’s CPU using a high-priority process.
Collision avoidance between cars must also be dealt with high priority. In this case,
geolocation information must be sent regularly by vehicles to the network, and a
collision prediction must be run in the network edge, where the information of
neighbouring vehicles can be aggregated. Once a potential collision is detected, a
warning can be sent to both drivers using URLLC.

3.3 Next-Generation Healthcare

Applications of IoT in healthcare seem to be endless: from remote monitoring
and personal healthcare to smart sensors and medical device integration, as well
as the pharmaceutical industry, healthcare insurance, healthcare building facilities,
robotics, smart pills, and even treatments of diseases [7]. It has the potential to not
only keep patients safe and healthy, but also to improve how physicians deliver care.
In the following we will focus on a few prominent IoT use cases in health with the
greatest potential from AI.

Remote Patient Monitoring Personal health and medical data are collected from
an individual and transmitted to a provider for use in care and related support.
In this way the provider can track healthcare data for a patient once released to
home or a care facility, reducing readmission rates. Healthcare devices as insulin
pumps, defibrillators, scales, continuous positive airway pressure machines, cardiac
monitoring devices, and oxygen tanks are now connected in the IoT to ensure remote
monitoring, providing patients and their caregivers valuable real-time information.

IoT-supported healthcare services can provide better and more efficient treatment
to patients while also inducing cost saving for the providers. On the other hand,
interconnectivity can provide for easy data collection, asset management, Over-the-
Air updates, and device remote control and monitoring.

Assisted Living Demographics, public policy, and the labour market are driving an
emerging market for IoT to deliver elder care services. By 2029, 20 percent of the
U.S. population will be over the age of 65 and 70 percent of those individuals will
need some form of assisted care, according to recent research [16].

AI and the IoT have the potential to shape a new collection of technologies
to improve the quality and availability of elder care while helping to control
its costs. Ambient intelligence, which combines AI and IoT, will provide real-
time monitoring of an environment and event-driven response to changes in that
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environment. Sensors designed to detect changes in sound, motion, physiological
signals, as well as more generalized image processing are core components of an
ambient intelligent environment.

Ambient intelligence thus is poised to serve a range of functions with regards
to elder care, but most applications will address three broad functions: maintaining
routine activities and social connectedness, enhancing safety, and monitoring health.
Routine activities and social support are especially suited for elders suffering
cognitive decline. These systems detect changes in patients’ location or environment
and provide verbal assistance as needed, or if needed, notify caregivers. Safety-
enhancing sensors are often wearable and provide early warnings of potentially
threatening situations, such as falls. Health monitoring systems may combine
wearable and stationary sensors to monitor blood pressure, pulse, and movement
of the patient as well as environmental data, such as ambient temperature.

Unlike IoT applications that function primarily to monitor and control devices
or environmental conditions, ambient intelligence systems are designed to monitor
and support humans, creating an additional dimension of complexity. Developers
of ambient intelligence systems face challenges common to IoT as well as some
specific to this domain. Real-time processing, quality control, and data integration
are especially important when making decisions about the physical well-being of a
patient.

4 Architecture for AI-Enabled IoT

Intelligent connectivity encompasses a wide set of ML and AI algorithms for a very
wide array of solutions applied over a great variety of use cases. To implement
these solutions in practice, the first question to resolve is its architecture, that is,
what elements will be used, and at which location in the IoT system they will be set
up. Figure 1 provides an overview of such an architecture. In this section, we will
delve into the details of the elements of this architecture.

4.1 IoT Network

The IoT network has a main role as a gatherer of information. By providing
connectivity to IoT devices, it collects all the data and redirects them to the services
they are connected to. It also plays the reverse role, that is, to send commands and
responses from the services to the devices.

In intelligent connectivity, the IoT network adapts itself to the connectivity needs
of the devices, ensuring that they have the resources they need for their operation.
This means that the network is reactive to external changes, and in some cases even
proactive, in the sense that it uses predictions to adapt to these changes beforehand.
Therefore, a secondary role of the network is as a client of the AI services. For this,
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the IoT network must share its configuration parameters and performance indicators
with the AI/ML blocks, and use their outputs for self-configuration.

This adaptability functionality is especially important in harsh environments such
as those found in Industry 4.0. Shadowing and interference are major problems,
as earlier stated. Intelligent connectivity solutions can help in tasks such as the
detection of coverage holes (i.e. zones in an industrial premise where no wireless
connectivity is present), interference mitigation and load balancing. AI techniques
can perform these functions, and even do it in a predictive manner.

Although the network is a central component to intelligent connectivity, it is
also the component over which the least control is usually feasible by the industrial
installation owners. Large deployments are usually undertaken and operated by
network operators, while often the applications are demanded and developed by
external entities with very specific needs. There is a need, therefore, for coordination
among the different entities.

4.2 Databases

In intelligent connectivity, the IoT network “knows” where all the information from
all the devices is located. This knowledge can be modeled as a single, huge database,
where the AI/ML blocks can query specific data. Since the central database is
actually a set of disperse network services, common formats [9] such as XML
or JSON, and normalized interfaces such as REST [10] or Graphql [11], are
key technologies to retrieve the information when required. Technologies such as
NoSQL databases are used in online services to store very large amounts of schema-
less data, which are common when the data sources (IoT devices, smartphones, etc.)
are from different vendors. This technology can also be used by the IoT network to
centralize the data from different services once they are queried by the AI/ML block.

Some important features of databases in industrial applications are their reli-
ability, their performance and their security. Databases play a central role in
data-centric applications, therefore, it is important that they are accessible at all
times, information is not corrupted easily, since otherwise the outcomes of ML/AI
processes would be affected and the cost due to errors would escalate. Performant
databases are the basis of performant ML/AI algorithms that can cater for large
data-centric applications and processes with very high throughput. Security is key
to avoid industrial information theft and sabotage; and it is also a major selling point
for owners, which ultimately helps in the expansion of the intelligent connectivity
market.
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4.3 AI and ML Components

The elements that will be used for the AI block depend highly on the application,
which imposes a certain output, for example, a classification label, or the prediction
of a time series. Two boundary conditions must be set based on the requirements of
the application:

• Selection of input data: to decide the datasets that will first train the AI
algorithm with ML and afterwards be used as input of the trained AI algorithms,
the main criteria is the availability of the information within the data. In other
words, the first step to take is to assess what is the base dataset that contains the
target information. The base dataset determines also the physical data sources
that must be used (e.g. databases, file systems, devices, etc.), and the flow of
data throughout the network. These are aspects that must be taken into account
to ensure that requirements such as latency and reliability are fulfilled.

• Selection of the type of output: this decision depends on what the objective
of the intelligent connectivity solution is. It defines what information will be
extracted from the input data. There are many kinds of output; for instance,
class labels, that classify a certain input dataset into one of a finite number of
classes; or predicted values, that provide a value for a variable in the near future
based on past values of that same variable or others. The output can also consist
in model parameters, such as statistic indicators (averages, quantiles, etc.).

Once these boundary conditions are adjusted, the set of AI algorithms that can
be used is narrowed down to those that can provide the expected output with the
selected inputs. In some cases, some algorithms (such as Artificial Neural Networks)
can be used for different kinds of applications (prediction and classification), but the
mode of working with them, the set of selected inputs and their roles varies widely
for each case.

Once the AI algorithm is fixed, the ML method that will train it must be selected.
If the data available for training includes examples of the output, supervised learning
can be used; otherwise, unsupervised learning must be chosen. In a system where
ML is done online, that is, when the output of the AI is validated by an external
factor and fed back to the ML algorithm, reinforcement learning can also be used.

Selecting the datasets and the ML/AI algorithm are the base of the intelligent
connectivity solution design; but to actually implement the system other decisions
must also be taken. Specifically these decisions affect where each of the functions
composing the solution are implemented:

• Physical computing element: aspects such as the dimension of data or the
complexity of the operations determine the required computing power. Also,
the cost of such computing power must be taken into account.

• Centralized/decentralized architecture: this aspect of the architecture deter-
mines whether the algorithm is implemented in a single server (centralized)
or aggregating the results of instances running in a distributed set of devices
(decentralized).
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These two architectural decisions comprehend a very large set of technologies
that exist in the market nowadays. Also, the very broad range of ML/AI algorithms
that exists in the market gives place to a very heterogeneous set of requirements.
There are some algorithms that are very lightweight while others are demanding;
some that are parallelizable while others are not; some that need a global view of
the use case (for instance, they need to access data coming from many sensors as
well as data saved in the cloud) while others only need a local view (for instance,
only on the sensing device). All these considerations define the boundary conditions
of the selected location for the implementation of the algorithm.

Considering the physical computing element and the centralized/decentralized
decisions as a single issue, there are three main options for the implementation
location:

• Local device: For algorithms that only need local visibility and are simple
enough so that they can run within the computational resources offered by
the device, Implementation in the same device is a possibility. The main
advantage of this location is that the latency is very low. On the other hand
for energy constrained devices this implies a higher consumption. This is an
example of a decentralized implementation option. Different instances running
in different devices can communicate among themselves using peer to peer
communications.

• Remote device: The traditional client server scheme also has its place in
intelligent connectivity. In this case the algorithms will not be running the
devices but in a remote location. The devices only act as information collectors
and actuators. Also data from other data sources (such as databases or the
Internet) can be used in this scheme. Applications that require a global view
must be implemented using this scheme. This is a traditionally centralized
architecture, where a network connection is established between the devices
(clients) and one remote computer (server). Nowadays this scheme is a little
bit more complex but also more flexible, thanks to technologies such as
virtualization (that allows to run virtualized servers and share physical resources
between them) and cloud computing (that allows running a flexible number of
parallel instances of a specific algorithm). These technologies combined allow
the access to a high computing power with a low cost.

• Edge computing: In the last years, the separation between the communications
infrastructure and the computing platform has started to vanish. In edge com-
puting the implementation of the algorithms is done over computing elements
located in the access network nodes (e.g. gNBs in 5G). This combines the
advantages of a local implementation (low latency) with the advantages of a
centralized implementation (global visibility, energy saving, computing power,
etc.)

In IoT, one important development of the last years is the emergence of integral
platforms, such as OneM2M [12], Fiware [13] or OpenStack [14] that offer premade
solutions including data storage, processing, computation resource management,
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edge computing, security, etc. These platforms offer a scalable starting point for
any new intelligent connectivity solution.

5 Future Outlook

The next few years are going to see the merging of the emerging technologies,
including the convergence of big data, AI, and IoT. In particular, industrial IoT will
harness the power of AI for optimized manufacturing process, including predictive
maintenance and root cause analysis.

5.1 Digital Twins

As “things” becoming connected and with increased capability of producing data
through sensing, virtual replicas of physical entities and processes can be produced
to run simulation, before actual entities are built and deployed. Such virtual replicas
are referred to as ‘digital twins’. In essence, a digital twin is a computer program
that takes real-world data and contexts about a physical system and process and
reproduces how the system or the process will react to these inputs. Digital twins
have been applied to manufacturing industry to facilitate production and proactive
maintenance, and can include large items such as buildings, factories, and even
cities.

Digital twin is a perfect example as the merging of emerging technologies
including big data, AI, and IoT. The technology has been made possible due to the
massive number of IoT sensors. In particular, construction of digital twins requires
inputs from massive sensors gathering all relevant features—in the form of big
data—of its physical counterpart, such that its digital twin can represent the physical
entity, and reactions of these data can be simulated in real time. Representing a
complicated physical entity (e.g., a factory, a bridge) may rely on the underlying
features of the material and structure of the physical entity, and conventional method
of modelling such an entity may not be sufficient. AI can serve as an effective
tool in this case to reflect the underlying features of the physical entity, offering
recommendations and insights to performance validation, with or without a specific
modelling. It can also effectively react to the dynamic contexts of the twin, and
provide enhancement in real time, according to the contexts. In many cases, a digital
twin could serve as a prototype of the physical entity, before it is physically deployed
in practice.
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5.2 Next-Generation IoT

The next-generation IoT (NG-IoT) technologies and applications [8] will be human-
centric. A human-centric IoT environment requires tackling new technological
trends and challenges. The next-generation IoT development, including human-
centred approaches, is interlinked with the evolution of enabling technologies (AI,
connectivity, security, virtualization) that require strengthening trustworthiness with
electronic identity services, services and data portability across applications and
IoT platforms. This ensures evolution to platforms with better efficiency, scalability,
end-to-end security, privacy, and resilience. The virtualization of functions and rule-
base policies will allow for free, fair flow and sharing of data and knowledge, while
protecting the integrity and privacy of data.

Intelligent/cognitive IoT networks provide multiple functionalities, including
physical connectivity that supports transfer of information and adaptive features that
adapt to user needs. These networks can efficiently exploit network-generated data
and functionality in real time and can be dynamically instantiated close to where
data are generated and needed. The dynamically instantiated functions are based on
(artificial) intelligent algorithms that enable the network to adapt and evolve to meet
changing requirements and scenarios and to provide context and content suitable
services to users. The AI embedded in the network allows the functions of IoT
platforms to be embedded within the network infrastructure.

Advanced technologies are required for the NG-IoT to provide energy-efficient,
intelligent, scalable, and high-connectivity performance, with intelligent and
dynamically adaptive infrastructure to provide high quality experience that can
be developed by humans and things. In this context, the connectivity networks
provide energy efficiency and high performance as well as the edge-network
intelligence infrastructure using AI, ML, Deep Learning, Neural Networks, and
other techniques of decentralized and automated network management, adaptive
analytics, and shared context and knowledge.

The development of AI and IoT combined in NG-IoT enables new ways of
interacting with connected objects through voice or gesture, while augmented
reality (AR) and virtual reality (VR) are powered by the data generated by IoT.
Furthermore, sensors and actuator technologies together with AI and connectivity
will push the development of tactile IoT based on convergence of these technologies,
where the boundaries between virtual and physical worlds blur.
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Edge Computing for Industrial IoT:
Challenges and Solutions

Erkki Harjula, Alexander Artemenko, and Stefan Forsström

1 Introduction

Today, we can observe large global trends in the digitalization of many aspects
of our everyday life. In particular, we see applications that can utilize information
from sensors attached to things that can also communicate among each other over
the Internet. This concept is commonly referred to as the Internet of Things (IoT)
and provides us with services that are more personalized, automated, and have
more intelligent behavior. Related to this, we can also see trends in IoT Cloud
Computing (CC) for large-scale data storage, big data analysis on a massive amount
of gathered data from IoT sources, and incorporation of Cyber-Physical Systems
(CPS) into machine to machine (M2M) systems. Concurrent to this development,
much work is being done in the Industry 4.0 initiative, including smart cities,
smart industry, factories of the future, and smart manufacturing, hence, forming
the concept of Industrial IoT (IIoT) [1]. At the same time, the deployment of the 5G
wireless communication technology is also increasing everyday around the world
[2], enabling a new magnitude in speed and low latency wireless communication
with ultra-high reliability and availability.
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Edge Computing (EC) enables services to exploit the proximity of devices by
providing computational resources closer to end nodes, therefore enabling ultra-low
latency and high data rate communication. At the same time, it provides a means
for controlling and limiting the propagation of sensitive data. Multi-access Edge
Computing (MEC) is a standard by the European Telecommunications Standards
Institute (ETSI) for 5G networks, among others, to offload processing and data
storage from mobile and IoT devices to the edge of mobile networks instead of
passing all of the data and computation to data centers or handling them locally [3].
Fog Computing (FC) and Mist Computing (MC) are closely related to both EC and
CC, as they can be interpreted as low flying cloud computing near the edge [4]. We
make the distinction that EC mainly refers to the computational edge infrastructure,
FC mainly refers to the logical architectures enabling distributed virtualized services
on the edge architecture utilizing the hardware capacity of EC nodes, and MC to the
extreme edge of the networks and local edge computations. FC typically covers
caching, data processing, and analytics occurring near the source of the data that
improve the performance at the edges of the network, reduces the burden on data
centers and core networks, and improves the resilience against networking problems
[3]. Figure 1 shows an overview of how cloud, fog, mist, and edge computing
fit together in a layered structure, including the scale of each layer and typical
operations.

IIoT is one of the most important application areas of IoT, and therefore, it
is vital for defining the requirements for EC systems. In recent years, the CC
paradigm has found its way into the manufacturing industry addressing the need
to process vast data originating from a massive number of sensor devices. It offers
centralized resources to perform computationally intensive operations. Here, a
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representative example is predictive maintenance, which detects conditions leading
to malfunctions, and therefore enables flexible manufacturing that increases the
reconfigurability level of production systems enabling batch-size-one products. Due
to improved connectivity with guaranteed Quality of Service (QoS), machines do
not need to rely on their own dedicated computing hardware anymore but can rather
use connectivity to access the cloud resources [5]. While the use of a centralized
CC entity presents several vulnerabilities like single point of failure, backbone
congestion, security, and data privacy, EC and MEC introduce computational
resources, storage, and services at the edge of a network [6]. Applying EC, FC, and
MEC for industrial manufacturing can solve most of the weaknesses of traditional
cloud computing. However, several challenges still remain that will be addressed in
this chapter.

In order to highlight the advantages, disadvantages, and future research in the
intersection of the IIoT and EC, this chapter will give an introduction to the
applications, challenges, and solutions of MEC. The remainder of this chapter
is organized as follows: Sect. 2 goes further into the state of the art of EC
and MEC for industrial use, the standardization, applications, and challenges.
Section 3 focuses on solutions and future development potential, the next steps,
and research directions. It includes three-tier edge cloud architectures, microservice
architectures, SDN and NFV integration, security/privacy management, and the use
of artificial intelligence (AI) for MEC. Finally, Sect. 4 summarizes and concludes
the chapter.

2 State of the Art in Edge Computing for IIoT

This section describes the current state of the art in EC with focus on industrial
applications. After the introduction of the EC potential for existing and appealing
industrial use cases and standardization activities, we focus on the most crucial EC
aspects and highlight their relevant open points and challenges.

2.1 Edge Computing Technology for Industrial Use

CC has, already for some time, been a standard in industry, bringing a vast amount
of processing capabilities to analyze data generated by a huge number of already
operational IoT devices. Many large industrial companies have taken into use
their own in-house clouds (aka private clouds), as well as public clouds to satisfy
their production needs [7]. Along with this, the vision of a fully automated and
flexible factory of the future gets closer to reality. However, novel concepts, such as
factory with zero-downtime, digital twins, flexible production planning, pro-active
system surveillance, intelligent technical assistance, and batch-size-one products,
still require further improvement of the network performance and services on the
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factory floor [8]. Nevertheless, EC is considered as one of the enabling technologies
to unveil the full potential of the proposed smart factory concepts.

The EC technique can support IIoT devices with limited capabilities (with
regard to, e.g., battery, CPU, and GPU) in their ever-increasing computation
demands created by various kinds of novel use cases. High-complexity robotic
applications, Automated Guided Vehicles (AGV), real-time interactive multi-user
co-working, mobile production cells, sensors and actuators connected over wireless
communication technologies, augmented reality (AR), and virtual reality (VR) are
only a few examples of such industrial use cases [9]. Many of them introduce
requirements that differ from those considered in conventional IT systems. Such
requirements include ultra-high availability, reliability, predictability, very low
latency, and strictly deterministic real-time behavior of all system components.
MEC alone cannot satisfy all these requirements. Therefore, a combination of many
new enabling technologies is required, e.g., time-sensitive networking, real-time
virtualization, software-defined networking, 5G with enhanced mobile broadband,
ultra-reliable low-latency and massive machine-type communication, etc. Many of
these enabling technologies are covered in this book.

First EC products, known as edge gateways [10], are gaining popularity in the
industrial context, connecting thousands of IIoT devices to data processing units at
the edge of a network, close to sensors, and hence, avoiding the issues of sending
all the data directly to the cloud, which is often not feasible due to cost, privacy,
and network issues. Software giants offer first software platforms for deployment
and management of edge clouds (e.g., Azure IoT Edge from Microsoft, AWS IoT
Greengrass from Amazon, Cloud IoT Core from Google, Bosch IoT Gateway, etc.).
Many of these products still present proprietary solutions. To improve this situation,
different standardization activities are working on specifications for different EC
aspects.

2.2 MEC Standardization

Shortly after an introduction of small cloud data centers close to the data source
called Cloudlets [6], the Open Edge Computing (OEC) and OpenFog Consortium
(OFC) initiatives have been generated to accelerate the standardization and dissem-
ination of the EC technology. Thereafter, multiple committees, working groups, and
standardization bodies around the world have been created. According to [11], the
most important ones are the following:

• Multi-access Edge Computing initiative as an Industry Specification Group
within the European Telecommunications Standards Institute (ETSI)

• MEC in 5G networks within the 3rd Generation Partnership Project (3GPP)
• MEC system as service-oriented RAN within the China Communications

Standards Association (CCSA)
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The majority of the core partners in all standardization entities come from
telecommunications industry. This is reflected in the core activities, as well as the
goals of working groups. All bodies perform different conceptual, architectural, and
functional work and intend to develop a standardized, open environment that will
allow efficient and seamless integration of third-party applications across multi-
vendor platforms [11]. From the perspective of the authors of this book, however,
ETSI MEC initiative considers the broadest range of applications and architecture
scenarios among all EC standardization entities. This is reflected in the aspect that
the EC platform is not bound to any access technology, which is reflected in the title
of MEC.

ETSI MEC introduces a reference architecture and technical requirements
enabling efficient and seamless execution as well as interoperability and deployment
of a wide range of EC scenarios that include IIoT. The multi-vendor proof-of-
concept projects visualize key aspects of MEC technology and prove it is feasible
and valuable. Important aspects like latency, energy efficiency, system resource
utilization, network throughput, and quality of service are constantly highlighted.

2.3 MEC Applications: Industrial IoT

As mentioned above, EC excels in application scenarios where there is a need for
low latency, high bandwidth, and high resilience computation and communication
in order to enable its real-time, intelligent, and autonomous decision-making. This
can be required, for example, in different smart appliances, such as smart vacuum
cleaners using sensor information available inside the house. But also, edge device
video analysis, mobile big data analysis, connected vehicles, smart building control,
and safety monitoring present appealing use cases in the IIoT context. A new
trend on the factory floor is represented by different kinds of mobile vehicles, e.g.,
Unmanned Aerial Vehicles (UAV) and Automated Guided Vehicles (AGV), which
cooperatively solve certain tasks. Some typical industrial applications include edge
services such as industrial production robots, where the low latency and resilience
of EC is paramount. Cooperating robotic arms in a production line show a good and
appealing example of the robotic cooperation on the factory floor. Here, EC supports
production systems by offloading of data analytics and smart data processing in
the close proximity to the data sources. Furthermore, smart industrial environment
monitoring, grid system controls, and self-organized massive wireless sensor and
actuator networks constantly continue to attract manufacturers’ attention. Many of
the applications, mentioned above, have already been implemented using the current
technology base. Some of the use cases are shown in Fig. 2. Many further useful
applications present a source for discussions due to the challenges they introduce to
the infrastructure.

First products are available in the IIoT market in this context, proving the benefits
of the EC paradigm. As an example, Bosch IoT Gateway presents an IIoT solution
with support of open APIs, a variety of development tools for creation of edge
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Fig. 2 EC technology in industrial applications

applications, providing autonomy and intelligence at the edge [12]. The product
is in use in many scenarios including IoT platforms with EC support for intelligent
data processing, optimization of electric vehicle charging, and smart field device
connectivity at the edge [13].

2.4 Edge Computing Challenges

IoT systems can greatly benefit from the EC technology, but several challenges still
remain, related to, e.g., performance, efficiency, reliability, availability, scalability,
security, and privacy [14]. The following sections discuss these challenges in more
detail.

Performance and Quality of Service

Novel 5G wireless technologies enable low-latency communication, which is crucial
in various IIoT scenarios requiring real-time functionality [15]. As mentioned
earlier, MEC (and EC in general) is another of the two main enablers of reliable
low-latency wireless services since it minimizes the route length between the local
nodes and computing resources [14, 16–18]. EC also helps improving other QoS
factors since it is easier to remove and manage performance bottlenecks on short
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routes compared to longer ones. Most of the challenges related to maintaining
high performance of EC/MEC systems concern special situations, such as fast
mobility of end nodes and rapid changes in both service demand and density of end
devices, which can be the case in many industrial applications or, e.g., during public
mass events. Therefore, important research topics are related to, e.g., placement
of edge resources and deciding where to deploy computation and data in different
scenarios. The ability to rapidly migrate data and computations among MEC servers
or between MEC and core network servers to ensure QoS in dynamic scenarios is
among the most important research areas of EC.

Reliability and Availability

The resilience against computing and network infrastructure problems is one of
the most important research areas of EC/MEC [19]. In many IIoT systems, the
processing of sensor data, at least some degree of the decision-making logic and the
control of actuators, is beneficial to manage locally on site, because the connection
with the access network may occasionally become unreliable or low in performance
[18, 20]. Therefore, it is beneficial to bring some EC capacity also within local
IoT clusters. This is called “local edge computing.” The challenges related to
reliability of EC systems concern the ability to adapt to dynamically changing
situations, related to, e.g., mobility, network failures, disturbances, and hardware
failures. The EC system should automatically manage, analyze, and optimize its
operation, including placement of data management and computational tasks, based
on the current situation and foreseen changes. With regard to availability, the
critical questions are where are the system components located, and who/where are
the users? Availability becomes a particular problem in cases where the different
stakeholders of the services are logically and geographically distributed.

Scalability and Deployability

In IIoT systems, sensor information is gathered from a high number of devices
connected with short-range or novel long-range low-power wireless technologies
[1, 21]. Furthermore, advanced sensors, control systems, surveillance video stream-
ing, and still image capturing devices are already producing huge amounts of
data to be processed [22]. In traditional systems, all of this data processing and
related decision-making logic has been handled at data centers, which is becoming
problematic from the viewpoint of scalability, performance, and reliability. In this
context, EC helps by providing computational capacity near the source of the data,
allowing various data pre-processing, refining, and analysis functions to reduce the
amount of data to be sent to cloud servers and therefore reducing the load inflicted
to core networks and data centers. The important research challenge in this area is
to develop intelligent algorithms for deciding on which tier to manage different
functions and prioritizing tasks when limited resources do not allow globally
optimal solutions.
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Security, Privacy, and Trust

Since the digital world penetrates deeper and deeper in the industry and business
processes, as well as our everyday life, a particular concern is related to preserving
the privacy and security of networked systems. We are living in a world where
the data collected from the users is ruthlessly exploited by different organizations
and authorities around the world. Centralized cloud systems are an inherently
challenging environment from the viewpoint of security and privacy, since all data
need to pass several links and devices, owned by a wide set of stakeholders between
end devices and servers, not forgetting the chance for data leaks at public servers
[14, 23, 24]. What is even worse, IoT, surrounding us almost everywhere, gives
cybersecurity attackers further tools to even threaten our health or life by infiltrating
to systems affecting our physical safety [25]. Therefore, the need for technologies
allowing local data management and decision-making to limit data propagation
toward public networks is obvious. In this context, EC is a centric building block
for service providers to guarantee customer data preservation within set boundaries.
Regarding security and trust challenges in the EC and IIoT domain, there are still
many open and difficult challenges [26], including end device security, protocol
and network security, cloud/fog security, end user application security, data protec-
tion, malicious attacks as well as identity and authentication management, access
control, trust management, intrusion detection systems, privacy, virtualization, and
forensics.

Resource Efficiency

Resource efficiency, including energy-efficiency, is a powerful measure for pro-
moting sustainability in technological evolution. Internet and Communications
Technology (ICT) is one of the main tools for improving the resource efficiency of
the infrastructures around us [27], but its intrinsic resource demand is rising rapidly
[28]. In this context, local data pre-processing, refining, and analysis functions
enabled by EC help reducing the load inflicted to various components of the cloud
systems and therefore promote sustainability through improved energy and resource
efficiency. IoT systems include numerous low-power sensors, actuators, and other
devices that are resource-constrained in their nature [14, 18]. In order to maintain
both the system-level performance and resource efficiency of constrained-capacity
nodes, IoT systems need to take into account the limited hardware and energy
capacity of the end nodes. One of the main measures for achieving this is to
offload computing and data management to higher layers on the IoT architecture.
The traditional IoT systems do this by offloading computation to cloud servers. In
data-intensive computing, such as video surveillance, this is not optimal from the
viewpoint of network utilization, since all data need to pass several communication
links along the way from the end node to the server. A more efficient approach
would be to handle as much of the data-intensive computing near the source of data
as possible. In this context, EC is in a key position to improve resource efficiency.
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The challenges related to resource efficiency concern, e.g., how to reliably measure
and communicate resource usage, how to minimize resource consumption while
still maintaining the availability of nodes in highly interactive scenarios, and how to
prioritize resource efficiency with several other constantly changing requirements in
complex multi-tier IoT systems.

Being not complete, the list of challenges, presented in this section, gives an
overview of open points, which show a potential for further improvements.

3 Solutions and Future Development Potential

In the previous section, we pointed out some important research challenges for EC
in IIoT. To address those challenges, in this section we discuss on some of the most
relevant research directions and potential solutions.

3.1 Three-Tier IoT Edge Architecture

To deal with the vast amount of data originating from a massive number of
sensor devices, the risk of connectivity problems, and to limit the propagation of
sensitive data, at least some degree of processing of the sensor data and decision-
making/control logic is beneficial to be managed locally. Since it cannot be expected
that local IoT clusters include devices with sufficient stability and hardware capacity
to accommodate full-functional MEC servers, decentralized solutions become
essential to accommodate the local processing, data management, and decision-
making. To make this possible, a three-tier IoT Edge model has been proposed by
the authors in [18]. In this model, the data and processing can be deployed on three
alternative levels of operation: (1) public servers, e.g., in data centers, (2) MEC
servers, and (3) local nodes as virtualized functions. Figure 3 illustrates the model
and its benefits. The model enables dynamic optimization of service deployments,
based on the service requirements, available computational and network capacity,
and load. We see high potential in using microservice and serverless architectures,
introduced in Sect. 3.2 and AI (Sect. 3.5), in defining the optimal deployments for
different types of services in the three-tier architecture.

3.2 Microservices and Serverless Architectures

IoT services have traditionally been designed as monolithic cloud applications asso-
ciating multiple software components into a single entity. Due to their ponderous
maintenance and deployment, the current industry trend is toward microservice
paradigm, an architectural style to build, manage, and evolve service architectures
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consisting of small, self-contained units, microservices [29, 30], which enable the
development of distributed service compilations. Microservices are small and self-
acting virtualized components, typically based on container technology (such as
Linux or Docker containers), that are relatively easy to develop in isolation and
maintain as standalone software components. Microservice architectures enable
continuous software evolution, seamless technology integration, optimal runtime
performance, horizontal scalability, and reliability through fault tolerance.

A new class of applications is emerging, namely, “serverless applications.” They
are exemplified by Function-as-a-Service (FaaS) [31, 32] systems that enable the
future “service anywhere” architecture. FaaS has been considered as one of the
technologies to realize lightweight microservices, also called as FaaS functions or
“nanoservices” [18]. Whereas traditional microservices have larger role and are
expected to be always available, FaaS-functions are considered as smaller logical
units that become alive when needed and then execute and terminate when not
needed anymore. Since FaaS functions typically do not run long periods and their
size is small, their deployment does not require dedicated servers. Based on this,
FaaS functions can be deployed on any device providing sufficient computational
capacity, and therefore FaaS is also called as serverless computing. In FaaS-based
agile development of microservices, the developers do not need to consider the
computing infrastructure, as both resource provisioning and scaling are automated.



Edge Computing for Industrial IoT: Challenges and Solutions 235

Microservices and serverless architectures can be seen as a technology for
implementing various types of fog services on the three-tier IoT edge architecture,
where service functions can be deployed on the most optimal tier, based on the
current conditions of the network and computational environment.

3.3 Integration with SDN and NFV

EC per se represents a distributed approach that combines end devices and
processing capabilities of remote servers. The network and its performance become
a vital part of the EC paradigm. Network resources require a simple and flexible
management to deal with the low latency and reliability requirements in addition
to the huge data transmissions involved. Software-defined networking (SDN) is
a new networking approach that decouples the network control from the data
forwarding hardware. The network intelligence is logically located in software-
based controllers (aka control plane) and the network devices become mere packet
forwarding entities (aka data plane) [33]. SDN enables a new level of network
management including better control, higher flexibility, and scalability. Moreover,
SDN introduces fast network reconfiguration and self-healing that address important
issues, such as user and application mobility, as well as uninterrupted service
provisioning in the case of factory automation. Integrating SDN mechanisms with
EC helps to provide the required computation resources and to satisfy the unique
quality of service requirements of the applications, which is one of the MEC
challenges as mentioned in Sect. 2.4. Having been researched over a long time,
SDN has seen many novel approaches for network management, control, fast
reconfiguration, healing, network function abstraction, placement, etc. Especially
in wireless and mobile scenarios, SDN is able to make networks more controllable
and programmable, update routing tables according to the often predictable mobility
patterns of the nodes, and thus select the most appropriate paths from or to the end
devices (e.g., [34]). Thus, SDN addresses many weak and challenging aspects of
EC. However, there are only a few works that take those SDN approaches to the
factory floor where they could be highly beneficial.

Another complementary network technology is presented by Network Function
Virtualization (NFV). It adds on further hardware abstraction and can be combined
with SDN to extend the virtualization approach toward higher layer network
functions like load balancing, firewalls, intrusion detection, WAN acceleration,
etc. The integration of SDN and NFV with EC brings a lot of new possibilities
that improve the overall network and computational performance. In an industrial
context, however, the establishment of any hardware abstraction is only feasible if
such vital capabilities like availability, reliability, predictability, and deterministic
behavior of the resulting system are not harmed. These aspects are still not
sufficiently covered in the state of the art and present a research opportunity for
both academia and industry.
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3.4 Security, Privacy and Trust Management

Many different potential security attack vectors and risks for privacy breaches exist
in an IIoT value chain from sensors, via gateways and fog nodes, to data centers,
including end-user applications. The remainder of this section will present details
of some of the identified open challenges in each of these areas.

The end devices are an integral part of EC systems due to the additional
responsibilities that have been given to those. However, securing devices against
unauthorized access by a malicious person is extremely difficult. Thus, key manage-
ment, storing the keys and handling them in a secure way becomes paramount. It is
also not uncommon to see hard-coded keys or group-key systems on IIoT devices,
where a single compromised device can compromise the whole system security.
There are many examples of extracting keys from devices if one has access to a
physical device. Examples include physical side channel attacks, tampering, reverse
engineering, power/electromagnetic analysis, timing attacks, known fault attacks,
and clock glitches. End devices also tend to be the target of malicious software,
including trojan horses, spyware, viruses, and other malware.

Network security is also a difficult but integral part of IIoT EC systems. The
broad and heterogeneous network architecture with multiple network components
using different hardware and software implementations is a challenging environ-
ment for security management. Different networks have their own vulnerabilities
and weaknesses, for example, Local Area Networks (LAN), Wide Area Net-
works (WAN), low-power wide-area networks (LPWAN), and industrial networks.
Therefore MEC and IIoT systems need to take a broad range of network types
into consideration, making this a difficult challenge. Additionally, the wireless
communication medium, which is often used in the IIoT, introduces an extra
vulnerability and an opening for a wide range of attacks such as eavesdropping
and jamming.

Another important challenge is dealing with trust and securing sensitive indus-
trial data. This includes hiding and protecting the sensitive industrial data, such
as sensor values, algorithms, and industrial process information, where a data
breach can lead to competitors gaining an advantage over them. Therefore, the
need for technologies allowing local data management and decision-making to
limit data propagation toward public networks is obvious. In this context, EC is
a centric building block for providing guarantees for customers to keep their data
within set boundaries. However, the systems consisting of functions distributed on
computing nodes on several architectural tiers, owned and managed by different
stakeholders with their own security policies, are inherently very complex, which
requires attention in the future research. There is a clear need for Security as a
Service-type components, capable of running in constrained-capacity nodes [35].
Furthermore, building trust between stakeholders of these complex systems, based
on, e.g., Blockchain [36], is an interesting avenue for future research.
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3.5 Use of Artificial Intelligence for EC Optimization

AI has become a very important technique in many different domains. Being now
for a long time successfully used in applications like speech and image recognition,
strategic game systems (chess and Go), autonomous robots, etc., AI methods can be
applied in EC for the optimization of many different aspects. In this section, we want
to highlight several approaches of Machine Learning, being an area of AI, applied
for task offloading.

The EC servers are usually densely distributed close to end devices to reduce the
cost for offloading of computational tasks to these servers through wireless or wired
links. Among many benefits, users can observably reduce the experienced delay of
applications, energy consumption, and improve the QoS with the help of offloading.
However, a list of unresolved questions arise [37]:

• What part of an application needs to be offloaded considering the complexity of
the application, data to be shared between the user device and the EC server as
well as the available network capacity?

• When is an optimal time to start the offloading considering the dynamic behavior
of the end device, the available network capacity, as well as the dynamic load of
the server?

• Where, on which node and at which architectural tier (local node/EC server/cloud
server) should the offloaded task be processed considering the CPU and GPU
availability on different nodes as well as the distance to these nodes from the user
device?

• How should the offloading be organized?

In a complex scenario, offloading becomes a multi-objective decision-making
problem. Designing an offloading strategy does not have a straightforward solution
due to the dynamic behavior of EC systems. Stochastic characteristics of edge
environment can make pre-decided offloading strategy impractical. Reinforcement
Learning (RL), an area of Machine Learning, can be applied in training an AI
agent to observe the current state of the EC system, to make an intelligent
offloading decision based on specified criteria, and to learn from the history of
such decisions. However, conventional RL algorithms cannot scale well as the
number of edge devices increase, since the explosion of state space will make
traditional tabular methods of RL infeasible. Another approach from the Machine
Learning area is based on Deep Learning (DL), aka Deep Neural Networks (DNN).
It operates efficiently with a large number of state spaces. The benefit of using
DNN methods in EC is to extract hidden patterns from large and complex data sets
of heterogeneous applications. A combined strategy, called Deep Reinforcement
Learning (DRL) [38], shows a good offloading performance in various complicated
EC scenarios. DRL methods treat the complicated EC system as a black box and
interact with it to learn the optimal policies without modeling the system dynamics.
Although there are significant advantageous in DRL methods, notable challenges
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related to dynamic behavior of considered applications remain in applying DRL to
solve task-offloading problems in EC.

4 Conclusion

The unveiling of novel 5G and EC technologies will be one of the major driving
factors in increasing productivity and therefore key enablers for long-envisaged
vertical applications in various sectors including IIoT. In this book chapter, we have
given an introduction to the applications, challenges and solutions of EC including
an overview of the state of the art in EC for IIoT, different standardization activities,
open challenges, and future development potential. Based on this, we believe that
EC is an important piece of the IIoT puzzle and a key concept to meet the demands
of future industrial services. The open challenges and research directions mentioned
in this chapter represent attractive points for improvement and active work in both
academia and industry. For example, the solutions of using three-tier IoT edge
architecture, microservices and serverless architectures, integration with SDN and
NFV, the use of AI for EC optimization, as well as aspects of security, privacy, and
trust management have just recently become popular discussion hotspots around
EC technology. In each of the mentioned areas, we have highlighted the advantages,
disadvantages, and needed future research for the proliferation of the IIoT and EC
in particular.
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Intelligent Transport System as an
Example of a Wireless IoT System

Roshan Sedar, Charalampos Kalalas, Francisco Vázquez-Gallego,
and Jesus Alonso-Zarate

1 Introduction

1.1 The Transformation of Mobility

In view of the increased rate of fatal road accidents, resulting in approximately
1.25 million deaths every year [1], the development of Intelligent Transport
Systems (ITS) has recently attracted growing interest from the transport industry,
expecting to improve transport safety and mobility. Among other definitions, the
European Telecommunications Standards Institute (ETSI) defines that ITS use
modern communication technologies to improve safety, reliability, efficiency, and
quality in transport as long as relevant technologies are integrated into infrastructure
and vehicles [2]. In turn, the involvement of a wide set of stakeholders, e.g.,
network operators, service providers, regulatory entities, road traffic authorities,
and automotive original equipment manufacturers (OEMs), can be seen in various
aspects related to the development of ITS.

The integration of advanced communication technologies into all modes of
passenger and freight transport systems effectively leads to making transport safer,
more efficient, and more sustainable; also it reduces the environmental impact.
ITS are not only limited to road vehicles but also span across other services
being implemented in navigation systems, air traffic systems, and water and rail
transport systems. The new mobility paradigm is transforming the landscape of
entire industries, which will require advanced and competitive next-generation
transport systems in the context of Cooperative, Connected and Automated Mobility
(CCAM), e.g., Cooperative-ITS (C-ITS). The C-ITS constitute a subset of ITS
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and enable real-time wireless communication and information sharing between ITS
stations1 to achieve coordinated decisions through cooperation, thus extending the
capabilities of a vehicle beyond the scope of a typical stand-alone entity.

The C-ITS enable effective data exchange leveraging wireless connectivity
where vehicles can communicate with each other, with roadside units (RSUs),
and with other road users, e.g., pedestrians, cyclists, etc. These interactions can
be categorized into vehicle-to-vehicle (V2V), vehicle-to-infrastructure (V2I), and
vehicle-to-network (V2N) communication, often clustered under the generic term
vehicle-to-everything (V2X) communication. The ubiquitous V2X communication
contributes to the realization of the Internet of Vehicles (IoV) paradigm, a concept
which has recently emerged from the Internet of Things (IoT). The IoV enables
road users and both road and traffic managers to mutually share information and
reach to more informed and coordinated decisions. CCAM services relying on
IoV are expected to constitute the key enablers of future C-ITS. Nevertheless, to
successfully implement CCAM services and shape the new transport ecosystem,
both automotive and telecommunication industries along with relevant stakeholders
will have to overcome a number of challenges.

1.2 IoT in Automotive Systems

The large-scale deployment of low-cost wireless sensors with integrated sensing,
computing, and storing capabilities offers the potential to significantly improve
the efficiency of existing C-ITS toward increased road safety, optimized driv-
ing decision-making, and real-time traffic control. The integration of ultra-high-
definition cameras, radars, lidars, ultrasonic range finders, and other types of
sensors, realizing the concept of Advanced Driving Assistance Systems (ADAS),
is progressively turning vehicles into sophisticated computing units able to gather,
process, and exchange information, between vehicles and other road users, and with
an increasingly intelligent road infrastructure. As the level of driving automation
increases,2 unprecedented volumes of data will be generated per vehicle rendering
the automotive services of emerging C-ITS much more demanding in terms of
network capacity. In this context, the underlying communication network becomes
of utmost importance to support V2X connectivity and fulfill the requirements
of emerging V2X use cases in terms of latency, reliability, scalability, coverage,
data rate, and positioning accuracy. By leveraging the full potential of artifi-
cial intelligence (AI) and virtual/augmented reality capabilities, next-generation
communication technologies (e.g., 5G and beyond) will become pervasive across

1ITS stations can be categorized as mobile ITS stations (vehicles) or fixed ITS stations (roadside
installations) [3].
2On the way to fully automated vehicles, six levels of autonomy are identified by the Society of
Automotive Engineers (SAE) from complete driver control (level 0) to full autonomy (level 5).
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multiple V2X use cases and will radically transform the automotive sector. For
example, data-driven AI techniques will allow vehicles acquire a detailed under-
standing of the driving environment, e.g., traffic mobility patterns and channel
conditions of other vehicles, and make real-time decisions with minimum user
control. The foundation of emerging C-ITS, therefore, lies at the intersection of
the multidisciplinary areas of wireless connectivity, IoT, AI, and data analytics.

The remainder of this chapter is organized as follows: Section 2 provides a
categorization of the basic V2X use cases and their performance requirements.
Section 3 elaborates on the key features of the two dominant V2X radio access
technologies and summarizes their standardization evolution. Section 4 discusses
fundamental challenges toward future V2X communication and highlights potential
enablers and research directions. Finally, Sect. 5 provides our concluding remarks.

2 Use Case Examples and Key Performance Indicators

From telecom perspective, a variety of vehicular use cases (commonly referred to
as V2X use cases) have been mainly identified by the ETSI ITS [4] and The 3rd
Generation Partnership Project (3GPP) in Rel-143 and Rel-15 [5, 6]. The V2X
use cases are typically focused on safety, traffic efficiency, and comfort services
(i.e., infotainment). In particular, each of these service categories imposes different
quality of service (QoS) requirements in terms of end-to-end latency, data rate,
reliability, or communication range. In what follows, we provide an overview for
a set of use cases along with their requirements derived from 3GPP Rel-15 [6].
Graphical representations of example V2X scenarios are also illustrated in Fig. 1.

2.1 Example of V2X Use Case Groups

V2X use cases are typically classified into groups or families. In the following, some
of the most representative V2X use case groups are introduced.

Cooperative Awareness The awareness among networked entities, e.g., road users
and the roadside infrastructure, brings benefits in the established connectivity
and, essentially, sets the basis for a number of safety and traffic-efficiency ITS
applications. Information of mutual interest, e.g., location, speed, trajectory, and
type attributes, can be proactively communicated allowing for more informed
decisions with enough room of time and space. In the case of Vulnerable Road
User (VRU) protection in Fig. 1b, the vehicles are warned about the presence of a
VRU, e.g., pedestrian or cyclist, when there is a dangerous situation. In turn, when a

3Each 3GPP Release is henceforth abbreviated as Rel-No.
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Fig. 1 ITS applications enabled by V2X communication. (a) Cooperative lane merge (or change).
(b) Vulnerable road user (VRU). (c) CACC/Platooning. (d) Cooperative intersection control

vehicle detects a VRU, it can then cooperate with neighboring vehicles to share this
information and prevent hazardous events. Traffic jam warning, emergency vehicle
approaching, and forward-collision warning constitute additional use case examples
that belong in this group. According to ETSI ITS and 3GPP Rel-14, the minimum
frequency of awareness messages is 1 Hz, while a maximum latency of 100 ms is
prescribed for this use case group.

Cooperative Sensing In this use case group, the benefits come from sharing
information captured by different sources, e.g., radars, laser sensors, and stereo
vision from on-board cameras, between vehicles and between vehicles and RSUs
in the vicinity, and making decisions in a cooperative manner. The vehicles thus
become capable of enhancing their perception of situational awareness beyond the
capabilities of short-range on-board sensors, resulting in a more holistic view of
their relative position. As use case examples, map sharing, see-through, and bird’s-
eye view V2X services can be considered in this group. In map sharing, vehicles
can exchange raw/processed data of their relative positions to build a collective
view of situational awareness. Ideally, the merging of local sensor information with
remote information is going to be executed locally and on a remote V2X application
server. In the see-through case, a leading vehicle streams the camera-captured view
out to a rear vehicle allowing it to see through the forward vehicle to avoid an
occlusion area. Similarly, bird’s-eye view application facilitates vehicles to exploit
streaming information captured by sensors in an intersection and assists in making
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safe movements. Regarding the QoS requirements, a maximum latency of 100 ms
and a downlink data rate of 50 Mbps are required in this use case group.

Cooperative Maneuver In this use case group, vehicles share their local awareness
and driving intentions allowing the optimization of their future trajectories, when
possible. In the case of cooperative intersection control (Fig. 1d), the planned
vehicle trajectories can be coordinated using a centralized intersection controller in
a safe and efficient manner. In cooperative lane change use case (Fig. 1a), vehicles
collaborate to execute a lane change for either one or a group of cooperative vehicles
in a safe and efficient way. In the case of platooning (also referred to as Cooperative
Adaptive Cruise Control (CACC)) in Fig. 1c, vehicles are able to dynamically form
a group with a leading vehicle that sends data periodically to the rest of the vehicles
forming the platoon. In a typical scenario, there is a driver in the leading vehicle
directing the platoon followed by trailing vehicles where drivers simply execute
the platoon operations based on the received information. Vehicle platooning allows
maintaining the smallest possible safe inter-vehicle distance, resulting in an efficient
utilization of the road space and thus increase of road capacity.

2.2 Advanced V2X Use Cases

As of today, the market push for a widespread commercial availability of high
automation vehicles urges the need for advanced V2X solutions in order to achieve
the benefits beyond what basic safety applications currently can offer. As shown
in Table 1, a set of advanced use cases and necessary key performance indicators
(KPIs) have been defined by 3GPP in Rel-15 and Rel-16, aiming at characterizing
CCAM services. The scope of these advanced V2X use cases is to further enhance
road safety and traffic efficiency and also to offer comfort services to passengers.
The following use cases address broad classes of advanced ITS applications:

(a) Advanced vehicle platooning: enables vehicles to autonomously form a
convoy with a group of vehicles and coordinate their trajectories or maneuvers
based on the local perception constructed through on-board sensor data and
information received from neighboring vehicles.

(b) Advanced driving: the objective is to enable semi- or fully automated driving,
letting vehicles to coordinate their trajectories or maneuvers. In principle, each
vehicle is expected to exchange its local sensor readings with other vehicles or
RSUs in the close vicinity along with respective driving intentions.

(c) Extended sensors: the definition and objectives fall into the aforementioned
cooperative sensing use case. However, the KPIs are much more stringent in
the case of vehicles characterized by a higher degree of automation and with
advanced features.

(d) Remote driving: enabling a remote driver (via tele-operation) or a V2X
application (via V2N) to take over the operation of a remote vehicle in the cases
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Table 1 KPI values for advanced ITS applications. (Derived from [6])

Use case type

Max.
end-to-end
latencya (ms)

Data rate
(Mbps)

Reliabilityb

(%)

Min.
communication
range (m)

Vehicle platooning 10–500 50–65 90–99.99 80–350

Advance driving 3–100 10–50 90–99.99 360–700

Extended sensors 3–100 10–1000 90–99.99 50–1000

Remote driving 5 UL: 25 DL: 1 >99.999 –
a Latency refers to the end-to-end packet delay across all the processing layers involved
b Reliability is defined as the percentage of (expected) rate of successful packet deliveries

of assisting those who cannot drive by themselves or a remote vehicle located
in a dangerous environment, e.g., icy roads, bad weather conditions, etc.

The KPIs shown in Table 1 demonstrate that such use cases pose much
more stringent QoS requirements than basic safety applications. In addition, V2X
messages in this set of use cases can be large with varying packet sizes (e.g., payload
up to 6.5 KB), thus resulting in the need for higher data rates as well. In the case of
high level of automation, the reliability requirements could become even stricter
(e.g., 99.99–99.999%) in the first three use cases. As will be described later in the
chapter, the existing V2X communication technologies, i.e., 3GPP cellular V2X (C-
V2X) and those based on the IEEE 802.11p standard, are not yet able to capture
enhanced V2X use cases and satisfy their stringent performance requirements. In
this context, emerging 5G systems have been evolving to offer scalable solutions to
cater diverse services and devices. In particular, three key service categories have
been recognized for 5G: (i) ultra-reliable low-latency communications (URLLC);
(ii) enhanced mobile broadband (eMBB); and (iii) massive machine-type communi-
cations (mMTC). These categories will drive the development of an unprecedented
range of vertical industries, including the automotive sector. Nevertheless, it remains
to be seen as to whether 5G systems can become the single enabling wireless
technology for V2X solutions.

3 Available Communication Technologies

3.1 Overview and Standardization Landscape

During the last two decades, several radio technologies have been proposed to cover
all the different aspects of vehicular communication and support the demanding
requirements imposed by different V2X use cases. As the design targets of future
V2X services continue to evolve, standardization bodies are working toward novel
and innovative approaches to overcome the bottlenecks in terms of performance
over the radio interface. In what follows, an overview of the V2X standardization
developments to date is presented:
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1. The 3rd Generation Partnership Project (3GPP). The 3GPP has already
raised the need to revisit the design of next-generation cellular networks to
efficiently support V2X connectivity. From Rel-14 onward, the 3GPP has
been working on the development of C-V2X technologies, often referred to
as LTE-V2X as they were initially based on the LTE4 standard specifications
[6–9]. In particular, the 3GPP Technical Specification (TS) 22.185 was a Rel-
14 document defining key V2X use cases and service requirements for both
safety and non-safety applications [8]. In the context of 3GPP Rel-15, the
TS 22.186 was developed with a focus on enhancements of V2X use cases,
e.g., vehicle platooning and remote driving, including more rigorous functional
requirements for advanced features that could not be achieved by earlier
standard specifications [6]. In general, the C-V2X radio enhancements comprise
both infrastructure-based solutions in the Uu interface (i.e., between UE5 and
eNodeB6) and sidelink-based solutions in the PC5 interface (i.e., between UEs).

As emerging V2X use cases impose requirements that are hardly met by
the existing standard improvements, the V2X development is foreseen to be
one of the major topics to be specified in 3GPP Rel-16 and future releases.
Ongoing 3GPP efforts aim at enhancing the C-V2X technology in the context
of the New Radio (NR) framework which was already standardized in Rel-15
[10]. In particular, study items include the design of the new V2V broadcast,
groupcast, and unicast sidelink communication interfaces to support the ever-
demanding requirements, e.g., in terms of reliability and latency for remote
driving and data rate for cooperative perception. A feasibility study on NR-
V2X [11] was recently concluded successfully, and several technical solutions
were identified, although NR-V2X is still in its initial stage of development
[10]. Spectrum aspects, e.g., which frequency band V2X sidelink should be
used, and positioning techniques constitute additional topics under discussion
for future standardization activities. The evolution of C-V2X functionalities is
summarized in Fig. 2.

2. Institute of Electrical and Electronics Engineers (IEEE). Since 2004, the
IEEE is working on amendments of their well-established 802.11 family
of standards to support wireless access for V2X communication in rapidly
changing mobile environments. In this context, the IEEE 802.11p standard
defines the data exchange between high-speed vehicles themselves as well as
with the roadside infrastructure. The standard operates in the 5.9 GHz frequency
band, reserved for ITS services in Europe and the USA,7 and has a particular
focus on safety applications. The IEEE 802.11p incorporates, with some minor

4LTE stands for Long-Term Evolution.
5UE stands for user equipment.
6In LTE terminology, the base station is commonly referred to as Evolved Node B (eNB or
eNodeB).
7In Japan, a single 9 MHz frequency channel in the 755.5–764.5 MHz band has also been
designated for ITS safety-related applications using V2V and V2I communication.
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3GPP Rel-8--Rel-13
(...-March 2016)

3GPP Rel-14
(March 2017)

3GPP Rel-15
(June 2018)

3GPP Rel-16
(December 2019)

LTE V2N Uu

Direct communication
LTE V2V/V2I (PC5)

5G NR V2N Uu
High bandwidth/low latency

5G NR Uu URLLC
Direct communication 5G NR V2V/V2I

Fig. 2 Evolution of 3GPP C-V2X functionalities and backward compatibility

modifications, the IEEE 802.11a Orthogonal Frequency Division Multiplexing
(OFDM) PHY layer and the Medium Access Control (MAC) layer from the
IEEE 802.11e standard. The IEEE 802.11p constitutes the underlying radio
communication basis for the following mature sets of standards:

a. The ETSI ITS-G5 standard mainly developed in Europe by the ETSI and
the European Committee for Standardization (CEN) with their relevant
technical committees. ETSI ITS-G5 has undergone a thorough standard-
ization process during the recent years and extensive field trials to test
its performance. Recently, ETSI has initiated pre-standardization studies
with the purpose of specifying new ITS services to be applicable in the
framework of ETSI ITS Rel-2 standard development [12, 13].

b. The Dedicated Short-Range Communication (DSRC) standard suite – also
referred to as Wireless Access in Vehicular Environments (WAVE) – mainly
developed in the USA by the National Department of Transport and a
consortium of automotive manufacturers for interoperability tests. At the
protocol stack, DSRC utilizes a slightly modified version of IEEE 802.11p
for the PHY and MAC layers, while the suite of IEEE 1609.x standards for
WAVE is utilized in higher layers. Above the protocol stack, V2X message
sets and related performance requirements are specified by the SAE.

c. In parallel to the standard developments in Europe and the USA, the
Japanese research and standardization organization ARIB STD-T109 [14]
has developed a standard aiming at driving safety support systems operating
in the 700 MHz band. The standard uses a PHY layer very similar to IEEE
802.11p but employs a modified MAC layer.

The IEEE 802.11 community is currently working on enhancing 802.11p
technology in the context of the P802.11bd project,8 which aims at developing
the standard amendments in the PHY and MAC layers for the next-generation
V2X systems [15]. Recent development efforts by the dedicated IEEE 802.11bd
task group focus on the challenging scenarios with high vehicle densities where

8The next-generation IEEE V2X standard will be named IEEE 802.11bd, but until publication
(expected during 2021), it is generally referred to as P802.11bd.
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the transmissions can be delayed beyond acceptable values due to collisions
between ITS stations. At the same time, interoperability, coexistence, and back-
ward compatibility with IEEE 802.11p transmissions must be guaranteed. To
further improve channel access performance, example items under discussion
include, among others, (i) new message formats for channel estimation; (ii)
adaptive retransmissions based on the congestion level; (iii) narrower OFDM
numerologies, i.e., subcarrier spacing; (iv) support of mmWave9 frequency
bands; etc.

3.2 Short-Range Communications: DSRC/ETSI C-ITS

The DSRC [16] and the European C-ITS10 [17] communication standards are based
on enhancements of the IEEE 802.11a standard (Wi-Fi) that adapt the PHY and
MAC layers for the requirements of vehicular networks, i.e., high mobility and
short-life communication links. These radio technologies facilitate the formation of
wireless ad hoc networks whenever vehicles or RSUs are within the range of each
other, thus enabling vehicles to directly communicate with other vehicles (V2V)
and with the roadside infrastructure (V2I). The protocol stacks of DSRC and ETSI
C-ITS are shown in Figs. 3 and 4, respectively.

The PHY and MAC layers of DSRC rely on the IEEE 802.11p standard [19]
with an extension of the MAC layer for multi-channel operation specified in
IEEE 1609.4 [20]. DSRC operates in the 5.9 GHz band, which ranges from
5.850 to 5.925 GHz. The wireless channels of DSRC are separated into control
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Fig. 3 The DSRC protocol stack ([18])

9mmWave stands for millimeter wave.
10The European C-ITS is called ETSI C-ITS in the rest of this section.
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channels (CCH) and service channels (SCH). The switching between channels
is coordinated according to the IEEE 1609.4 standard. The PHY layer of IEEE
802.11p uses OFDM, and, compared to Wi-Fi, it reduces the 20 MHz channel
bandwidth to 10 MHz and doubles the time parameters of the PHY, thus increasing
the performance under the rapidly varying channels of vehicular environments. The
MAC layer of IEEE 802.11p is based on the Outside the Context of a Basic Service
Set (OCB) mode which reduces latency and facilitates vehicles in close proximity to
exchange data immediately, without the prior exchange of control information. The
IEEE 802.11p uses the Carrier Sense Multiple Access with Collision Avoidance
(CSMA/CA) protocol with the Enhanced Distributed Channel Access (EDCA)
scheme, which provides four different access categories for data traffic prioritization
using specific parameters for the contention window size and inter-frame spaces per
each access category.

The PHY and MAC layers of ETSI C-ITS rely on the ITS-G5 standard [21],
which is the European variant of IEEE 802.11p. Like in DSRC, the ETSI C-
ITS standard operates in the 5.9 GHz band, which in Europe is divided into
three bands: ITS-G5A (5.875–5.905 GHz) for safety-related applications, ITS-G5B
(5.855–5.875 GHz) for non-safety applications, and ITS-G5D (5.905–5.925 GHz)
reserved for future applications. At the PHY layer, ITS-G5 uses OFDM with the
same parameter set of IEEE 802.11p but with adapted spectrum masks. At the MAC
layer, ITS-G5 also uses the OCB mode, CSMA/CA, and EDCA. In addition, ITS-
G5 introduces features for Decentralized Congestion Control (DCC) methods as
specified in ETSI TS 102 687 [22], which aim at maintaining network stability,
throughput efficiency, and fair resource allocation to ITS stations.

At the networking and transport layers, DSRC uses the Internet Protocol (IP) in
combination with the transport protocols User Datagram Protocol (UDP) and Trans-
mission Control Protocol (TCP) and the WAVE Short Message Protocol (WSMP)
specified in IEEE 1609.3. WSMP is a single-hop network protocol optimized
with short packet headers. While safety, control, and management messages are



Intelligent Transport System as an Example of a Wireless IoT System 253

transmitted on control channels using WSMP, non-safety messages are transmitted
on service channels using IP and TCP/UDP. In ETSI C-ITS, the networking and
transport layers also rely on IP and TCP/UDP for the transmission of non-safety
messages, while the GeoNetworking protocol and the Basic Transport Protocol
(BTP) are used for the transmission of safety-related messages. The GeoNetworking
protocol is specified in the ETSI EN 302 636 [23] standard. It is an ad hoc routing
protocol for multi-hop communication with geographical addressing. In particular,
it uses the geographical coordinates to forward packets based on the vehicle’s
knowledge of its own position and the neighbors’ positions. It further facilitates
multi-hop routing with the establishment and maintenance of network routes in a
dynamic environment with frequent topology changes. The BTP, specified in [24],
is a connectionless and unreliable end-to-end packet transport protocol similar to
UDP on top of GeoNetworking.

The standards at the facilities layer of DSRC and ETSI C-ITS specify a
set of requirements and functionalities to support applications. These standards
include V2X messaging protocols, position management, data fusion in Local
Dynamic Map (LDM), etc. In DSRC, the SAE J2735 [25] standard defines the
syntax and semantics of V2X messages, e.g., the basic safety message (BSM) is
sent periodically at a maximum rate of 10 Hz and conveys state information of
the vehicle, including position, dynamics, status, and size. In ETSI C-ITS, the
cooperative awareness message (CAM) specified in ETSI EN 302 637-2 [26] is
the equivalent to the BSM in the DSRC protocol stack. It is a periodic message that
provides status information to neighboring vehicles and RSUs. Its rate can vary
between 1 and 10 Hz depending on vehicle dynamics and the congestion status
of the wireless channel. In addition, the Distributed Environmental Notification
Message (DENM), specified in ETSI EN 302 637-3 [27], is an event-triggered
message controlled by the application, e.g., for collision avoidance. When a vehicle
detects a road hazard, it sends a DENM that conveys safety information in a
geographical region. In addition, the ETSI C-ITS protocol stack specifies the LDM
in the ETSI EN 302 895 [28] standard. The LDM is a database of time- and location-
referenced moving or stationary objects that influence road traffic, e.g., traffic signs
and pedestrian walking.

In DSRC and ETSI C-ITS, the application layer is not fully standardized
yet. Instead, ETSI C-ITS identifies a basic set of applications (in ETSI TR 101
638) which are classified into four groups: active road safety, cooperative traffic
efficiency, cooperative local services, and global Internet services. In DSRC, the
security layer relies on the IEEE 1609.2 standard, which provides authentication and
optional encryption of messages based on digital signatures and certificates. In order
to protect privacy, certificates do not contain driver’s information, and the certificate
authority can link the certificate to the driver’s identity. In addition, in order to avoid
the tracking of vehicles, each vehicle changes its certificate frequently and uses it
only for a limited time. The approach in the security layer of ETSI C-ITS [29] is
very similar to DSRC. The security and data privacy mechanisms of ETSI C-ITS
are based on the security architecture defined in ETSI TS 102 940, as well as ETSI
TS 102 941 for confidentiality and ETSI TS 102 942 for data integrity.
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3.3 Cellular-Based: LTE-V2X, NR-V2X

Recently, the 3GPP has developed the first set of cellular standards for V2X
communication. Today’s realization of C-V2X is based on the LTE-V2X [30]
standard specified in 3GPP Rel-14, and it will evolve into the future NR-V2X
standard to be specified by the end of 2019 in 3GPP Rel-16. C-V2X is gaining
support from the leaders of the automotive and telecom industries, which has
led to worldwide C-V2X trials (some examples in [31–33]), while it is already
stated that C-V2X offers superior performance than IEEE 802.11p-based radio
technologies [34]. In this section, we provide an overview of the current C-V2X
standard specified in 3GPP Rel-14 and Rel-15, as well as a brief outlook into NR-
V2X (Rel-16).

The protocol stack of C-V2X is shown in Fig. 5. As it can be observed, the
lower layers are specified by 3GPP for radio access, whereas the upper layers
(i.e., applications, facilities, networking and transport, and security) are reused
from the core standards used in DSRC and ETSI C-ITS. This allows a one-to-
one mapping of the already existing applications that were already developed for
DSRC and ETSI C-ITS and ensures interoperability with the emerging C-V2X
applications. The C-V2X (3GPP Rel-14 and Rel-15) standard provides two different
radio communication interfaces that can be used to support all types of vehicular use
cases: the Uu interface and the PC5 interface.

The Uu interface uses the conventional cellular link between the UE and the
eNodeB and operates in commercial licensed cellular spectrum. A UE using the
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Fig. 5 The cellular V2X protocol stack [35]
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Uu interface transmits messages to the eNodeB in the uplink, and messages are
sent from the eNodeB to the destination UE in the downlink. The Uu-based
communication requires that the UE resides within the coverage area of an eNodeB,
and the eNodeB is responsible for the radio resource management. The main
advantage of the Uu interface is that it facilitates a large dissemination range of
V2X messages by leveraging the cellular core network. However, due to the inherent
network delays, the Uu interface is expected to be used for latency-tolerant use
cases, such as dynamic high-definition (HD) maps, software updates, infotainment,
traffic information, and informational safety.

The PC5 interface allows for direct communication between UEs (e.g., vehicles,
RSUs, and other road users) without requiring every message to be routed through
the eNodeB. Therefore, the PC5 interface is suitable for time-critical safety use
cases that require low latency communication with enhanced range, reliability, and
non-line-of-sight performance. The PC5 interface specified in 3GPP Rel-14 and
Rel-15 evolves from the device-to-device (D2D) framework standardized in the
previous Rel-12 and Rel-13 for proximity services, e.g., emergency communications
in case of natural disaster. The UEs can employ the PC5 interface both in the
presence and absence of the eNodeB, i.e., with or without cellular coverage. In case
of cellular coverage, the eNodeB manages resource allocation and scheduling for
transmissions (referred to as sidelink Mode 3). When the UE is outside cellular
coverage, it will manage itself the radio resources in an autonomous manner
(referred to as sidelink Mode 4). This is achieved through a resource reservation
algorithm which requires that the UE senses the channel and processes the results
to ensure that other UEs reserve orthogonal resources in time and/or frequency in
order to reduce packet collisions.

The sidelink Mode 4 of the PC5 interface can operate without provisioning
of a subscriber identity module (SIM), thus not requiring subscription with a
mobile network operator. Therefore, PC5-based communication allows the support
of critical vehicular safety services when cellular coverage is not available or
when the vehicle does not have a cellular subscription. In order to support SIM-
less operation, automotive OEMs will have to configure the UE on-board each
vehicle with the parameters required to autonomously reserve radio resources, e.g.,
allocation schemes, sources of synchronization, etc.

The enhancements introduced in C-V2X were basically aimed at handling high
relative vehicle speeds and to improve reliability, throughput, and latency. C-V2X
is capable of supporting a basic set of vehicular use cases that require the delivery
of periodic messages ranging from 1 to 10 Hz periodicity and 50–100 ms end-to-
end latency. The main enhancements will be introduced in NR-V2X (3GPP Rel-16)
which will provide ultra-reliable, low latency, high-throughput communication to
support autonomous and advanced driving use cases. The current design of NR-V2X
focuses on the following main areas: design of an enhanced sidelink, enhancements
to the NR Uu interface, configuration/allocation of sidelink resources using the NR
Uu interface, mechanisms to select the best interface (among LTE sidelink, NR
sidelink, LTE Uu, and NR Uu) for V2X message transmission, and coexistence of
C-V2X and NR-V2X within a single device.
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Table 2 A summary of short-range and C-V2X communication technologies

Technology Features Benefits Use cases

DSRC/ETSI
ITS (IEEE
802.11p)

Direct communication High density/mobility
support

Basic safety only

Self-managed Direct range up to 250 m

Can operate in 5.9 GHz
spectrum

Mature for deployment

IEEE/ETSI security services Extensively standardized

C-V2X High density/mobility
support

Direct range over 450 m Basic safety

Direct and network
communication

Extended coverage via
cellular infrastructure

Enhanced safety

Managed by cellular
operators

Address V2X
applications in an
end-to-end manner

Advanced V2X in
autonomous
driving

IEEE/ETSI/ISO security
services

Broad and global
support ecosystem

Can operate in 5.9 GHz
spectrum

Short-range mmWave
support

Involvement of key
stakeholders

Table 2 summarizes the key features of short-range and cellular-based V2X
technologies, highlighting their benefits and applicable ITS use cases.

4 Challenges for Future V2X Communication

Although both 802.11p-based and C-V2X technologies provide satisfying results
for a basic set of vehicular safety applications in low channel load conditions and in
favorable propagation environments, they cannot adequately address the stringent
QoS requirements imposed by the next-generation automotive use cases, especially
when an increasing level of automation is considered [36]. When the vehicular
density exceeds a certain limit, i.e., traffic overload in IoV scenarios, the contention-
based channel access mechanism of 802.11p results in high collision probability
due to the simultaneous transmissions and the hidden terminal problem. Thus, the
scalable support of mission-critical services associated with high reliability levels,
e.g., vulnerable user protection, is prevented.

In addition, although C-V2X sidelink communication introduces a sensing
mechanism to cope with the undesirable effects of channel congestion, it does not
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completely eliminate the collision risk, especially in the case of high traffic load
where all the resources might be sensed occupied and still the transmitter has to
choose one of them. Therefore, several challenges remain open for the future C-ITS
applications and drive the standardization efforts for both 802.11p-based and C-
V2X technologies. In what follows, we provide an overview of the most important
challenges that require innovative solutions to enable fully autonomous driving:

1. Meeting C-ITS communication requirements simultaneously: The future
C-ITS use cases cover a broad range of high-mobility scenarios associated
with a multiplicity of – often conflicting – requirements which makes the
design of a single network really challenging, both for the radio interface and
the system architecture [37]. As the level of driving automation increases,
safety-critical services impose stringent requirements in terms of end-to-end
latency (less than 3 ms), reliability (higher than 99.999%), and positioning
accuracy (down to 5 cm). Achieving ultra-reliable communication with low
latency is a major challenge in terms of physical design due to the fundamental
trade-off that lies between the two targets, especially given the fast-changing
nature of the propagation environment and the level of interference due to
the vehicles’ high mobility [38]. The support of multiple subcarrier spacing
options by the NR offers flexibility in the frame structure, and the selection of
the suitable physical layer numerology mainly relies on the resulting latency-
reliability trade-off. The utilization of short-range mmWave bands could offer
great potential in terms of high data rate, e.g., for HD map exchange or sharing
large volumes of contextual data. However, the transmit/receive beam alignment
associated to the operation on mmWave frequencies imposes a significant
challenge in highly dynamic V2X environments [39]. In addition, sidelink-
based V2X communication, which is preferred in many V2X scenarios, may not
be sufficient to meet the requirements as a stand-alone solution; therefore, the
potential of multi-connectivity combining the sidelink with the uplink/downlink
(Uu) link could be explored for enhancing reliability as well as data rate for
advanced V2X communication.

2. Traffic differentiation and QoS management: The accommodation of the
various requirements of emerging V2X applications raises new challenges for
efficient traffic differentiation, interference handling, and resource allocation.
Although the dynamic sharing of the same resources for different services
is certainly beneficial in terms of spectral efficiency, it brings challenges on
the system design that has to optimally multiplex different service flows with
different QoS requirements [40]. For example, providing URLLC for V2X
mission-critical services and maintaining high data rates for eMBB services
are contradictory requirements and become even more challenging in resource-
constrained scenarios. Similarly, different types of interference arise, especially
considering all different V2X communication forms, frequent handovers, and
the potential operation over unlicensed bands. The interference due to co-
channel operation or from adjacent channels should be efficiently mitigated in
order to increase reliability levels.
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3. Precise localization of vehicles and road users: Ubiquitous, accurate, and
real-time knowledge of road users’ position and vehicles’ trajectory is a
crucial requirement and enabler for many V2X use cases, e.g., lane merge and
platoon formation. High mobility and ever-changing network topologies in V2X
communication make it difficult to achieve high accuracy (i.e., centimeter level)
for absolute and relative positioning, trajectory alignment, etc. [41]. The V2X
dynamics, including high Doppler and delay spread due to moving transmitters,
receivers, and scatterers, create a harsh propagation environment that hinders
the ubiquitous and real-time tracking of road users. The high frequency bands
considered for V2X communication, e.g., the mmWave band, may further
deteriorate the impact caused by the Doppler spread, frequency error, and phase
noise. In addition, the delay to process and/or feed location information to the
corresponding server is not negligible. To overcome these issues, radio-assisted
positioning techniques leverage triangulation algorithms running in multiple
base stations with Multiple-Input Multiple-Output (MIMO) beamforming to
achieve accurate localization. In addition, the use of smaller antenna array
sizes in the frequency range above 6 GHz would exploit the available spatial
information to enrich the time measurements (conventional LTE positioning)
with angle measurements and achieve accuracy levels of below 1 m.

4. Accurate channel modeling: The availability of appropriate channel models
for V2X communications constitutes a fundamental prerequisite for the V2X
interface design. Due to the short coherence time and the limited coherence
bandwidth, both channel estimation and data equalization are challenging in
highly mobile environments. In [42] and [43], the state of the art in vehicular
channel measurements and related models is presented. However, the presented
modeling approaches are scenario-dependent and cannot be generalized to char-
acterize a variety of scenarios (e.g., urban, rural, and highways) encountered
in real-life vehicular environments. In addition, the modeling methodologies
to date do not yet consider the direct communication between two moving
vehicles in a dense urban environment, or the characteristics of V2X-specific
network elements like RSUs. Overall, the choice of the appropriate channel
model along with the proper combination of parameters for each of the V2X
use cases constitutes an open challenge for radio designers.

5. Distributed computing and network slicing: Vehicles are progressively being
equipped with an increasing number of sensors for object detection, velocity
measurement, virtual imaging, or generation of HD maps. In emerging V2X use
cases, there is a gradual trend to deploy higher-performance computing and stor-
age devices on board; automated driving will transform vehicles into powerful
computing and networking hubs for increased safety. However, it is still unclear
how and where (i.e., locally, on RSUs, or centrally in the cloud) to efficiently
process the large amount of on-board generated data. Mobile Edge Computing
(MEC) has been recently proposed as an innovative computing paradigm to
overcome the limited computation and storing capabilities of on-board units
[44]. By deploying cloud-like infrastructure at the vicinity of the vehicles,
efficient content (e.g., HD maps) caching can be achieved, reducing the data
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streams infused to the network while a short response delay can be provided,
e.g., for cooperative driving. In addition, Network Function Virtualization
(NFV) enables dynamic computing and storing resource management among
different MEC servers leading to a scalable architecture. Since software-defined
network (SDN) control modules in MEC servers can separate the control plane
from the data plane, multiple wireless access networks can interwork to support
the increased traffic data in IoV scenarios, and various radio resources can be
abstracted and reallocated to base stations.

6. Security and privacy: Future V2X communication will support diversified
cooperative applications and services where autonomous vehicles will need
to exchange various types of sensitive data, such as vehicle ID, position, and
speed. A secure and privacy-aware architecture is thus required to guarantee
the level of identities and data protection by ensuring the authentication of the
message senders in vulnerable V2X scenarios, e.g., tracking of instantaneous
vehicle locations, generation of false alerts and accidents, congestion, etc. [45].
At the same time, V2X security and privacy mechanisms should have minimum
impact on the ongoing communication, e.g., the introduced latency for certified
message signatures should not violate the end-to-end latency threshold.

5 Conclusions

The automotive industry is undoubtedly one of the key drivers of emerging 5G
systems and beyond, with its unique features in terms of heterogeneity of end-users,
stakeholders, and technologies, its diversified use cases, demanding application
requirements, and unprecedented performance challenges. In this chapter, we have
highlighted the fundamental role of wireless connectivity in the ongoing ITS trans-
formation toward fully connected IoV systems with increased level of automation.
The IoV relies on the cooperation between road users, vehicles, and RSUs to provide
not only conventional V2X safety and infotainment applications but also advanced
transport-related services, including autonomous and green driving. Examples
of V2X use cases have been presented along with a classification of the main
application requirements. In addition, the basic characteristics of the two present-
day wireless technologies that are capable of supporting V2X communication
are discussed. The stringent needs and fundamentally different characteristics of
emerging ITS render indispensable the evolution of the existing technologies and
require a major mentality shift on the way networks operate nowadays. To that end,
we have analyzed the main research challenges related to the V2X radio interface
and system design, and useful insights can be drawn for future research directions.

The potentials of emerging ITS have been acknowledged by the industrial and
academic communities, and specifications targeting at ubiquitous V2X connectivity
are developed by standard development organizations. Ongoing standardization
efforts aim at enhancing the features and functionalities of IEEE 802.11- and
cellular-based technologies to achieve the needs of advanced V2X use cases.
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Besides the technical challenges of the new automotive landscape, the V2X ecosys-
tem brings together a diverse set of stakeholders: the automotive industry, road
infrastructure operators, mobile network operators, standards-developing organiza-
tions, policy makers, and end-users. A plethora of open research questions exists for
which the answers have to be explored in concert with different V2X stakeholders.
Close synergies among them are thus required to shape the future mobility concept
and ultimately deliver a brand-new experience for drivers, travellers, and other road
users. At the same time, a regulatory framework will be necessary to address ethical,
legal, environmental, and safety aspects, while significant effort will be needed
to foster end-users’ acceptance, a prerequisite for the successful market launch of
advanced V2X services.
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UAV-Enabled IoT Networks:
Architecture, Opportunities,
and Challenges

Shahriar Abdullah Al-Ahmed, Tanveer Ahmed, Yingbo Zhu,
Obabiolorunkosi Olaoluwapo Malaolu, and Muhammad Zeeshan Shakir

1 Introduction

Unmanned Aerial Vehicle (UAV), also widely known as drones, have proven very
competent to numerous applications due to their low cost, flexibility and mobility.
Initially, they have been used for military surveillance which now can be used by the
public and other commercial applications and sectors. Some diverse applications of
UAVs can be mentioned as providing medical supplies, environmental monitoring
(e.g. air/water pollution, weather monitoring, forest fire detection and industrial
applications), delivering products, rescue operation and emergency search [67, 82].
While delivering these services, we require a full duplex communication system for
controlling and monitoring the environment from a remote distance. UAVs with on-
board sensors, antennas and software are able to meet this requirement. Thus, UAVs
are considered as part of the Internet of Things (IoT) [43].

IoT is considered as one of the emerging technologies in which independent
smart devices can be utilised in any environment to monitor and exchange data
amongst themselves. It is expected that there will be 25 billion IoT devices with
unique identification by the end of 2020 [43]. These devices require optimal
placement along with connectivity that provide a high Quality of Service (QoS).
UAVs can be utilised here as a wireless infrastructure to provide connectivity for
data transfer between IoT devices and control centre. In addition, optimal placement
of the UAVs with integrated IoT platform (i.e. on-board sensors, cameras, etc.) can
collect on-board data from anywhere because UAVs are able to reach most places
including difficult to reach spots. Multiple UAVs can be connected together in order
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to create UAV-enabled IoT networks to provide scalability. Wireless connectivity
with relaying from UAV-to-UAV opens another dimension for IoT platforms where
UAV network itself becomes wireless on-board IoT infrastructure. Notwithstanding
the opportunities, this area is not free from challenges. Some challenges like 3-
D placement of UAV-enabled IoT sensors to provide the best coverage, ad-hoc
network topology, resource management, energy efficiency, safety and security will
cause many disruptions while developing, organising and maintaining the UAV-
enabled IoT networks. Furthermore, the most difficult challenge is air-to-air and
air-to-ground channel modelling at various speeds, weather conditions and antenna
direction for link establishment. This chapter focuses on many challenges and some
suitable solutions for UAVs acting as wireless IoT systems and UAV networks
collecting data from ground IoT devices which are considered as UAV-enabled IoT
networks.

2 Overview of UAV-Enabled IoT Networks

In this section, we discuss about the UAV system, UAV regulations in different
countries and UAV networks which are part of UAV-enabled IoT networks.

2.1 UAV System

As the name suggests, UAV is an aircraft without any pilot on-board but with a
ground-based or on-board controlling system to be managed by humans or com-
puters [28]. Most general UAVs consist of unmanned aircraft, payload, the human
element, control elements and data link communication for duplex communication
[50]. Nowadays, the UAVs are equipped with IoT devices for many applications
which are making UAVs more powerful than before [66].

UAV has many distinct features, for example, altitude, length, width (wing span),
weight, range, maximum payload, endurance and so forth. Based on the application,
federal law and requirement of the QoS, one needs to use the relevant type of UAV.
In general, there are three types of UAV based on altitude: low altitude platforms
(LAPs), medium altitude platforms (MAPs) and high altitude platforms (HAPs)
which can hover from a few hundred meters to 20 km [3, 39, 67].

HAP: These UAVs are used for Line-of-Sight (LoS) connectivity for a large-scale
operation area. Airships or planes are good examples of this type of platform. The
longevity for this type of platform to stay airborne could be from a few hours to a
few years based on the fuel capacity, type, power constraints, etc. [3].
MAP: These platforms are used for relaying between HAP and LAP and stay
airborne for a few hours. These platforms are also used by military operations due
to their speed and endurance capabilities [3].
LAP: These types of platforms are in huge demand by everyone for their communi-



UAV-Enabled IoT Networks: Architecture, Opportunities, and Challenges 265

cation payload capabilities and rapid deployment advantages. These UAVs are also
capable of carrying small sensors or IoT devices on-board [3].

Again, the UAVs can also be categorised into two types based on their wings:
fixed-wing and rotary-wing. The first type of UAV can travel at a faster speed to
cover larger distances, while the second type of the UAV can stay in steady positions
[82]. For IoT applications, UAVs with rotary-wings or LAPs are preferable because
these UAV can be dynamically and efficiently positioned while using very little
power for the IoT to UAV communications [61].

2.2 UAV Regulations

UAV regulations have to be brought into attention when the UAV-enabled IoT
networks need to be used for any kind of applications. There are many concerns
related to the use and deployment of the UAVs with on-board IoT devices or UAVs
to interface with ground IoT devices such as security, public safety and collision
avoidance with UAV or airplane or any other object in the sky [62]. Every country
has its own regulation system being continuously developed. In Table 1, we show
some UAV regulations in different countries based on some criteria like applicability
and operational restrictions mainly for LAP platforms [30].

UAV communication regulations have not been unnoticed by the communication
regulatory bodies. The Electronic Communications Committee (ECC) within the
European Conference of Postal and Telecommunications Administration (CEPT)
has formed a group in 2015 where the group developed a report called ECC 268 in
2018 [30]. This report supported standardisation of dedicated frequencies for UAVs
especially for professional use cases and un-licensed spectrum for non-professional
UAV applications or short-range communications. In the USA, the Aerospace Indus-
tries Association (AIA) sent a petition to the Federal Communications Commission
(FCC) for making a law for secure UAV communications. Public remarks need to
be taken into account for decision-making by FCC [30].

2.3 UAV Networks

UAV communication network or UAV networks can be defined as the communica-
tion between multiple UAVs utilising its flexible functionalities and resources. An
airborne network or swarm of UAVs when working together via relay and mother or
head nodes can accomplish many challenging tasks [73]. For example, farmers can
monitor a farm by deploying multiple UAVs with on-board IoT platform. The same
deployment method can be used to monitor forest fire scenarios and can be referred
to as airborne sensing [70, 85]. UAV networks are also able to be used for collecting
different kinds of data from the ground IoT devices or sensors. In all cases, the UAVs
will provide reliability, wide coverage and low latency with greater flexibility.
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Table 1 UAV deployment regulations in some countries

Country Limitations

UK Highest altitude 122 m

Lowest distance to people 50 m

Lowest distance to airport N/A

Operational time: N/A

Europe Highest altitude 120 m

Lowest vertical distance to people’s property 20 m

Lowest distance to airport N/A

Operational time: N/A

USA Highest altitude 122 m

Lowest distance to people N/A

Lowest distance to airport 8 km

Operational time: N/A

Australia Highest altitude 120 m

Lowest distance to people 30 m

Lowest distance to airport 5.5 km

Operational time: daytime only

South Africa Highest altitude 46 m

Lowest distance to people 50 m

Lowest distance to airport 10 km

Operational time: daytime and clear weather

China Highest altitude 120 m

Not allowed in densely populated area

Lowest distance to airport N/A

Not allowed in no-fly-zones (e.g. Beijing)

Operational time: daytime only

2.4 Applications and Use Cases

The fundamental advantage of UAVs which is flexibility brings lots of use cases and
applications. Some applications and challenges are briefly discussed here:

• Crowd surveillance: Crowd can be monitored with appropriate IoT devices
fitted in UAVs for any large events instead of sending large security services.
Any incident can be monitored by the security staff from a centralised location.
The incident or suspicious person can be identified, and photos can be taken
until a security agent is reached to a certain location [56].

• Real-time road traffic observation and other uses: UAVs can be used to
monitor real-time traffic conditions or road accidents and send traffic or relevant
information to a central server where road traffic agencies and commuters
can analyse the data and pick their best route [26]. Moreover, UAVs with
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on-board IoT or sensors to measure temperature, humidity and other ambient
environment conditions can be used to get accurate weather or environment
information for a wide range of audiences such as holidaymakers, farmers,
mountain hikers, etc.

• Disaster management: For natural disasters in any area including remote
areas, cost-effective, reliable, quick and efficient infrastructure is required to
carry out risk assessment, evacuate people, search for victims and establish
communication. UAV-enabled IoT networks can help to identify disabled
people and may assist to find out the missing items from its electromagnetic
emissions of any sufferer concealed under the destroyed building or heavily
dense forest [58].

• Earthquake cases: If any earthquake hits any region, UAV-enabled IoT net-
works can be used to hover around that area and continue to collect data to
analyse the damage, pollution, weather and environmental information. UAVs
can also be used to deliver food or medicines to the victims by using on-board
sensors; for instance, cameras or location sensors can be used for location
estimation. During the East Japan earthquake in 2011, UAVs were utilised for
measuring radiation levels of Fukushima nuclear power plant out of many other
purposes [68].

• Smart City: In a rapidly growing population areas, UAV-enabled IoT networks
can provide excellent opportunities to create smarter cities. Such networks can
monitor traffic, pollution levels and weather. Moreover, it is possible to perform
rescue operation and offer support for police, and they can also be utilised for
geo-spatial and surveying, civil security control, fire fighting and so forth [54].

3 UAV-Enabled IoT Systems

This section presents the architecture of the UAV network along with the brief
discussions on routing design and protocols for UAV networks.

3.1 Architecture

The UAV-IoT network architecture completely relies on the application or use case
and requirement. Basically, there are two types of UAV-enabled IoT networks. First
one is with on-board sensors or IoT devices which uses UAV-to-UAV communica-
tion to connect with the remote control centre. The second one is where the UAVs
collect data from ground IoT devices or sensors and use IoT-UAV communication
for data collection and UAV-to-UAV communications to establish connection with
remote control centre. Here, the ground IoT devices or sensors can be static (e.g.
smart home monitoring) or moving (e.g. cars, trains or electric vehicles). In most
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Fig. 1 UAV-enabled IoT networks architecture for various heterogeneous types of the IoT services

cases, the UAV network could be based on a single layer or comprises several layers
with one mother or head UAV and ground control systems. One important feature
of this network is to reorganise and maintain communication if one of the UAV
nodes fails [13]. Other features like collision avoidance for multiple UAVs, route
planning and optimisation can be used to get the best result of the UAV deployment.
The main topology for the UAV wireless network architecture is considered as star
or mesh. Figure 1 shows the illustration of the heterogeneous UAV-enabled IoT
network based on [11, 58, 73].

There are many challenges for this type of UAV-enabled IoT networks archi-
tecture. Self-organisation, while increasing or decreasing the number of UAVs in
the cluster, is a very challenging task while maintaining the security and safety
of the public. Full duplex communication to the ground base station is another
challenge as many UAVs will try to connect at the same time. Other challenges can
be mentioned such as route planning and optimisation, interference management
and reliable connection from UAV-to-UAV under diverse weather conditions.

3.2 UAV Communication System

The communication systems assist the UAVs and IoT to manage, control and
acquire data in UAV-enabled IoT networks. This system could be between UAV-
to-UAV, UAV-Ground or UAV-IoT and Ground-UAV for simplex or full duplex



UAV-Enabled IoT Networks: Architecture, Opportunities, and Challenges 269

Table 2 Types of communication mechanism for UAV-based IoT systems

Transmission
rangeProtocol Type Physical layer specs Data rate

BLE 4.0 WPAN 2.4 GHz, FHSS/FSK <1 Mbps <60 m

Z-Wave WPAN 800–900 MHz,
FSK/GFSK

<100 Kbps <100 m

Zigbee WPAN 2.4 GHz, OQPSK <250 Kbps <100 m

IEEE 802.11a/b/g/n WLAN 2.4 GHz–5 GHz,
DSS/OFDM

<600 Mbps <250 m

IEEE 802.11p
(WAVE)

WLAN 5.9 GHz, OFDM <27 Mbps <1 km

LoRa LPWAN 433–915 MHz, CSS <50 Kbps <15 km

SigFox LPWAN 868–928 MHz,
DBPSK/GFSK

<100 bps <20 km

IEEE 802.16
(WiMAX)

MAN 2–66 GHz,
MIMO-OFDMA

<2–
75 Mbps

<56 km

NB-IoT Cellular Operator defined,
OFDMA/SC-FDMA

<200 Kbps <Cell range

LTE-M Cellular Operator defined,
OFDMA/16-QAM

<1 Mbps <Cell range

LTE-A/4G Cellular 700–2500 MHz <1 Gbps <Cell range

5G Cellular 600 MHz-6 GHz/24–
86 GHz

<10 Gbps <Cell range

Satellite
(LEO/MEO/GEO)

WAN 1.53–31 GHz,
FDMA/TDMA

<1 Gbps Worldwide

communication depending on the applications or use cases and requirements. A
wide range of communication mechanisms and network protocols can be found in
[72]. Some emerging types of suitable communication systems for UAV-enabled
IoT networks have been summarised in Table 2 from [36, 43].

3.3 Routing Protocols

Routing protocols are necessary in order to maintain efficient transmission of
packets between UAV nodes. It has major challenges especially when a large
number of UAVs are deployed. The nodes are dynamic as well as may be uneven due
to the distribution methods. The range restriction between the base station and nodes
can also be taken as a challenge [13]. All of these challenges may cause packet loss
and link failure in limited bandwidth scenario which will lead to inefficient network
deployment.

UAV networks have their features for routing depending on the requirement and
deployment in any scenario. However, it is still very important to avoid packet loss
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Table 3 Different routing design for UAV-to-UAV communication

Routing design Description

Unicast Direct hop to hop

Broadcast Flooding messages over the network

Multicast One hop to many hops

Geocast Multicast based on geographical location

Cooperative routing UAV node assist each other by creating a relay

Path discovery Selecting the best path from all the possible path from source to
destination

Single path Singe path is used calculating predefined routing tables

Multiple paths Multipath routing table gives choices if there is any problem in the
network

and perform relay selection to maintain a secure network. Some routing design
techniques have been very briefly discussed in Table 3 from [13].

The other routing design for data communication can be mentioned as grid-
based routing, quorum-based routing, store-carry and forward, greedy forwarding
and prediction [13]. Routing protocols are also important along with routing design.
Some routing protocols that have been studied are topology-based, cluster-based,
deterministic and stochastic routing protocols. Many studies have been carried out
for routing protocols, and their summary can be found in [13].

4 Propagation Channel Modelling

In this section, we discuss regarding the propagation characteristics of UAV.
Modelling of UAV propagation channel can be classified into two broad categories:

1. Empirical channel modelling
2. Analytical channel modelling

4.1 Empirical Channel Modelling

Due to cruising of UAV, channel parameters can change frequently from time
to time. Many research have been carried out in order to get the most accurate
propagation channel model. We can classify the empirical channel model into the
following three types:

1. Air-to-Air path loss model: for UAV-to-UAV communication including with or
without on-board IoT devices or sensors

2. Air-to-Ground path loss model: for communication between UAV and IoT
devices as well as ground base stations.

3. Ground-to-Air path loss model: for IoT devices to UAV uplink communication.
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Air-to-Air Propagation Channel Model

The difference between air-to-air channel modelling and air-to-ground channel
modelling is simple and easily manageable. Air-to-air channel modelling has very-
low-multi-path fading and is less dependent on the ground surface. However, it
has a higher rate of Doppler effect due to significant relative velocity within the
UAVs [46]. Several studies have been carried out to characterise air-to-air channel
modelling. The air-to-air channel modelling used in between UAVs can be found
in aerial wireless sensor networks [4], UAV swarm networks [34], flying ad-
hoc networks [16] and wireless backhaul networks [38]. The UAV propagation
characteristics depend upon the environmental condition, flight direction, alignment
of the LoS, ground reflections and relative velocities. The authors in [4] empirically
characterised and used 802.15.4 (ZigBee) wireless sensor networks and showed that
the air-to-air communication is better in terms of path loss and the signal strength
increases [4] with altitude and decreases with distance.

The authors of [78] have used IEEE 802.11 for multi-hop UAV networks
for mainly air-to-air communication, whereas they used the same communication
system for single-hop UAV networks for the single UAV and ground station
communication. They have also considered log-distance propagation model for
higher throughput and longer distance in air-to-ground propagation channel. The
authors of [33] carried out their studies both in lab and outdoor environment mainly
for altitude dependant multi-path propagation in the air-to-air channel by extending
the UAV specific Rice model. The authors of [80] analysed the path loss for
horizontal and vertical distances in air-to-air and air-to-ground channels. In addition,
the authors in [86] have studied the air-to-air model for UAV-to-UAV using a 3-D
Ellipsoid model.

The most recent work of low-altitude UAV air-to-air channel modelling can be
found in [46]. In this paper, the authors demonstrated the extension of the log-
distance path loss model which is given below:

PL(r) = PL(rO) + 10ϕ log10

(
r

rO

)
+ Xδ + XO (1)

where PL(r) denotes the path loss at a certain distance r , ϕ denotes path loss
exponent, Xδ represents the shadow fading which is a zero mean Gaussian dis-
tributed random variable and XO denotes additional fading. The path loss exponent
ϕ changes with the altitude h of the UAV. In expression (1), variable ϕ can be
formulated as:

ϕ = a × hb + c (2)

where a = 2.598, b = −0.5268 and c = 1.945. Furthermore, the authors also used
root mean square error (RMSE) value of 0.003937 to get low prediction error.
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Air-to-Ground Propagation Model

For air-to-ground channel modelling, the signal intensity changes with time depend-
ing on the frequency. In terms of signal intensity, the communication model can be
divided into two types:

1. Path loss and large-scale fading model
2. Small-scale fading model

Path Loss and Large-Scale Fading Model

Large-scale fading usually occurs when an obstruction comes in between the LoS
of UAV and ground base station where it is larger than the wavelength. If there is
no obstruction, then the fading effect occurs with the two ray variations from earth
surface to multi-path component [41]. In some studies, many researchers discussed
the path loss or shadowing (if present) in various scenarios. Air-to-ground channels
in LoS system, path loss modelling begins with free-space path loss (FSPL) due
to earth surface reflection. In this scenario, the path loss is described by the two
ray models. Other measurement results found in the literature use the path loss
model where signal is lost proportionally with the distance, mentioned as path loss
exponent (PLE) model. The authors in [51] have examined the two ray models
whereas the authors in [52, 79] have explored the path loss model and large scale
fading in urban environment. It was observed in [79] that PLE for IEEE802.11
was different during hovering and moving of UAV due to different orientations of
on-board antennas which produce different antenna patterns and can distort main
path loss characteristics which in turn make it difficult or impossible to compensate
path loss. Besides, the authors of [32] have proposed the distance and frequency
independent path loss model for urban and rural areas, whereas the authors of [71]
have suggested the path loss model depends upon distance in the 3-D plane and
operating frequency. Reference [12] suggests an altitude-dependent path loss model,
and reference [6] introduced angle-dependent PL model.

Based on the LoS probability, one of the simplified path loss model is presented
here from [25]. The path loss between a UAV and ground IoT devices relies on the
position of the UAV, IoT devices and environmental parameters, for example, rural,
suburban, urban and extra-urban. Path loss based on LoS between j th UAV and ith
IoT device can be given as:

PjiLoS
= 1

1 + α exp
[
−β

(
180
π

arctan
rij
hj

− α
)] (3)

In the above expression, α and β denote the constant values dependent on

environment, hj is the height of the UAV and rij =
√

(xi − xj )2 + (yi − yj )2 + h2
j

is the horizontal distance between the IoT device and the UAV where i ∈ I, (xi, yi)
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and j ∈ J, (xj , yj , hj ). In such a situation, the calculation of Non-Line-of-Sight
(NLoS) can be written as PjiNLoS

= 1 − PjiLoS
.

Small-Scale Fading Model

This model is applied in narrowband channels or individual multi-path components
or tapped delay line wideband models. According to the authors of [49], the
depth of small-signal amplitude varies inversely with the bandwidth. Small-scale
Stochastic fading models can be developed via analysis and empirical data or
through geometrical analysis and simulations. Some commonly used models for
small-scale fading distribution are:

Loo Model: For narrowband air-to-ground propagation channel, the authors of [69]
studied fading statistics in urban areas using the Loo Model.

Rayleigh Model: It is also known as the Rayleigh scattering environment where
the authors of [2] tested relay-based UAV systems. Another study [37] suggests
several multiple access ground-to-air channels which can be modelled with
Rayleigh fading.

Rician Model: This model is used to approximate the fluctuations in the fading
channel with the LoS. The authors of [79] used this model for high-altitude
UAVs, and authors of [20] used this model for scattered multi-path environment.
For air-to-air channel characterisation, the authors of [33] observed an altitude-
dependent Rician K-factor multi path components (MPC) fading due to ground
reflected. Their results proved the value of K increases as the altitude increases.

Nakagami-m Model: The authors of [2] found that this model is appropriate for
high-altitude applications. The authors in [1] derived an equation to calculate
the outage probability of cooperative UAV network using Nakagami-m model.
Besides, it has been suggested in [88] that Nakagami-m has the opportunity to
estimate the Rician fading.

Ground-to-Air Propagation Model

UAV and IoT devices deployment can co-exist in any environment such as extra
urban, urban, suburban and rural. In this type of scenarios, it is difficult to get all
kinds of relevant parameters (e.g. altitude, elevation angle) to be known. Therefore,
every IoT device has a LoS link probability to a UAV for ground-to-air commu-
nication due to randomness of the nature. For this type of uplink communication
by utilising Orthogonal frequency-division multiple access (OFMDA) modulation
scheme, the suitable expression is similar to expression (3). In that expression, it is
obvious that the LoS probability becomes better if the altitude of the UAV is raised.
So, the path loss for ith IoT device to j th UAV becomes [19]:
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Lij =

⎧
⎪⎪⎨

⎪⎪⎩

μ1

(
4πfcrij

c

)γ

, LoS link,

μ2

(
4πfcrij

c

)γ

, NLoS link,

(4)

In the above expression, fc denotes the carrier frequency, c represents the speed
of light, γ stands for the path loss exponent and μ1 and μ2 denote the extreme path
loss coefficients where μ2 > μ1 > 1 in LoS and NLoS circumstances. Bearing in
mind, the probability of NLoS is PijNLoS

= 1 − PijLoS
. Also, there is a fact that it

is impossible to figure out which path loss model is encountered by the IoT device-
UAV uplink communication. For this reason, the average path loss is taken into
consideration. Then, the average path loss using (3) and (4) can be expressed as:

PLij = PijLoS
LijLoS

+ PijNLoS
LijNLoS

(5)

= PijLoS
μ1

(
4πfcrij

c

)γ

+ PijNLoS
μ2

(
4πfcrij

c

)γ

= [
PijLoS

μ1 + PijNLoS
μ2

] (
κorij

)γ (6)

where κo = 4πfcrij
c

. Apparently, the average channel gain between IoT device and
UAV is G = 1

PLij
. So, average G can be used as to model interference and to

compute desired link. For all IoT devices-UAV, signal to interference and noise
ratio (SINR) will have the advantage of not considering separate LoS and NLoS
links [61].

4.2 Analytical Channel Modelling

Analytical channel models are useful for channel characterisation with certain
assumptions and parameters. It can also predict the performance of the commu-
nication systems. They are classified into three main types [41]:

1. Deterministic models
2. Stochastic models
3. Geometric based stochastic models

Deterministic Model

These models are environmental dependent and contain information including
obstruction materials, buildings electrical parameters and terrain topography. They
can be developed by ray-tracing software which simulates the path loss and shad-
owing effects. The authors of [22] performed altitude-dependent channel modelling
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in the air-to-ground propagation for the suburban environment. The authors in [29]
designed air-to-ground characterisation for frequencies ranging from 200 MHz to 5
GHz considering the altitude between 100 m to 2 km.

Stochastic Model

They are designed for the Tapped Delay Line (TDL) system with multiple taps. For
each tap, the fading statistics of multi-path components can be derived from channel
impulse response which can analyse empirically from measurement and numerically
by simulation software. The authors in [52] developed wideband stochastic models
for different environments, and the authors of [81] developed stochastic models for
the narrowband assumptions for air-to-ground channel.

Geometry-Based Stochastic Model

Geometry-based Stochastic modelling technique can provide spatial-temporal chan-
nel characteristics with stochastic output in a 3-D geometric simulated environment.
Its accuracy depends upon the simulation of a virtual environment with geometrical
shapes (i.e. cylindrical, elliptical) where the communication nodes within the
scattering region follow a certain probability distribution. The authors of [64]
studied geometric-based channel model for the analysis of air-to-ground radio
communication.

5 Challenges for UAV-Enabled IoT Networks

Like cellular networks, resource management and energy efficiency are very crucial
for any UAV network and pose many challenges. These challenges will occur due
to UAVs flight time, path planning, deployment, mobility and air-to-ground and air-
to-air interference [43]. Therefore, coordinating and optimising resources like fleet,
frequencies, directional antenna and integrated sensors in complex UAV networks
can contribute to overcome these challenges. Although there are a number of studies
related to UAV-enabled IoT networks, still there are some issues which require
further investigation. This section sheds lights on challenges, their possible solutions
and research directions related to UAV-enabled IoT networks.

5.1 Optimal Deployment

Optimal 3-D deployment of UAV-enabled IoT networks faces some critical and
fundamental challenges due to the mobility and flexibility of UAV in the air. The
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topology of the network will depend on the 3-D deployment method which will
allow the network to perform at its best by providing maximum coverage and
capacity. Deploying multiple UAVs opens another door of significant attention. In
addition, some factors like the geographical location, environment and the mobility
status of the ground IoT devices in urban, suburban and rural areas also need to
be taken into consideration [39, 53]. To overcome these challenges, an optimal
transport theory method has been presented in [59] for moving UAVs to collect
information from ground IoT devices. Machine learning-based multiple UAV net-
works have been presented in [47]. Reference [21] presented an efficient technique
of multiple UAV deployment for IoT communication based on game theory and
distributed position optimisation algorithm. Furthermore, UAV deployment strategy
for other applications such as cellular communication can also be applied here using
centralised, distributed and heuristic optimisation algorithms.

5.2 Trajectory Design

The trajectory design of UAVs is another prime challenge. Energy constraints,
number of UAVs, environment, type of tasks, collision avoidance and time of flight
are the main factors to be calculated efficiently while designing the trajectory path.
The other main factors such as the location of the IoT device, type of IoT (e.g.
moving or static, transmission system, etc.) and the characteristics of the UAV (i.e.
type, weight and capacity) also remain major issues while designing trajectory path.
One benefit of moving UAVs is that it can increase the required coverage than the
static UAVs [48]. This is also a challenge to determine how much coverage can be
provided by moving UAVs. To resolve the issues, the authors in [84] have presented
a little complex UAV trajectory optimisation method to collect data from wireless
sensor network on the basis of Travelling Salesman Problem (TSP). For static and
dynamic scenarios, the authors in [42] have presented UAV trajectory optimisation
algorithm founded on quantisation theory. Authors in [15, 23] have studied the UAV
path planning inspired by machine learning, centralised algorithms which could be
applied here.

5.3 Resource Management

The UAVs with integrated or on-board sensors have some challenges of collision.
UAVs equipped with IoT devices such as sensors and cameras should be self-
organised to avoid this problem. Again, the interference can be minimised by
adjusting the beam width of the directional antennas along with the altitude for the
coverage requirement [43]. The authors in [40] have introduced a heuristic algorithm
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for optimal 3-D placement of the UAV which reduces the quantity of the UAV
to maintain a certain level of QoS. The same authors also suggested lowering the
altitude to mitigate the interference; however, there is a trade-off between altitude
and coverage. Concerning path planning, it is very challenging as there are many
factors associated with path planning such as battery power, flight duration and
obstacle avoidance. Path planning is considered as an optimisation problem with
one or many goals as stated above as per requirement.

5.4 Energy Efficiency

To get the maximum output from any battery-operated infrastructure, energy effi-
ciency has to be taken on-board seriously. Simple IoT devices like health monitoring
or soil monitoring sensors have limited battery power on the ground. These devices
can transmit the signal up to a limited distance. On the other hand, UAVs are
also battery operated and have their energy consumption for controlling, hovering
itself and maintaining the network which is also dependent on the environment
and operational parameters such as airspeed during adverse weather condition.
Furthermore, additional energy consumption due to the on-board IoT sensors
create another issue. Several studies have been carried out to minimise the energy
consumption of these UAV networks. The authors in [59] have demonstrated in their
results that 56% transmit power reduction is possible by exploiting optimal transport
theory compared to fixed Voronoi deployment method for IoT to UAV uplink
communication. The authors in [55] have proposed appropriate UAV selection
for specific IoT requirements depending on the conditions such as geographical
location, energy budget and so forth. They have used energy aware and delay
aware UAV selection method to ensure energy efficiency. The authors in [76]
proposed an interesting approach that is to charge the battery-operated ground IoT
devices via radio frequency. The authors demonstrated that uplink communication
performances are enhanced by 20% in comparison with other existing methods.
Furthermore, the authors in [44] have proposed UAV-IoT association for energy
efficiency using regret matching algorithm. For UAV-based IoT network, trajectory
optimisation using optimal transport theory is a key concept to minimise energy
consumption [59]. The authors in [57] proposed energy-aware, delay aware and
fair trade-off for UAV selection which is a similar approach like [55] but for UAV
with integrated IoT devices. Energy-aware UAV selection aimed to reduce the total
energy consumption of UAV, while delay aware UAV selection mainly reduces
UAV operation time. Furthermore, the authors in [34] have discussed many aspects
of reducing power consumption, for example, battery weight, payload weight, the
transmission power of nodes, energy-efficient routing, making some nodes to go
sleep and most importantly energy efficiency in different layers of communication.
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5.5 Safety Operation

Every flight that is manned or unmanned has some risks. Like manned flights, the
mid-air collision of UAVs may cause severe injuries to the general outdoor or indoor
public. This collision may occur due to many external and internal factors. External
factors can be interference, environmental conditions, navigational environment,
communication and air traffic environment. Moreover, internal factors include
mechanical, thermal, electronic, algorithmic, technical, hardware and software [7].
Besides, physical obstacles (birds, trees) may increase the chances of collision in
the UAV network. Theft and vandalism are other major concerns especially for
low-altitude UAVs as they are a very tempting target that can be grasped using an
anti-drone rifle or light dart gun when they are in noticeable flying distance [9, 35].
Acquiring the data and hardware inside them will top up the temptation to steal or
destroy any UAVs. Introducing the hostile UAV is another recent idea to ground the
UAV where the hostile UAVs attaching with fishing net can catch the other UAVs
physically [9].

5.6 Airborne Security

The security threats could pose in both physical and operational part depending on
the nature of the network: UAV-to-UAV with integrated IoT sensors or multi-UAVs
and IoT sensors to UAV networks. Some threats are given below:

Networking Security: The collaboration amongst multi-UAVs with integrated sen-
sors may suffer from the jamming attack, man-in-the-middle attack, fabrication
attack and so on [87].

Memory and Computation: The limitation of the computational facility and memory
does not allow UAVs to take a high level of cryptology on-board [9]. On the other
hand, the IoT devices have very limited or no computational facilities which
becomes another major security threat.

Limitation of Power: Attacking the power system will deactivate the node in the
network as UAVs have very limited power.

User Knowledge: Insufficient user knowledge may be another huge threat for
using UAV integrated IoT devices or IoT devices only. Attackers will be able
to intercept, control and destroy the whole system very easily because of
inappropriate deployment.

External Attacks: There are several kinds of attacks that vary from physical layers
to application layers by unwanted users or hackers. In the physical layer,
jamming attacks and sniffing attacks can be performed wherein the link layer
selfishness usage could bring similar aftermath like Denial of Service (DoS)
attack. Wormhole attacks, blackhole attacks and impersonation and repudiations
are common in the link layer [17]. At last, some useful tools such as firewalls
are not present in the application layer which will lead to insecure and unfiltered
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messages[16]. There are countermeasures for these types of concerns. However,
these issues are still open to research and need to be developed further in the
future.

5.7 Privacy Issues

UAVs are causing numerous privacy issues and making it more serious due to the
IoT extension. Some privacy issues are given below:

Illegal surveillance: UAVs can take photos or images secretly while flying over a
certain area. In the current policy, the UAV must have a registered name [87].
Again, a webcam installed indoor/outdoor can be accessible by unauthorised
users while uploading to the UAV network.

Harmful software: Unsafe and harmful software or plugin may leak the information
from the UAVs to the eavesdroppers.

Privacy disclosure: The metadata and location of the shooting of any taken photos
can be acquired by unwanted users [87]. It can happen with the IoT sensors
installed on-board.

6 UAV-IoT Communication System: Mathematical Models
to Address the Challenges

Looking at the propagation channel modelling of UAV-IoT communication system
in the network, this section emphasises on mathematical tools to design, analyse
and optimise the various challenges discussed in previous section for UAV-enabled
wireless networking. Some challenges, for example, trajectory design and energy
efficiency , have the opportunity to be optimised using mathematical tools and
algorithms like machine learning, optimisation theory and optimal transport theory
for the design of UAV-IoT communication systems.

6.1 Machine Learning

Machine learning empowers the framework to improve and maximise the output by
enabling them to do their job automatically without any human in the loop model.
The basic three types of machine learning technologies are supervised learning,
unsupervised learning and reinforcement learning. The future challenges and future
opportunities for these types of machine learning are given below:
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(a) Supervised Learning: In simple words, supervised learning is used to classify
and predict the output by comparing it with model data and input. This type
of machine learning can be used for UAV network communication link classi-
fication for ultralow latency communication [73, 74], image detection, rescue
operation, weather forecast, agricultural sector forecasting and management
(crop management, soil management, water and irrigation management, species
detection and breeding, etc.), IoT to UAV data classification and many more.

(b) Unsupervised Learning: This type of machine learning is used to find matched
patterns without labelled output from the given input data. This type of machine
learning can be used to detect the presence of unknown UAV, fault diagnosis,
anomaly data detection, enhancing the security at physical level and so on [43].

(c) Reinforcement Learning: This type of learning helps UAVs to learn from its
past experience. Some of the applications of reinforcement learning and deep
neural network include UAV optimal placement, autonomous UAV for avoiding
the collision, remote sensing, image sensing, energy efficiency

6.2 Optimisation Theory

Optimisation theory can contribute with the deployment and movement of the UAVs
to connect with the maximum number of IoT devices on ground. Path planning
is straightforwardly related to trajectory optimisation. In general, finding the ideal
flight path for a UAV is viewed as a difficult objective since it is influenced
by different components, for example, energy limits, flight time and obstacle
avoidance. Path planning is generally considered as an optimisation issue with
many objectives depending on the criteria of interest. In light of their limited
battery constraint, UAVs are not regularly capable of accommodating long persistent
wireless coverage in scenarios. Their energy autonomy is exceptionally influenced
by the UAV role, flight path and climate conditions [62].

6.3 Optimal Transport Theory

Optimal transport theory is a field in arithmetic that reviews situations where goods
are moved between different areas. This theory can solve many complex situations
of the UAV-IoT wireless framework. Examples can be given such as minimising
the total required power to transmit data to the UAVs and maintaining IoT device
requirements, IoT device association, resource allocation and the optimal trajectory
to ensure the guaranteed uplink transmission in UAV networks [60]. Thus, we will
acquire the maximum performance of any framework in terms of latency, throughput
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and energy efficiency. By exploiting the new concepts from probability and statistics
theories, this theory empowers capturing generic distributions of wireless UAVs,
which in turn permits a more profound central examination of network performance
optimisation than the heuristics algorithms.

6.4 Stochastic Geometry

Stochastic geometry is one of the powerful tools to analyse the performance of any
system like ad hoc or terrestrial [62]. For UAV-IoT communication, the Matern
cluster point process is one of the suitable tools to evaluate the performance. The
other tools are the Matern hardcore process, Poisson Boolean model and Binomial
and Poisson cluster which also assist to identify the performance of these UAV
networks.

6.5 Game Theory

The combination of machine learning and game theory can contribute to the
core of distributed decision-making in UAV networks. Game theory is a standard
model or tool to investigate distributed resource management (i.e. UAVs, ground
station, IoT devices) and trajectory/path planning optimisation. Besides, other issues
such as energy efficiency, hovering time, spectrum allocations and optimal 3-D
placement may trigger the use of a multi-game approach. Other models such as
stochastic differential games can be applied to control and manage communication
for autonomous UAV systems, coalitional game theory to form swarms of UAV for
cooperative operations and matching theory to settle the network planning issues.
The other relevant game theories can be considered are contract theory and matching
theory for network planning [62].

6.6 Other Algorithms

Heuristic algorithms such as A* algorithm, Dijkstra’s algorithm and Floyd’s
algorithm can be exploited in order to design the trajectory path of the UAV [31].
Some intelligent optimisation algorithms such as ant colony optimisation, particle
swarm optimisation, genetic algorithms and artificial neural networks can also be
used in order to deploy multi-UAVs to work cooperatively in a UAV network.
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7 Conclusions

In this chapter, we have presented an overview of the UAV system along with UAV
networks, a possible architecture, the communication system and communication
modelling for the architecture such as air-to-air, air-to-ground and ground-to-air out
of many elements for UAV-enabled IoT networks. For each case, we have provided
a short discussion, some issues and possible solutions with an illustration. We have
also discussed some important concerns of this system deployment, for example,
networking, resource management, energy efficiency as well as safety security
and privacy aspects. Table 4 provides a summary of the key challenges, possible
solutions, important references and mathematical tools that are discussed. Future
research implementation opportunities include, but not limited to, UAV antenna
placement and antenna orientation, artificial intelligence integration for their opera-
tions, ultra-reliable and low latency machine to machine communication, and UAV
integration with Long Range (LoRa) protocols. UAV-enabled IoT networks also
have a huge opportunity to be applied in the marine sector to facilitate the wireless
communication over seawater and air-to-ground communication. Last but not the
least, some other emerging technologies such as mmWave communication, 3-D
beamforming, mobile edge computing, wireless power transfer (e.g., lasers) and
caching, will need further research to enhance the overall system efficiency.

Table 4 Objectives, challenges and tools in the future direction

Objective Challenges References Tools and future directions

Deployment

Energy-efficient
deployment

Machine learning

Optimal 3-D deployment Game theory

Multiple UAV deployment [10, 19, 21, 31, 39, 47,
59–62]

Optimisation theory

Maximise the coverage Centralised algorithm

Maintain the topology Distributed motion control
algorithm

Track IoT devices on
ground

Facility location theory

Trajectory
design

Energy-efficient trajectory
design

Time of flight

Collision avoidance Optimisation theory

Location of the IoT
devices

Optimal transport theory

Static or moving IoT [15, 18, 23, 31, 42, 48,
65, 77, 84]

Heuristic algorithms

Coverage provided by
static or moving IoT

Machine learning

Transmission systems

Connecting multiple UAVs

(continued)
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Table 4 (continued)

Objective Challenges References Tools and future directions

Channel
modelling

Air-to-air channel model

Air-to-ground channel
model

Extensive measurement

Real-world measurement
predicated on environment
factors

[14, 43, 45, 61, 75, 83] Ray tracing techniques

Doppler effect Machine learning

Resource
manage-
ment

Fleet management

Low bandwidth Game theory

Frequency selection [24, 27, 40, 43, 62, 73,
74]

Machine learning

Antenna directions Centralised algorithms

Dealing with interference Optimal transport theory

Performance analysis

Energy
efficiency

Limited battery power of
the UAV

Machine learning

Energy consumption by
on-board IoT

Optimisation theory

Energy consumption for
communication

[34, 44, 55, 57, 59, 76] Optimal transport theory

Energy consumption due
to environmental and
operational factors

Game theory

Safety
operation

Injuries to the public due
to collision

Machine learning

Theft and vandalism [5, 7–9, 43, 63] System integrity

Breaking into UAV for
data and hardware

Accountability of action

Training and education

Airborne
security

Networking security Machine learning

Memory and computation Air policing

Limitation of power [5, 8, 9, 16, 17, 43, 63,
87]

Authorised access

User knowledge Information confidentiality

External attacks Securing unmanned
systems

Privacy
issues

Illegal surveillance

Harmful software installed [5, 8, 43, 63, 87], Location access control

Privacy disclosure UAV tracking system
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