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Preface Smart City 360°

Our civilization is changing rapidly. Forecasts point to a rise in megacities, pushing
population density, and putting some pressure on governments, municipalities, private
and public organizations, and citizens to maintain the quality of life (but, of course, to
improve it, if possible). However, the challenges to accomplish such a simple goal are
enormous. Technology evolution plays a vital role but, as usual, also introduces some
risks. Human behavior needs to adapt, as well as social habits, and, more than ever,
professional activities, following the tendencies of the so-called fourth industrial rev-
olution, mostly based on digital transformation, demanding for a more enlightened
society. Environmental aspects are also critical, but social indicators are not less
important, as demonstrated in the recent pandemic crisis. The only way to embrace
such a challenge is by working together (all society agents), sharing ideas and
experiments, discussing alternatives openly, making science, in its fundamental
aspects, the leading guide to our path towards a healthy and pleasant society, living in
really Smart and Sustainable Cities.

The Smart City 360° Convention is an annual event providing a proper forum to
pursue such a vision. This year (in its 5th edition), the event included four co-located
conferences from which we selected 33 papers. Furthermore, we added five papers
from excellent keynote presentations, ending up with the present volume as a valuable
contribution to the area.

The selected co-located conferences were as follows:

– The 4th International Conference on IoT in Urban Space (Urb-IoT 2019), focused
on the impact of new technologies on the recreation of the urban spaces and the
environment (nine papers)

– The First International Conference on Smart Governance for Sustainable Smart
Cities (SmartGov 2019), focused on all aspects of urban smart governance issues,
from planning, managing, transforming, and monitoring cities’ governance, to
improving decision-making processes (eight papers)

– The 10th Sensor Systems and Software (S-cube 2019), focused on all aspects of
state-of-the-art engineering for artifacts based on wireless sensors networks and
fostering system and software techniques to fulfill the evolving requirements of
Smart Cities (six papers)

– The 11th International Conference on Intelligent Technologies for Interactive
Entertainment (INTETAIN 2019), focused on intelligent technologies for interac-
tive entertainment, in the emerging and demanding context of Smart Cities (ten
papers)

Lastly, we thank all participants, authors, keynote speakers, the Municipality of
Braga (kindly supported the venue), the chairs of all conferences, and the incredible
teams they manage to put together, the local collaborators, and the EAI staff (we would



like to name all involved, but space do not allow it). It was an honor and a pleasure to
organize and host the 5th Smart City 360° International Summit in Braga, Portugal.

May 2020 Henrique Santos
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Preface Urb-IoT 2019

We are delighted to introduce the proceedings of the 4th edition of the European
Alliance for Innovation (EAI) International Conference on IoT in Urban Space
(Urb-IoT 2019), co-located with the Smart City 360° Summit 2019, which took place
in Braga, Portugal. This conference brought researchers, developers, and practitioners
around the world together who are exploring the urban space and its dynamics within
the scope of the Internet of Things (IoT) and the new science of cities.

The technical program of Urb-IoT 2019 consisted of eight full papers, which were
distributed by two sessions: Session 1 – Sensing Methods; and Session 2 – Environ-
mental Sensing.

Coordination with the steering chairs, Prof. Imrich Chlamtac and Prof. Fahim
Kawsar, as well as with the general chair of Smart City 360º Summit, Prof. Henrique
Santos, was essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee and we thank them for their hard work in organizing
and supporting the conference. In particular, the Technical Program Committee (TPC),
led by our TPC co-chairs, Dr. Philipp M. Scholl and Dr. Matthias Budde, and all the
additional reviewers, who completed the peer-review process of technical papers for
the Urb-IoT 2019 technical program. We are also grateful to conference managers:
Kristina Lappyova, Andrea Piekova, and Karolina Marcinova for their support.

Finally, a special mention to all the authors who submitted their work to the Urb-IoT
2019 conference. We strongly believe that the Urb-IoT conference provides a good
forum for all researcher, developers, and practitioners to discuss all science and
technology aspects that are relevant to Smart Cities. We are now even more confident
that future Urb-IoT conferences will be as successful and stimulating as suggested by
the contributions presented in this volume.

May 2020 Philipp M. Scholl
Matthias Budde

Helena Rodrigues
Rui José
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Preface SmartGov 2019

It is a pleasure to introduce the proceedings of the first edition of the 2019 European
Alliance for Innovation (EAI) International Conference on Smart Governance for
Sustainable Smart Cities (SmartGov 2019). This conference focused on all aspects of
urban smart governance, broadly understood as the intelligent use of digitization and
their technologies (e.g. data-driven, cognitive, cyber-physical, etc.) in planning,
managing, transforming, and monitoring cities’ governance instances and improving
decision-making through enhanced collaboration among different stakeholders.

The technical program of SmartGov 2019 consisted of eight full papers, which were
presented in two sessions at the main conference track. The conference tracks were:
Track 1 – Framing and measuring Smart Cities chaired by Lorenzo Madrid; and Track
2 – Smart Governance applications chaired by Luís Soares Barbosa. Aside from the
high-quality technical paper presentations, which is empathized by the acceptance rate
of 37%, the technical program also featured one keynote speech by Soumaya Ben
Dhaou, Research Coordinator at UNU-EGOV, Portugal. The keynote speech discussed
how the emerging/frontier and disruptive technologies leveraged in smart city
initiatives could be oriented towards sustainable public value generation.

The conference organization was supported by UNU-EGOV, the Operational Unit on
Policy-driven Electronic Governance of the United Nations University. Coordination
with the steering chairs, Imrich Chlamtac and Henrique Santos, was essential for the
success of the conference. We sincerely appreciate their constant support and guidance.
It was also a great pleasure to work with such an excellent Organizing Committee and
we thank them for their hard work in organizing and supporting the conference. In
particular, the Technical Program Committee (TPC), led by the TPC co-chair, Prof. Luís
Soares Barbosa, who, together with myself, have completed the peer-review process of
technical papers and made a high-quality technical program. We are also grateful to the
conference manager, Karolina Marcinova, for her support, to the local chair, Dr. Teresa
Pereira, and all the authors who submitted their papers to the SmartGov 2019
conference.

I strongly believe that the SmartGov conference provides a good forum for all
researchers, policy makers, and practitioners to discuss all science and technology
aspects that are relevant to smart governance. I also expect that future SmartGov
conferences will be as successful and stimulating, as indicated by the contributions
presented in this volume.

May 2020 Gabriela Viale Pereira
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Preface S-cube 2019

We are delighted to introduce the proceedings of the 10th edition of the European
Alliance for Innovation (EAI) International Conference on Sensor Systems and
Software (S-cube 2019). This conference has brought researchers, developers, and
practitioners from around the world together who are leveraging and developing state-
of-the-art work in the areas of system development and software support for wireless
sensors networks.

Integrated in Smart City 360° Summit, the technical program of S-cube 2019
consisted of six full papers, in an oral presentation session at the main summit track,
which represents an acceptance rate of 50%. Aside from the high-quality technical
paper presentations, the papers approached a wide range of topics, with some
prevalence in the monitoring and predictive maintenance issues, which are becoming
more relevant with the technological advancements and the application of sensor
networks to critical infrastructures, like water quality management, urban air quality,
and electric motors-based equipment. Notwithstanding, there are also important
contributions centred on the human side of the IoT revolution, both concerning tracking
in dense industrial environments (using video images), and the quality of the working
environment as perceived through building management systems. Data analysis is also
a fundamental function linked to sensor networks and in particular with the spread of
sensor technologies. No surprise, the smart aspects of sensors are also addressed, this
time connected to an irrigation system, contributing to optimise agriculture-related
activities.

Coordination with the Smart City 360° Summit was essential for the success of the
conference. It was a great pleasure to work with such an excellent Organizing
Committee and we thank them for their hard work in organizing and supporting the
conference. In particular, the Technical Program Committee, who carried out a high-
quality peer-review process of the technical papers. We are also grateful to conference
managers, Karolina Marcinova and Barbora Cintava, for their support from the
beginning to end of the conference, and EAI publications coordinator, Martin
Karbovanec, for his help in validating the camera-ready versions of the papers and
preparing the publication. We also thank all authors who submitted their papers to the
S-cube 2019 conference and especially those who presented them and contributed to
make S-cube 2019 an interesting and fruitful exchange of ideas.

May 2020 António Costa
Henrique Santos
Sérgio F. Lopes
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Preface INTETAIN 2019

We are delighted to introduce the proceedings of the 11th edition of the 2019 European
Alliance for Innovation (EAI) International Conference on Intelligent Technologies for
Interactive Entertainment (INTETAIN 2019). This conference has brought researchers,
developers, and practitioners from around the world together who are leveraging and
using intelligent technologies for interactive entertainment. The theme of INTETAIN
2019 was “New Frontiers for Intelligence Technologies in Society of Future.”

The technical program of INTETAIN 2019 consisted of 10 full papers, including
oral presentation sessions at the main conference tracks. The conference tracks were:
Track 1 – Technology as Tool for New Sensory Experiences; Track 2 – Opportunities
for Artificial Intelligence in Society of Future. Aside from the high-quality technical
paper presentations, the technical program also featured two keynote speeches. The two
keynote speeches were presented by Prof. Mohd Shahrizal Sunar from the Institute of
Human of Centered Engineering (iHumEn) Universiti Teknologi Malaysia, Malaysia,
and Prof. Dagmar Caganova from Institute of Industrial Engineering and Management,
Faculty of Materials Science and Technology, Slovak University of Technology,
Slovakia.

Coordination with the steering chair, Imrich Chlamtac, was essential for the success
of the conference. We sincerely appreciate his constant support and guidance. It was
also a great pleasure to work with such an excellent Organizing Committee and we
thank them for their hard work in organizing and supporting the conference. In
particular, the Technical Program Committee (TPC) and publication chair, Prof. Mohd
Shahrizal Sunar, workshop chair, Prof. Andy Pusca, poster and PhD chair, Ruhiyati
Idayu Abu Talib, and TPC co-chairs, Prof. Dagmar Caganova and Prof. Alessandro
Simeone, who completed the peer-review process of technical papers and made a
high-quality technical program. We are also grateful to conference managers, Barbora
Cintava and Kristina Lappova, for their support, and to all the authors who submitted
their papers to the INTETAIN 2019 conference and workshops.

We strongly believe that the INTETAIN conference provides a good forum for all
researcher, developers, and practitioners to discuss all science and technology aspects
that are relevant to usage of intelligent technologies for interactive entertainment. We
also expect that future INTETAIN conferences will be as successful and stimulating, as
indicated by the contributions presented in this volume.

May 2020 Predrag K. Nikolic
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Abstract. “Something, something big, was happening in multiple
places along the axis running from China to the Mediterranean [and
beyond] in the first millenium BCE...” That axial age spurred by urban-
ization and with guidance from axial sages invented modernity (logic and
institutions, rationality and strategic interactions and education and par-
ticipatory civic society.) How should the smart cities of the future reax-
ialize to withstand deceptive interference, isolation against pandemics,
cellularized instituions, etc.?

Keywords: Causality and probabilistic temporal logic · Deception
and signaling games · Safety · Verifiers · Liveness and recommenders

1 Introduction

Ruminating on and off about relocating elsewhere, I have been wondering since
2016 what our new (smart) home cities could resemble. Athens or Sparta?
Kapilavatsu or Rajagriha? Qufu or Jinan? These are the home towns of the Axial
age (600-350 BCE) philosophers: Socrates, Buddha and Confucious. As Karl
Jaspers [1] recounted in his description of the Axial Age: “Confucius and Lao-
Tse were living in China; India produced the Upanishads and Buddha; Greece
witnessed the appearance of Homer, of the philosophers. Everything implied
by these names developed during these few centuries almost simultaneously in
China, India and the West.”

It has been speculated that the Axial Period coincided with the rise of
Mega Cities, whose survival depended on human reciprocal altruism, empathy
and logic - but were plagued by tyranny, suffering and demagoguery. My talk
at SC360◦ in Braga (Portugal) focused on these ingredients for smart cities:
Deductive Logic of the west, Samsaric Game Theory of India and Junzi
Data Science of China – which shape our Privacy and Trust, (Cyber) Secu-
rity, Smart/Safe Households via Cellularization, Hastily Formed Networks and
Identity Management.
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There are two recent developments along these lines, namely, (1) Perhaps
Jaspers’ Axial Age theory is largely incorrect (Seshat History of the Axial Age
[8]). The standard assumptions of Axialization – its specific temporal boundary,
its specific geographic boundary, its critical transformation in culture, ideology
and religion, its spread by diffusion, and its identifiable “sages” rooted in the
major largely imperial polities of Eurasia – have begun to be questioned. (2) Even
though the Axialization narrative may be wrong in details, the process lifting
tribal humans into “modernity” is largely captured by Jaspers’ observation [3],
and very relevant to the emerging cyber-physical societies, to which the smart
cities and their “digital modernity” must adapt. The emerging digital-physical
technologies for IoHT (Internet of Humans and Things) seem to be spiraling
in to an amalgamation of Logic (Smart Contracts and Verification), Game The-
ory (Signaling Games with Costly Proof-of-work Signaling to maintain consistent
consensus Digital Ledgers) and Statistical Inference aware of Privacy and Secu-
rity (Explainable AI to maintain Recommenders and Verifiers). Thus the digital
civil polities (e.g, governance) will be central to the mega-cities of the future as
much as energy efficiency, supply chains, pollution control, environmental con-
cerns, driver-less transportation, and electronic commerce. We propose a design
around the technolgies of Probabilistic Temporal Logic (e.g., PCTL), Model
Checking, Signaling Games, Digital Ledgers and Reinforcement Learning and
Bandit Problems.

2 Logic: Models and Model Checking

In logic, temporal logic refers to a system of rules and symbolism for representing,
and reasoning about, propositions qualified relative to various “modes” of time
(for example, “I am always shopping,” “I will eventually Uber to a shop,” or “I
will be shopping until I am dropping of exhaustion;” time is treated in terms of its
topology). Given a Kripke Structure model, there are efficient decision processes
to “check” if a certain temporal property (expressed in the logic) holds true. How
can smart urban societies deploy dynamically emerging (social) contracts and
their rigorous logical verification via data and technology recording interactions
over time?

Thus not just relations – neither genetic (e.g., possibly, leading to nepotism)
nor reciprocation-based trust (e.g., possibly, leading to tyranny and demagoguery)
– provide a good foundation for the establishment of a complex cosmopolitan
urban society and the evolution of social contracts needed to glue together the
strategic, shrewd and selfish members of a complex system. Such an evolving
dynamic structure must introspect its inner working and understand the causes
and effects in order to create robust and stable social contracts, constitutions and
laws, which must be recommended, executed, recorded and verified using the best
technologies available to a smart urban society and its governing body.

The mathematical/logical underpinnings of Probabilistic Causation are eas-
ily expressible in the logic below, which also allows efficient model checking in
general. Thus enumerating complex prima facie causes from data or probabilis-
tic state transition models becomes feasible. Thus, starting with a discrete time
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Markov chain (DTMC) – a directed graph with a set of states, S, it is endowed
(via labeling functions) with the atomic propositions true within them.

It is then possible to make the labeling probabilistic, so that one may express
that with some non-negligible probability, one’s (e.g., Athen’s) “optimistic views
of democrcacy” may be false and may not suffice to harmonize other neighbor-
ing cities (e.g., Sparta) into a better governance – thus, “truthiness” of such a
statement could have been used to avoid long and devastating wars. A city’s
laws, logic and λoγoζ could create its cosmos, ordering it and giving it form and
meaning!

The states of the underlying (Kripke structure) model are related pairwise by
the transition probability. We also have an initial state from which we can begin
a path (trajectory) through the system. Each state has at least one transition to
itself or another state in S with a non-zero probability. A general framework for
causality analysis is provided by model checking algorithms in PCTL (Probabilis-
tic Computational Tree Logic) and has been explored in details elsewhere [9]. We
have shown there how Suppes’ prima-facie causality can be formulated in PCTL,
and also suggested developing an efficient, albeit simplified, approach to testing
contracts using Kripke-models and SBCN (with pair-wise causality represented
as edges in a graphical model) – originally introduced elsewhere. See [4,7].

Definition. Probabilistic Computational Tree Logic, PCTL. The types of for-
mulas that can be expressed in PCTL are path formulas and state formulas.
State formulas express properties that must hold within a state, determined by
how it is labeled with certain atomic propositions, while path formulas refer to
sequences of states along which a formula must hold.

1. All atomic propositions are state formulas.
2. If f and g are state formulas, so are ¬f and f ∧ g.
3. If f and g are state formulas, and t is a nonnegative integer or ∞, then fU≤tg

is a path formula.
4. If f is a path formula and 0 ≤ p ≤ 1, then [f ]>p is a state formula. ��

The syntax and the logic builds on standard propositional Boolean logic, but
extends with various modes: the key operator is the metric “until” operator:
fU≤tg: here, use of “until” means that one formula f must hold at every state
along the path until a state where the second formula g becomes true, which must
happen in less than or equal to t time units. Finally, we can add probabilities to
these “until”-like path formulas to make state formulas.

Path quantifiers analogous to those in CTL may be defined by: Af ≡ [f ]≥1

[Inevitably f ]; Ef ≡ [f ]>0 [Possibly f ]; Gf ≡ fU≤∞false [Globally f ], and
Ff ≡ true U≤∞f [Eventually f ]. Formal semantics of the PCTL formulæ may
be associated in a natural manner. One can then say event f “probabilistically
causes” g, iff f is temporally prior to g and f raises the probability of g

f �→≤t
≥p g ⇐⇒ AG[f → F≤t

≥pg],

for some suitable hyper-parameters p > 0 (for probability raising) probability
and t > 0 duration (for temporal priority). Additional criteria (e.g., regular-
ization) are then needed to separate spurious causality from the genuine ones.
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SBCN, thus, provides a vastly simplified, and yet practical, approach to causal-
ity, especially when explicit time is not recorded in the data. There are efficient
algorithms to ensure that smart contracts in PCTL facilitate a future, thus keep-
ing the city’s activities alive, and to ascertain safe behavior in the past by model
checking specifications in PCTL.

3 Games: Signaling and Deception

Urban societies of the future will be structured around anonymous citizens inter-
acting rationally (e.g, Dharma) and strategically (e.g., Karma) to improve their
utilities, even though other individuals’ “types,” identity and personal informa-
tion must be allowed to remain private. Deceptive behavior in the cities could
be rampant and must be tamed. Safe house-holds in the city will protect the cit-
izens by a“cellularization-process,” which must include (in a cell) humans, pets
and things associated by familial relations. Multi-cellular neighborhoods may
emerge, experiment, persist and extinguish by “hastily formed networks,” and
more permanent Intra- and Internets – some explorable and some dark! Game
theory – be it evolutionary, or epistemological – provides a forum in which such
dynamics may be studied and moulded.

Game theory involves the study of the strategies followed by individuals,
and organizations, in situations of conflict and cooperation. A Nash equilibrium
refers to a certain mixture of strategies where a unilateral change in strategy by
one player will not bring any benefit to it [2]. Maynard Smith pioneered the use
of game theory in evolutionary biology, developing the concept of the evolution-
arily stable strategy (ESS). An ESS is a form of Nash equilibrium in a population
where a mutant with a variant strategy cannot successfully invade. Replicator
dynamics addresses the dynamics of fitter players (which possess superior utility)
that preferentially replicate within a population [cccc]. An important contribu-
tion in these types of evolutionary games was the recognition that there is no need
for epistemologically aware agents given that the players could be non-human
Bots which may use black-box AIs, unable to consciously adopt strategies.

Signalling game theory is a branch of game theory that was developed con-
currently in both economics and organismal evolutionary biology in the 1970s,
and it involves the sending of signals, honest or deceptive, from a sender to a
(possibly, many) receiver(s) [10]. Information asymmetry occurs when the sender
possesses information about its type, that is not available to the receiver, thus
the sender can choose whether or not to reveal its true type to the receiver.
In comparison to organismal evolutionary biology, cyber-physical evolution has
made lesser use of concepts from game theory, but with a growing number of
contributions (e.g, cyber security), for example [6]. In addition, microbial ecology
has made use of evolutionary game theory to explain cooperative interactions
where metabolites are public goods shared between microbes. Not unlike in the
Buddhist axialization (evolving a Samsara created by a deceptive Mara/Maya),
one can build technologies founded upon signalling game theory that has great
explanatory power for a range of social processes, by pinpointing the ‘strategies’
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of humans and things in their interactions with other humans and things. In
doing so, we also wish to highlight commonalities between signalling behaviour
at the device, organismal, human and social levels.

To understand whether in a city – smart or otherwise – undesirable outcomes
may arise in the form of deception, we may call upon the theory of information-
asymmetric signaling games, which unify many of the adversarial use cases under
a single framework. In particular one may be interested in situations when adver-
sarial actions may be viewed mathematically as rational (i.e., utility-optimizing
agents possessing common knowledge of rationality). The simplest model of sig-
naling games involves two players (e.g, a Uber driver and a passenger). They are
asymmetric in information (driver may not be told passenger’s destination until
they agree to engage in a ride). They are called S, sender (informed passenger),
and R, receiver (uninformed driver). A key notion in this game is that of type,
a random variable whose support is given by T (known to sender S). Also, we
use πT (·) to denote probability distribution over T as a prior belief of R about
the sender’s type (e.g., a Uber driver may guess a possible destination based on
the source and time of the journey). A round of game proceeds as follows:

– Player S learns t ∈ T ;
– S sends to R a signal s ∈ M ; and
– R takes an action a ∈ A.

Their payoff/utility functions are known and depend on the type, signal, and
action:

ui : T × M × A → R, where i ∈ {S,R}.

In this structure, the players’ behavior strategies can be described by the follow-
ing two sets of probability distributions: (1) μ(·|t), t ∈ T , on M and (2) α(·|s),
s ∈ M , on A. For S, the sender strategy μ is a probability distribution on signals
given types; namely, μ(s|t) describes the probability that S with type t sends
signal s. For R, the receiver strategy α is a probability distribution on actions
given signals; namely, α(a|s) describes the probability that R takes action a fol-
lowing signal s. A pair of strategies μ and α is in Nash equilibrium if (and only
if) they are mutually best responses (i.e., if each maximizes the expected utility
given the other):

∑

t∈T,s∈M,a∈A

uS(t, s, a)πT (t)μ∗(s|t)α(a|s)

≥
∑

t∈T,s∈M,a∈A

uS(t, s, a)πT (t)μ(s|t)α(a|s); (1)

and
∑

t∈T,s∈M,a∈A

uR(t, s, a)πT (t)μ(s|t)α∗(a|s)

≥
∑

t∈T,s∈M,a∈A

uR(t, s, a)πT (t)μ(s|t)α(a|s); (2)



8 B. Mishra

for any μ, α. It is straightforward to show that such a strategy profile (α∗, μ∗)
exists. We conjecture that the natural models for sender-receiver utility functions
could be based on functions that combine information rates with distortion, as
in rate distortion theory (RDT). For instance, assume that there are certain
natural connections between the types and actions, as modeled by the functions
fS and fR for the sender and receiver respectively:

fS : T → A; fR : A → T. (3)

Then the utility functions for each consist of two weighted-additive terms, one
measuring the mutual information with respect to the signals and the other mea-
suring the undesirable distortion, where the weights are suitably chosen Lagrange
constants

uS = I(T,M) − λSdS(fS(t), a), &
uR = I(A,M) − λRdR(t, fR(a)), (4)

where I denotes information and dR, dS denote measures of distortion.
This definition also captures the notion of deception as follows. Note that the

distribution of signals received by R is given by the probability distribution πM ,
where

πM (s) =
∑

t∈T

πT (t)μ(s|t), (5)

and the distribution of actions produced by R is given by the probability distri-
bution πA, where

πA(a) =
∑

s∈M

πM (s)α(a|s). (6)

Clearly πT and πA are probability distributions on T and A respectively. If π̂T

is the probability distribution on T induced by πA under the function fR, then

π̂T (·) := πA(f−1
R (·)). (7)

A natural choice of measure for deception is given by the relative entropy between
the probability distributions πT and π̂T :

Deception := Rel. Entropy(π̂T |πT )

=
∑

t∈T

π̂T (t) log2
π̂T (t)
πT (t)

. (8)

This definition describes deception from the point of view of the receiver. To get
the notion of deception from the point of view of the sender, one needs to play the
game for several rounds. The equation implies that deception can be both defined
as the sending of misleading information, or the witholding of information, both
in order to manipulate the receiver. The Shapley value describes the distribution
of utility to different players in a cooperative game. In a signaling game where
deception occurs the value is skewed towards the sender.
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4 Institutions: Recommenders and Verifiers

It is inevitable that predictive learning systems (ML, Machine Learning and AI,
Artificial Intelligence and Formal Methods) will play an important role in the
urban societies of the future. The inferences obtained by these systems will man-
ifest themselves in social networks induced by “trust” relations, where trust may
be measured by a “correlation of encounter.” In other words, if one selects to
rationally (but, possibly, information asymmetrically) and strategically interact
with another individual, how likely would it be to choose to interact with the
same individual repeatedly – in other words how trustworthy is the other indi-
vidual thus encountered? There have been growing interest in distributed per-
missionless and trustless systems supported by distributed ledgers (e.g., Kripke
Structures) and non-strategic verifiers (e.g., miners with costly signaling sup-
ported by proof-of-work), the technology still remains in its infancy. Not unlike
Confucian “scholars,” and “state officials,” we may envision machine learning
to produce a system of “recommenders,” and “verifiers,” – duals yin and yang
serving negative and positive aspects of aspirational and traditional values – said
differently, the evolutionary (replicator) dynamics set forth by variations and
selections. Recommenders and verifiers are non-strategic, perform costly signal-
ing to display trustworthiness and augment intelligence of the cities’ humans and
things, who are nonetheless strategic; they thus, rationally optimize their indi-
vidual utilities. Agents (e.g., humans and things) then “virtualize” themselves
by selecting a tribe of suitable recommenders and verifiers, while maintaining
their privacy and strengthening their trust relations; possible distributed algo-
rithms and policies, for this purpose, may be built upon adversarial bandits
(with interpretations).

One may be inspired by the Chinese Axial Sage, Kong Qiu (a name confus-
ingly translated as Confucius by Matteo Ricci [1552–1610], a Jesuit Minister).
Confucius assumed (1) humans’ (and things’) ability to develop “morally,” (2)
using self-cultivation (by rationally modeling utility sought), (3) thus perfect-
ing the world (state, city, or cell), (4) for which purpose, examples of “sages”
(data, recommenders and verifiers) may be used. Thus ultimately, cellulariza-
tion, and supporting institutions, for developing and evaluating recommenders
and verifiers would be AI’s main contributions to the cities of the future.

Returning back to the framework of signalling games, one notes that the
Nash equilibria of these signaling games fall into few classes: (1) desirable sepa-
rating equilibrium, albeit conventional or (2) uninteresting pooling equilibrium
[or combinations there of, in partial pooling equilibrium].

– Separating Equilibrium: Each type t sends a different signal Mt.

fS : t �→ a[Mt].

– Pooling Equilibrium: All types t send a single signal s∗, almost surely.

Thus in order for the Internet of the future to be relevant to physical smart
urban societies, it (e.g., hyper-visor on a cloud) must be aware of the (par-
tially) observed data and meta-data involved in signaling on the Internet and the
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underlying inter-twined sender-receiver games. For example, highly relevant to
the Internets’ revenues and returns-on-investment are signals involved in Google
Search queries (with the users’ state of ignorance remaining private), key-words
(private to Google) and advertisement selected by auction in an Ad-exchange
(private to product developers) – utilities respectively being: page relevance for
the user, return on investment for the advertisers, and customer satisfaction and
retention for the publishers. A key proposal to tame deception in these systems
would be to control them by non-strategic Recommenders and Verifiers.

– Recommenders ensure Liveness: ∀A∃T ∃SUS(T,M,A) ≥ θ∗;
– Verifiers ensure Safety : ∀T ∃A∃RUR(T,M,A) ≥ θ∗.

thus acting as correlating devices helping the entire system to evolve towards
good separating equilibria, albeit conventional.

5 Cities and The Techs: Internet of Humans and Things

The technologies must be built around various Cyber-physical Games important
to urban societies: e.g., Cellularization, Kripke-ledgers, model-checking and ZK
(Zero Knowledge). In summary, following protocols may be devised to play a
role to organize safe households in the cities.

1. Game Protocols.1
– S = Sender (Informed) �→ R = Receiver (Uninformed)
– The game may reach a Nash equilibrium that permits deception, but in

this scheme it is tamed by Checkers. The checkers verify
• Local (Propositional Logic Properties) [using CRYPTO ]
• Global (Modal Logic Properties) [KRIPKE-LEDGER]

– The system uses asymmetric cryptography:
• Public/Verification Key: V RS and V RR

• Private/Signature Key: SGS and SGR

• Keys are linked via COMPUTATIONALLY-ONE-WAY-
FUNCTIONS : e.g., McEliece scheme.

2. Game Protocols.2
(a) S generates SGS and V RS , and publishes only V RS .
(b) S detects (i) type/state t ∈ T , (ii) message m ∈ M and (iii) a time stamp

τ .
(c) S sends an augmented message

C ≡ (V RS , V RR,m,#〈t,m〉, τ)‖SGS

3. Game Protocols.3
(a) R ensures that S sent the message C‖V RS

�→ V RS , V RR, etc.
(b) Check Local properties ... e.g., m is consistent with t: F(t,m).
(c) Check Global properties [using model checking and ZK SNARKs] ... e.g.,

tτ1 , tτ2 , · · · satisfy some modal properties: G(t,m).
(d) R performs an action a consistent with m:
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– S gets utility US(t,m, a)
– R gets utility UR(t,m, a)

4. Game Protocols.4
(a) To check the global properties and to be strategic, the players need access

to the records of t’s, #〈t,m〉’s and US,R(t,m, a)’s over time.
(b) For this purpose one creates a KRIPKE-LEDGER: a distributed database

that maintains a continuously-growing list of data records hardened
against tampering and revision.

(c) KRIPKE-LEDGER is maintained by MINERS who are subject to costly-
signaling via proof-of-work or proof-of-space related to certain intractable
computational problems.

5. SPVs, Coalitions and Intermediaries
(a) An intermediary (e.g., a House Holder) may be interested in only a par-

ticular group of players/humans/things (senders and receivers).
(b) The intermediary must not reveal membership information.
(c) The intermediary checks certain local and global properties about the

players and publishes the results.
(d) The intermediary convinces a member that he is truthful. (Using zk-

SNARK’s for Propositional Modal Logic).
(e) Trivial Corollary: The players can make smart contracts with one another:

Futures, Derivatives, Bonds subject to Positive and Negative Covenants,
etc.

5.1 Example: A Library

One may cellularize a subset of households to create a safe and secure ways
of sharing data, files (e.g., books and music), computation and things (e.g.,
childrens’ toys) where families can get together for community and civic activ-
ities without leading to security problems or lack of fairness (e.g., tragedy of
the commons)1. The process begins with many households joining to create a
hastily formed (ephemeral) network and may use Bare Metal as a Service; in
other words, user (e.g., each household) gets a physical machine, can install
(open source) firmware, hypervisor, OS, etc. All communications are performed
encrypted. It may require that providers controlling the network can only deny
service, but not snoop. Furthermore, results of computation may be hidden, and
computation obfuscated (further incorporating Differential Privacy, Multi-Party
Computing, Erasure Coding – data makes sense only when k out of n pieces
come, etc.) The participants (humans and things) interact subject to enforce-
able smart contracts.

6 Conclusion

Smart Mega Cities of the future require novel philosophical bases, computation
and governance. If Axial Age Sages can be our inspiration; our urban societies
1 Jointly with Larry Rudolph, VP TwoSigma and MIT.
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will use logic, game theory and data science; model checking, credible and non-
credible threats (with costly signaling) and reinforcement learning (with capa-
bilities for intervening and interpreting regularly); central governance (monar-
chy and tyranny, critically analyzed by Qufu’s Confucius), rank-based gover-
nance (oligarchy and aristocracy, critically analyzed by Shakya-tribe’s Buddha
from Lumbini) and decentralized governance (politiae and democracy, critically
examined by Athenian Socrates). With new technologies (based on data sharing,
crowd sourcing and gig economy) these questions have now come to forefront,
but we seem to be “ weeping and wailing from being united with the unloved
[deception] and separated from the loved [honesty]2,” not able to foresee how
the Internets could be rescued from fragmentation and collapse. Are we then
building a city of logos, logic and lawfulness or just another fortified favela of
mis-communicated signals, waiting to collapse like a modern day Tenochtitlan?
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Abstract. Air pollution has become a global challenge during the
growth of megacities, which drives the deployment of air quality mon-
itoring in order to understand and mitigate district level air pollution.
Currently, air pollution monitoring mainly relies on high-end accurate
reference stations, which are usually stationary and expensive. Thus,
the air quality monitoring deployments are typically coarse grained with
only a very small number of stations in a city. We propose scalable air
quality monitoring by leveraging low-cost air pollution sensors, artificial
intelligence methods, and versatile connectivity provided by 4G/5G. We
describe pilot deployments for testing the developed sensing technologies
in three different locations in Helsinki, Finland.

Keywords: Internet of Things · Air pollution sensing · Smart cities

1 Introduction

In recent years, we have witnessed unprecedented growth of urban areas. Future
smart cities are characterized by high density, versatile connectivity require-
ments, localized processing, and mobile sensors. Citizens are expecting to expe-
rience personalized, anticipatory, real-time, clean and safe city services supported
by digital services, autonomous vehicles, Artificial Intelligence (AI), and robots.
Hundreds of thousands of smart street lights, base stations, and sensors support
near real-time decision making and optimization.

During the growth of urban areas, we have also witnessed the degradation
of air quality in developing countries. Urban air pollution has become a global
challenge for human health, ecosystem, and the climate. The recent study by
the Global Burden of Disease (GBD) project reported 5.5 million people world-
wide are dying prematurely each year as a result of air pollution [1]. Air pol-
lutants are conventionally measured by expensive high-end stationary stations.
However, high cost and needs for constant maintenance of such stations pre-
vent large-scale dense deployments. The recent advances in sensing technologies
and wireless communications enable a complementary approach with large scale
sensing solutions with low-cost sensors.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
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In the MegaSense research program, we introduce a scalable and intelligent
real-time air pollution monitoring system by developing and deploying a hierar-
chical sensing architecture with low-cost sensors and leveraging machine learning
for sensor calibration and versatile connectivity provided by 4G/5G. Our goal
is to achieve near real-time air quality sensing with high spatial resolution. We
propose calibration of a large number of low-cost sensors with a small number of
accurate reference stations by using machine learning techniques. 5G offers uni-
fication by supporting versatile connectivity options and a framework for man-
aging smart city deployment. Scalable real-time air quality sensing is expected
to enable many applications.

We present pilot deployments carried out in the EU UIA HOPE project [2]
in Helsinki, Finland. The experimental results from three large urban test areas
indicate that crowd sourcing of air quality measurement is feasible, data valid-
ity can be significantly improved through calibrating the low-cost sensors with
higher quality stations, and crowd-sourced air quality data can serve as a basis
for new applications, such as green path routing.

The chapter is organized as follows: Sect. 2 presents the vision of the scalable
air pollution sensing in megacities. We describe the low-cost sensors used in
our sensing platform in Sect. 3 and present our pilots currently running with
these sensors in Sect. 4. Section 5 concludes this chapter with discussing future
research.

2 Spatio-Temporal Air Quality Sensing

In this section, we present the vision of the scalable spatio-temporal air quality
sensing.

Fig. 1. Vision of spatio-temporal air quality sensing.
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Figure 1 gives an outline of our vision of spatio-temporal air quality sens-
ing. A number of different types of sensors are deployed for monitoring the air
quality, including low-cost mini-sensors, middle-cost sensors, and high-cost ref-
erence stations. The low-cost and medium-cost sensors can be mobile and can
be integrated into vehicles or carried by citizens [3].

The emerging 5G-based technologies are expected to enable efficient data
collection, reliable sensor connection, less energy consumption, and intelligent
sensor management. Building on massive connectivity, sensing and distributed
data processing capabilities, the next-generation air quality monitoring networks
can automatically identify the operational environment of each sensor and opti-
mize sensor parameters in order to minimize errors and sensor drift.

Air quality sensors are hindered by many environmental factors and need to
be placed in suitable locations, where network connectivity and power supply
issues are taken into account. We introduce flexible and short-term placement of
the mini-sensors to optimize the coverage and accuracy of the pollution detection
process and study urban mobility patterns to improve coverage using portable
micro-sensors carried by citizens. We envisage that multi-vendor and open-source
sensor devices of different accuracy and capabilities can form a self-optimizing
mesh network. In our current work, we investigate the integration of low-cost
(tens to hundreds of euros) air pollution sensors, mid-cost sensors (thousands of
euros), and the high accuracy Measuring Earth Surface-Atmosphere Relations
(SMEAR) [4] stations that monitor a high number of pollutants every second.

Low-cost sensors are typically limited in accuracy compared with city mon-
itoring reference stations. We have designed a calibration model that maps the
measurements of low-cost sensors to measurements of reference stations using
machine learning algorithms to improve the performance of the low-cost sensors.
The low-cost sensors are co-located near to the reference station for a sufficient
period of time to collect the data for performing the sensor analysis and calibra-
tion. This corresponds to other research work related to sensor calibration [5–7].
Periodic re-calibration of sensors is necessary during the air quality monitoring
process due to its high instability, sensor drift phenomenon [8], and other errors
that reduce the accuracy.

The current solutions for sensor calibration have limited support for large-
scale and very dense deployments. It is not practical to bring thousands of sensors
to the reference stations for performing the calibration. Our key insight is to sup-
port calibration through a hierarchical mesh of sensors with both stationary and
mobile sensors (Fig. 1). We are exploring the possibility of using opportunistic
re-calibration, collaborative re-calibration, and transfer re-calibration [9] with
hierarchical sensor mesh networks.

Near real-time wide-area air quality sensing is expected to support the devel-
opment of many applications. Reliable and fine-grained air quality data and
insights are helpful in pinpointing pollution hot-spots and gaining understand-
ing of the root causes of the identified pollution problems [10]. The insights can
then help in mitigating pollution. For example, a smartphone map and navi-
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(a) Portable low-cost device. (b) Device attachment. (c) Measurement
application.

Fig. 2. Pilot devices.

gation application provide suggestions and directions regarding the paths and
routes with the best estimated air quality.

The MegaSense system is designed to provide information on multiple levels
from the city and district levels to the level of personal exposure to pollution.
On the city and district levels, it is possible to detect pollution sources and
provide suggestions for stakeholders to take actions for mitigating pollution.
Such information can be used to improve fitness and health applications as well
as control air ventilation systems. For example, the car ventilation system can
be controlled based on the current and predicted outside air quality to maximize
indoor air quality. The air quality information can also be used for building a
predictive model for early warning, which is very important especially for people
with respiratory problems.

3 Low-Cost Sensors

To evaluate the capabilities of low-cost crowd-sourced micro-sensors, we designed
a portable air quality sensing platform based on a BMD-340 system on a module
and mobile phone application (Fig. 2c). The portable platform connects to the
citizen’s Android smartphone over Bluetooth Low Energy, and the smartphone
reports the readings and GPS location to a collecting server. The measurements
are calibrated using the data from reference stations and machine learning tech-
niques before being displayed in the mobile app. The mini-sensor platform com-
ponent for measuring the Particulate Matter (PM) is a Sensirion SPS30. Table 1
presents a list of all the sensor components available on the portable device. The
platform is powered with a 3500 mAh battery and enclosed in a 3D-printed case
made of ESD-PETG filament. The form dimensions are: width 75 mm, depth
33 mm, height 127 mm, with weight 165 grams. The front is protected by an
aluminum mesh. General battery life before recharging via micro USB interface:
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26 h. Figure 2a presents a portable low-cost sensor that was carried by one of
the voluntary citizens in his bag for tracking the measurements of air pollutants
(Fig. 2b).

Table 1. Sensor types available in the low-cost portable device.

Sensor Type

BME-280 Temp, Humidity, Air Pressure

Battery Voltage

Sensirion SPS30 PM

SI1133-AA00-GM UV

MiCS-4514 CO, NO2

MQ-131 O3

To evaluate the practicalities of low-cost mini air quality sensors, we designed
a Raspberry Pi HAT with the same sensors (Table 1) with Nb-IoT modem
encased in water-proof rugged casing suitable for fixed outdoor stationary loca-
tions having constant power. This allows us to experiment with edge computing
as we can have more computation power with the sensors in comparison to the
portable sensor.

4 Pilot Deployments

We are running multiple pilot deployments with the university designed sensors,
including three pilots with portable micro-sensors and one pilot with stationary
mini-sensors in Helsinki, Finland.

Fig. 3. The MegaSense platform architecture.
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One hundred portable micro-sensors are loaned to voluntary citizens in the
UIA HOPE project [2] for measuring their own daily air pollution exposure using
the HOPE mobile application and crowd-sourcing data gathering. The citizen
exposure readings are based on measurements from the portable sensors, city
reference stations and an air quality model. The mini-sensors are deployed in a
small Nb-IoT network as part of a 5G testbed at the Kumpula area with support
from the City of Helsinki.

Both the portable micro-sensors and stationary mini-sensors upload air
quality measurements and download data to/from the MegaSense Edge/Cloud
data services. This is aligned with the MegaSense research program focuses on
addressing significant challenges towards scalable air quality sensing using low-
cost sensors with 5G technology and realizing big data analytics with machine
learning for supporting wide-area air quality monitoring applications. As pre-
sented in Fig. 3, sensors and mobile devices are connected to Edge/Cloud with
available 5G/4G connections via Rest API. Air quality MLaaS (machine learn-
ing as a service) offers machine learning tools as a part of Edge/Cloud services
to support business analytics. Specifically, low-cost sensors are periodically cal-
ibrated to provide reliable air quality data, data can be saved and processed on
Edge/Cloud depending on the application purposes.

(a) Pilot monitoring areas in Helsinki,
Finland. Top-down: Pakila, Vallila, and

.iraasäktäJ

(b) Pollution hotspot map created from
Pakila using portable low-cost sensors.

Fig. 4. Monitoring areas.

Early results from the UIA HOPE monitoring areas support the MegaSense
approach for optimising the spatial coverage and accuracy of the pollution detec-
tion through loaning citizens portable low-cost micro-sensors living in three dis-
tricts of Helsinki for a period of 3 months, and each district having a different
source for the emitted air pollutants (Fig. 4). Jätkäsaari is a new maritime inner
city district with a busy passenger port in the area which has high levels of traffic
pollution (see Fig. 4a). Pakila is an old suburban housing area and has mostly



MegaSense: 5G and AI for Air Quality Monitoring 19

been single-family housing burning wood which had lead to high black carbon
emissions. Vallila is an old densely built residential district at the edge of the
inner-city with major traffic routes and street canyons recycling high street dust
pollution. An example of citizen crowd-sourcing data is the pollution hotspot
map presented in Fig. 4b based on the measurements from Pakila. The emis-
sions data on the map consist readings for one day. On the map the PM2.5 scale
ranges from light red (2.5µg) to dark red (25µg).

5 Conclusion

MegaSense addresses significant challenges pertaining to scalable air quality sens-
ing by developing and using low-cost sensors with 5G technology in a hierarchical
mesh network environment, and implementing big data analytics with machine
learning. MegaSense utilizes the designed sensing data platform and reliable
atmospheric data from SMEAR reference stations to field calibrate low-cost sen-
sors that can be integrated into vehicles or carried by users for scalable and
near real-time air pollution monitoring. In future research, we will continue to
explore runtime calibration of the hierarchical sensor mesh as well as investigate
approaches for processing real-time image and video data from hyperspectral
cameras for air pollutant detection.
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Abstract. Brazil is the ninth economy and seventh-largest health market in the
world, currently accounting for more than 9% of the Gross Domestic Product
(GDP). In addition, the country ended 2019 with more than 400 startups work-
ing in the health area, demonstrating the maturity of the market and the ability
to foster innovation. In this scenario, the Internet of Things (IoT) emerges as
a technology with a revolutionary potential to bring significant progress to the
health area in Brazil. The Brazilian national IoT plan includes health as one of its
strategic areas and is promoting a solid structural base, through a set of centers
of excellence and initiatives, supporting research, development, and innovations.
However, encouraging and training of qualified professionals and facing chal-
lenges related to infrastructure and connectivity are decisive factors for Brazilian
success in the IoT area.

Keywords: Healthcare · Brazil · Internet of Things

1 Introduction

Health Units are complex environments where information plays a fundamental role.
It is crucial that professionals have access to information about patients, procedures
performed, or complications. It is also necessary to know about stocks of medicines,
supplies, and conditions of the equipment used. Ensuring adequate and optimized pro-
cesses for collecting, storing and disseminating information to team members who need
to access it, while preserving patient privacy and maintaining data quality, integrity and
consistency are major challenges [1].

Tools such as electronicmedical records andmobile solutions for patient’s interaction
with institutions already save time and resources, even if implementation in Brazil is
limited in scope. However, the Internet of Things represents the potential to promote a
revolution in the sector, precisely because this technology redefines these processes. It
is possible, for example, to send information about the vital signs of the patient directly
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from the equipment that collects the information to the electronic medical record in
real-time, without human interference.

Brazil understands the potential that IoT represents for several sectors, including
health. In this article, we show how the country is preparing to foster the development of
IoT solutions and how it is creating an environment favorable to entrepreneurship and
innovation.

2 Brazil Overview

First, it is necessary to reveal some information about Brazil. It is a country with an
extensive area, with a large and heterogeneous population of more than 211 million
people, according to the Brazilian Institute of Geography and Statistics (IBGE) [2]. In
addition, the country is the ninth-largest economy in the world (International Monetary
Fund for 2018 and 2020 (estimates) and the leading economy in Latin America, with
a Gross Domestic Product (GDP) of approximately USD 2 trillion, assuming regional
leadership in the dissemination of new technologies and market trends [3]. Moreover,
Brazil ended 2019 in the third place in the ranking of countries with the largest number
of new unicorns, which are, according to the definition of Aillen Lee (2013), startups that
reached a market value above USD 1 billion (Fig. 1), behind the USA and China, both

Fig. 1. Number of new unicorns by country for 2019 (extracted from Crunch Base. Available at
https://news.crunchbase.com/news/the-new-unicorns-of-2019/)

https://news.crunchbase.com/news/the-new-unicorns-of-2019/
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showing more expressive numbers [4–6]. This ranking show that our innovation ecosys-
tem is undergoingmaturation, and opening space for technology-based entrepreneurship
in most diverse areas.

3 The IoT Plan in Brazil

The National Internet of Things Plan is a broad initiative that mobilizes members of the
public, private sectors and the academy, provides investments in infrastructure and the
promotion of entrepreneurship [7], whose main objectives are [8]:

• improve the quality of life of the Brazilian population through efficiency gain in the
services offered;

• promote professional qualification and generate new jobs for a growing up IoTmarket;
• increase the productivity and competitiveness of companies developing IoT solutions
in Brazil;

• establish partnerships between the public and private sectors;
• improve the country’s integration in the international scenario.

The national plan started in 2017, and the first step involved a survey on diagnosis
and aspirations. In other words, what would be the potential of Brazil to be a regional
reference, the objectives to reach, the position Brazil intended to occupy in the interna-
tional scenario, and the internal problems it could solve with this technology. Therefore,
based on the conclusions built during the stage of diagnosis and aspirations, four ver-
ticals were listed: cities, health, agribusiness, and industry. Also, Ministry of Science,
Technology, Innovation and Communications (MCTIC) recently announced the creation
of eight Artificial Intelligence laboratories in Brazil. The laboratories will operate as a
network, and four of them will be focused on IoT [7, 9].

4 The Healthcare Market in Brazil

According to theWorld Health Organization (WHO), Brazil is the seventh-largest health
market in the world, with health expenses representing about 9% of GDP, including pub-
lic investments and private spending, which means a total amount per year exceeding
USD160 billion and per capita spending per year of USD929.00 [10]. The public system
serves free of charge 75% of the population, while 25% of Brazilians use private health
[11]. The country has 6,702 hospitals, of which 4,267 are private [12]. The Healthcare
Information and Management Systems Society (HIMSS) offers certification according
to the degree of hospital digitalization, with 7 being the highest score. Brazil has only
nineteen institutions certified at level 6 and seven institutions at level 7, which suggests
that most hospitals in the country are still behind in the digital transformation process
[13]. Although the technologies are not present in hospitals as they should, organizations
show an active interest in modernizing and overcoming this delay. It should be empha-
sized that the country currently has more than 400 startups seeking to offer innovative
solutions for the health market [14].
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5 The Internet of Things and the Health Context in Brazil

According to a recent survey, only 8% of hospitals adopt an Internet of Things (IoT)
solution in their operation, and 70% of the Chief Information Officers (CIO’s) report the
intention to implement IoT solutions in their institutions in the next two years [15]. The
research also mentions that the intention is to adopt IoT, in the first moment, to solve
problems or improve operational efficiency, but they do not intend to put the technology
in direct contact with the patient. However, there is openness for mobile solutions for
patients, inside and outside the hospital environment. Costs, mainly with integration,
were mentioned as the main entry barrier to be overcome [15]. It is a vast market, which
will actively seek IoT solutions in the coming years.

The National Bank for Economic and Social Development (BNDES), in partnership
with the MCTIC, estimates that gains from the Internet of Things in the Brazilian health
market by 2025 may reach USD 39 billion [7]. In a survey carried out in 2017, about
50 companies in the state of São Paulo and a few in the states of Minas Gerais, Rio de
Janeiro, and Rio Grande do Sul, declared themselves ready to offer IoT solutions for the
health area. Therefore, on the one hand, we have a demand that will undergo a sharp
growth in the next two years, and on the other hand, we still have a small number of
institutions able to absorb this demand across the country, concentrated in the Southeast
and South regions [7].

Several institutions aremobilizing around a series of actions to be taken so that oppor-
tunities are not lost, and the potential of IoT in Brazil is realized. Today, Brazil counts
on the Brazilian Association of Internet of Things (ABINC - Associação Brasileira de
Internet das Coisas), which is a non-profit organization and, according to its creators,
arose from the “need to create an entity that was legitimate and representative, nation-
wide, and that would act on different fronts of the Internet of Things sector.” According
to the entity’s website, its main objectives are: to disseminate relevant information about
new technologies and the Brazilian market; promote commercial activities among mem-
bers; promote research and development activities; act with government authorities and
regulatory bodies and seek international partnerships [16].

In addition, Brazil also presents relevant research and development initiatives. It is
valid to highlight the Integrated Systems Laboratory (LSI - Laboratório de Sistemas
Integráveis) and the Interdisciplinary Center for Interactive Technologies (CITI - Centro
Interdisciplinar de Tecnologias Interativas). Both are at the University of São Paulo,
which is among the most important institutions in Latin America [17, 18].

LSI works on applied research and cutting-edge technology to offer innovative solu-
tions that prioritize public interest, as well as the country’s development. The laboratory
was founded in 1975, has seven research groups, and a Digital Health and Assistive
and Rehabilitation Technologies among its subjects of expertise. In addition, the LSI
objectives are aligned with Brazilian ambitions in the field of IoT, as the laboratory has
one among its objectives to work in technology transfer to the national industry [17].

CITI is a platform formultidisciplinary projects available to the scientific community.
In this center, the “Caninos Loucos” project is underway, aiming to form a community
of IoT developers in Brazil and, in addition, develops Single Board Computers with
national technology and open structure, including hardware and software. The center
also has a digital health center and works with the concepts of Think-tank and FabLab
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(Factory-Laboratory) to enable projects that have an impact on human problems, such
as health and accessibility [18, 19].

6 Challenges and Opportunities for IoT in the Health Area
in Brazil

According to the National IoT Plan, Brazil has three main health challenges that can be
overcome with solutions involving IoT [7]:

Improvement of the general health of the population: Eating habits are bad, and
people are less active. These two factors have a negative impact on the health system.

Improve patient care: Only 25% of patients trust the health system and, among health
professionals, only 35% trust the system. There are reasons to believe that the lack of
confidence is related to the long waiting times for care. A problem that has the potential
to be mitigated through efficiency gains that technology brings.

Financial sustainability of the system: There are two main factors adding pressure
to the system: population aging and growing medical inflation, that is, the increase in
health costs related to new treatments or procedures that are available to the population
[20]. Both issues are not restricted to Brazil and have been discussed globally. Brazil’s
population is aging at an impressive rate. In 2030, we will see a reduction in all age
groups below 40 years and accelerated growth in groups above that age. And this growth
is more pronounced at the top of the age pyramid. Estimates indicate that, in 2030,
the age group over 60 years old will be 3 times larger than it is today (Fig. 2) [2].
According to the “Instituto Coalizão Saúde,” [21] it is estimated that only 10% of the
elderly population will have access to private health services, that is, 90%will depend on
the public system. Thus, an urgency to develop plans to meet the needs of this growing
part of the population is enormous.

Fig. 2. Projection of the evolution of different age groups in Brazil until 2060 (extracted from
IBGE - Brazilian Institute of Geography and Statistics: Projections and estimates of the population
of Brazil and of the Federation Units. Rio de Janeiro: 2010 available at https://www.ibge.gov.br/
apps/populacao/projecao/).

https://www.ibge.gov.br/apps/populacao/projecao/
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In addition to the three challenges that receive special attention, solutions to improve
the use of resources, facilities, professionals, and pieces of equipment will similarly be
well accepted. Innovations related to schedule control, stocks, and availability of hospital
beds. Confronting epidemics, as the country has faced severe problemswith dengue, zika
virus, and chikungunya. Finally, it is also worth highlighting the management of patient
data because a large amount of information is still on paper, and this is a limiting factor
when we think about using this data as a planning tool.

For Brazil to take full advantage of the expansion of IoT solutions, it is essential that
efforts be allocated to overcome challenges, such as regulatory issues. The draft General
Data Protection Law already exists, so this issue should be mitigated soon [22].

Furthermore, Brazil is a country of continental proportions and very heterogeneous.
In this scenario, connectivity is quite challenging, which is why investments in infras-
tructure and training of human resources are part of the National Internet of Things Plan.
Brazil has 0.9% of its workforce in telecommunications, and for the European Union,
this number is close to 4%, which reinforces the indication that it is essential to invest
in the training of these professionals [23].

7 Conclusion

As discussed above, we can conclude that Brazil government understands the strategic
role of IoT in the health area, enabling technologies with revolutionary potential and
capability to bring significant progress to the Brazilian health market and health benefits
for the population. Precisely for this reason, Brazil actively seeks to create strategies
to develop its own solutions and achieve a higher degree of autonomy and a guiding
role. Several efforts are taken in public investments and partnerships with the academy
and the private sector. It is, therefore, a window of opportunity to leverage research,
developments, projects, initiatives, and startups interested in innovation in the health
area.
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Abstract. The alleged North-Western Iberian urban corridor, mainly covering
Northern Portugal and Galicia, is examined. The international boundary between
Portugal and Spain is assumed to have a role in the analysis of such a corridor.
The theoretical section reviews the literature on urban systems and corridors and
shows how they are commonly conceived under a nation-state framework. Some
of the international literature on urban corridors has been criticised given that it is
not based on actual inter-urban links. The results are based on the analysis of the
literature about the North-Western Iberian urban corridor developed in Portugal
and in Galicia. The intention is to grasp to what extent the corridor has emerged as
an academic spatial category in both countries. The paper concludes by discussing
the results and by providing some final remarks regarding inter-urban and inter-
regional cross-border governance and the relevance of other scales rather than
individual cities for the development of smart city agendas.

Keywords: Urban corridor · Urban system · Smart city · Cross-border ·
Portugal · Galicia (Spain)

1 Introduction

One of the most currently popular urban scholars has defined the so-called “mega-
regions” as “a new, natural economic unit that results from city-regions growing upward,
becoming denser, and growing outward and into one another” (Florida 2008: 42). How-
ever, most of the literature about smart cities deals with individual cities and, in practice,
neglects to consider that cities do not work in isolation and can amalgamate into “mega-
regions”. In this sense, when there is a discussion about smart principles applied to a
particular city, quite commonly the debate is focused on this city in itself, understood as
autarkical, paying limited attention to its relationships with other neighbouring cities.
This, quite often, may imply that the scale for developing smart and other relevant urban
policies is miscalculated.

Florida (2008: 54) included a map of Europe, where the Iberian Peninsula western
coastal region appears mapped as a single “mega-region” named after its alleged main
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city: Lisbon. Importantly, this “mega-region” goes beyond Portugal and includesGalicia,
located on the North-Western Iberian Peninsula and politically pertaining to Spain.
Beyond the fact that this map is not pertinently justified from a scientific perspective,
this “mega-region” is striking, given that it extends into another country. In fact, when
dealing with urban systems, scholars tend to reproduce the understanding of the “state
as a container” as defined by Taylor (1994), thus working inside the bounded territories
of their countries, with limited attention given to the dynamics which cross nation-state
boundaries.

In this context, this chapter tries to examine the literature on the urban system of
the North-Western Iberian Peninsula—namely Northern Portugal and Galicia—, by dis-
cussing its main urban corridor (usually called “Atlantic axis” in Galicia)1, trying to
elucidate to what extent the existence of the international boundary between Portugal
and Spain has motivated it being disregarded. According to Marques (2004) and other
relevant Portuguese urban scientists who will be mentioned below, Lisbon and Porto are
quite detached as they do not work in an integrated manner. For this reason, Florida’s
(2008: 54) proposal of considering an urban corridor from Lisbon to the north as a single
“mega-region” is not followed here. In fact, his methodology, based on employing “the
satellite images of the world at night […] to identify mega-regions as contiguous lighted
areas” (Florida 2008: 47) seems inaccurate; indeed, subsequent studies, such as Nel·lo
et al. (2017), have methodologically improved the use of this data source.

Accordingly, the hypothesis here stands that Porto is the main metropolitan area
of the North-Western Iberian urban corridor, including cities outside Portugal. There is
evidence that this is the case. Firstly, Porto airport (Sá Carneiro) is self-promoted as
“the airport of all Galicians”2; in fact, the available statistics show that more than 12%
of the total users come from Galicia, accounting for more than one million Galician
passengers, roughly the same figure that Vigo or A Coruña airports achieve all year
round, including passengers of all nationalities (Suau 2020). Secondly, a map of densi-
ties and volumes at municipal level of the North-Western Iberian Peninsula makes an
urban corridor apparent, fromAveiro to Ferrol, approximately accounting for 4.9million
inhabitants, with 2.5 million residents in the—broadly understood—Porto metropolitan
region (see Fig. 1). Thirdly, when comparing the average daily traffic (ADT) of all the
cross-border roads between Spain and Portugal, 38%was recorded in 2016 at the bridges
crossing the Minho River (where the international boundary is set just in the middle of
the studied urban corridor). The most intense cross-border pass between both countries
is the highway which is the axis of the urban corridor (AP9 in Galicia/A3 in Portu-
gal), with an ADT of 15,015 vehicles per day (2016) crossing the border (OTEP 2018).

1 “Atlantic Axis” is a common concept in the urban studies literature developed in Galicia since
the 1990s. It refers to the urban corridor extending from Ferrol, in the north-west of Galicia, to
the border with Portugal, in the south-west of Galicia (Fig. 1). However, the same name is used
by a voluntary inter-municipal association currently consisting of 35 municipalities in Galicia
and Northern Portugal (https://www.eixoatlantico.com/), not all of them in the urban corridor
studied here and some of them are not even strictly urban. All this leads to a vagueness in the
use of “Atlantic Axis”, so we prefer to use North-Western Iberian urban corridor.

2 Advertisement placed in the airport premises.

https://www.eixoatlantico.com/
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This clearly shows that mobility is higher at this point—where the corridor crosses the
boundary—than anywhere else along a boundary of more than 1,200 km in length.

Fig. 1. Population per municipality on the North-Western Iberian Peninsula (2018). Sources:
https://www.ine.pt/, https://www.pordata.pt/ and https://ine.es/ (last accessed 2020/02/25).

This chapter begins by reviewing the literature on urban systems and corridors,
usually conceived under a nation-state framework. Then, the analyses already carried
out on the Northern Portugal-Galicia coastal corridor are expounded. This consists of a
systematic attempt to examine the Portuguese and Galician scientific literature available
on this corridor. Finally, this research is discussed and some final remarks are made.

https://www.ine.pt/
https://www.pordata.pt/
https://ine.es/
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2 Conceptualising Urban Systems and Corridors

Geddes (1915) is recognised as one of the first authors to give a scientific interpretation of
cities’ coalescence into the so-called “conurbations”. To define them, this author made
use of the urban physical development process by means of the increasing mobility
linked to the improvement of transport infrastructure. Afterwards, Gottmann (1962) laid
the foundations of studies on urban corridors, by combining analyses on morphology
and inter-urban functional relationships in a large US north-eastern urbanised region—
the BosWash corridor, extending from Boston to Washington—, which he labelled as
“megalopolis”. This research has been replicated in other large metropolitan regions
across the world.

Both authors are recognised as the founders of the studies on polycentric urban
systems. In general terms, these studies apply two main approaches: the morphological
and the functional. The former focuses on the extension and the shape of urban built-
up areas. The latter pays attention to the interactions between cities. Be that as it may,
an urban system refers to a recognisable group of urban settlements of different sizes,
commonly understood as inter-acting nodes and creating a particular hierarchy of levels
(Zoido et al. 2013). Berry (1964) and Bourne and Simmons (1978) were some of the
first authors to apply the systems theory to analyse city interaction. Interestingly, the
concepts system and network have sometimes been interchangeably used, in a profound
discussion that is out of remit in the context of this chapter. In this sense, we prefer to
employ system for our purposes here.

It is worth mentioning that urban systems research is commonly carried out at a
nation-state scale, trying to confer a coordinating and organising role to each city in its
national context from a planning and political perspective (Zoido et al. 2013). However,
there is research in this respect at a global level. For instance, different authors have
proposed international comparisons, various contiguous nation-states have been stud-
ied together and there have been continental and/or macro-regional investigations, in
particular in Europe and in North America (Cattan 1999; Taylor 2004; Simmons and
Kamikihara 2006; Rozenblat et al. et al. 2018; Vives-Miró and Paül 2019).

Lastly, a key concept related to urban systems is urban corridors. An urban corridor
refers to a particular spatial pattern of cities conforming the urban system, which holds
a linear configuration, typically following a transport infrastructure corridor. Urban cor-
ridors have been commonly described within nation-states (for instance, in the case of
Spain, the Mediterranean corridor) but can also be international if they cross bound-
aries. In Europe, Brunet (1989) made an early attempt at drawing continental urban
corridors, such as the subsequently so-called “blue banana”, from London to Milan,
and the Mediterranean corridor from Madrid to Rome, which to some extent extended
the traditional Spanish Mediterranean corridor, embracing France and Italy. All of them
have received considerable criticism. Indeed, Williams (1996) and Cattan (2007) have
labelled these urban corridors (sic) as “spatial metaphors”, stating they are images that
do not necessarily reflect actual inter-urban links. As mentioned above, the same might
be applicable to the urban corridors (sic) drawn by Florida (2008).
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3 Reviewing the North-Western Iberian Urban Corridor

3.1 Portuguese Perspectives

ThePortuguese urban systemhas been analysed following functionalist approaches since
the 1980s. Salgueiro (1992) and Guichard (1995) referred to the primacy of the Lisbon
metropolitan region, followed by the metropolitan region led by Porto, and describing a
south-north corridor between them. Ferrão and Marques (2003) concurred, pointing out
that beyond Lisbon and Porto there are only several small-sized cities in Portugal, thus
causing an imbalanced and uneven urban system that lacks a layer of cities positioned
at an intermediate level.

This chapter deals, obviously, with the Portometropolitan region,which the available
literature describes as polycentric, especially when compared to Lisbon, which is clearly
monocentric. However, there is a widespread discussion about its extension: while some
research considers the region limited to the contiguous built-up area of Porto and some
neighbouring municipalities, other authors point out that the functional metropolitan
region may include Braga, Guimarães, Aveiro and/or other urban nodes of Northern
Portugal (Salgueiro 1992; Ferrão 2002; Ferrão and Marques 2003; Fernandes 2014).

There are scant mentions of Galicia and of the North-Western Iberian urban corridor
by Portuguese urban scientists. One of the early scholars to show a Galician connection
in this respect was Guichard (2000), who mapped western coastal Galicia as part of the
area influenced by Porto. Moreover, as a cartographic representation, Portas et al. (2011)
mapped the continuity between Porto and the western Galician coastal cities, using a
morphological method.

However, Ferrão and Marques (2003: 17) highlighted that “[t]here is still relatively
little cross-border interaction by comparison [with] existing growth potential, even in
[…] Northern Portugal/Galicia”. Indeed, these authors forecast four scenarios for the
future of the Portuguese urban system, one of them expressively labelled as “fragmenta-
tion”: “Portugal’s urban systemmost at risk of being subject to outside influence, particu-
larly from Spain. Portugal would lose out both from a hierarchical point of view […] and
from a proximity point of view (the increased influence of Spanish cities located along
the border)” (p. 48). Interestingly, it can be interpreted that these scholars are concerned
about a potential breakdown between Lisbon and Porto, which might be associated with
strengthening the links of the latter with Galicia.

In a similar direction, Marques (2019) has recently demonstrated that the func-
tional relations, measured by the number of commuters according to the 2011 Census,
between Lisbon and Porto is higher than between Porto and Galician cities. In short,
Portuguese researchers have not evidenced the North-Western Iberian urban corridor
from a functional perspective.

3.2 Galician Perspectives

A systemic approach has been used to analyse Galician cities since the 1970s. The
Galician urban system is usually considered an autonomous sub-system of the Spanish
urban system. In this regard, Precedo (1974) identified two main metropolitan areas—
Vigo and A Coruña—, working quite autonomously. He also pointed out that a future
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scenario might imply the structuration of an urban “development axis” between Ferrol
(located north of ACoruña) and Vigo, connecting both metropolitan areas. The notion of
“axis” was imported from regional economic analysis theories that established a direct
connection between infrastructure development and the emergence of economic and
population growth corridors.

However, this scenario became a self-fulfilling prophecy: Pérez Vilariño (1990),
Precedo (1990) and Alonso and Lois (1997), among others, described the emergence of
the “Atlantic urban axis” associatedwith the final work on the AP9motorway structuring
the corridor (initiated in the late 1970s, it was finished in 2000, when it reached Ferrol).
Beyond the obvious increase of inter-city traffic flow that was experienced in the 1990s,
the development of manufacturing activities operating at this urban system scale was
also noticed.

Since the 1990s, this urban corridor has been studied under different lenses, comb-
ing both functional and morphological approaches as well as from other perspectives
(sociological, imageries, planning, etc.). The increasing integration between cities has
been extensively reported, including the inauguration of the high-speed train between A
Coruña and Vigo in 2015. In addition, several researchers have shown how urban sprawl
has affected the corridor area, evidencing a low-density pattern of suburban development,
mostly contiguous along the highway structuring the corridor and its main perpendicular
extensions towards the coast. A recent synthesis of most of the research carried out is
provided by Lois and Pino (2015).

Lois (2004a) was possibly the first scholar to refer to the alleged Portuguese counter-
part of this Galician urban corridor. He characterised the North-Western Iberian urban
corridor as follows: (i) consisting of several urban areas with significant population,
relevant at both the Iberian and European contexts; (ii) noticing its economic relevance,
especially in terms of the concentration of manufacturing companies; and (iii) showing
increasing economic exchanges andmobility. Lois (2004a) described this urban corridor
extending to Aveiro (located 50 km south of Porto). However, Lois (2004b) also added
that, due to the already described urban system in Portugal, the corridor should be seen
as reaching Setúbal, located south of Lisbon, which is geographically coincident with
Florida (2008).

4 Discussion and Conclusion

The North-Western Iberian urban corridor has been researched in several studies in
the last three decades. It seems that Galician scholars (e.g. Lois, 2004a, b) have been
more attentive to its configuration, with more enthusiasm about a possible integration
of western Galician cities into the dynamics of Northern Portugal, especially those
exercised by the metropolitan area of Porto. In contrast, we have found in Ferrão and
Marques (2003) a Portuguese narrative assuming that if the linkage between Portuguese
and Galician cities gains momentum, there is a potential risk for the integrity of the
Portugueseurban system.We interpret this as a prevalenceofmethodological nationalism
as described by Schiller and Glick (2002).

When dealing with this corridor, the dominant perspective exploring its scope has
been morphological, while the functional approach has been widely critical of its pres-
ence. A case in point is Marques (2019), who states that the North-Western Iberian
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urban corridor is not proved by commuting data, while recognising that “a more com-
plex analysis might involve a wider variety of indicators” (p. 27–28; own translation).
In this sense, they could make use of the available series from Eures (2002–2019). This
source shows that factual transboundary employees between Galicia and Northern Por-
tugal exceeds 13,000 annually, a figure that is recovering from the post-2008 GFC years
(before the GFC the figure was more than 20,000 commuters). This type of indicator
should be considered when trying to elucidate to what extent there is a functional urban
corridor on the North-Western Iberian Peninsula. As explained by Taylor (1994), the
existence of a nation-state boundary is a powerful mental barrier, mostly unconscious,
that leads to disregarding particular spatial processes.

The widespread use of “Atlantic Axis” does not equal the North-Western Iberian
urban corridor, because the former sometimes refers to an association of municipalities,
but on many occasions, especially in Galicia, it equals the latter. Interestingly, this
association has funded academic publications (e.g. Souto 1999; Souto et al. 2005) where
the affiliate cities are described as an actual or potential single urban system, on the basis
that the persisting boundary made its articulation impossible until the consolidation
of the four EU “free freedoms” of the single market, including the free movement of
persons, in the early 1990s. This “Atlantic Axis urban system”might embrace the North-
Western Iberian urban corridor and other municipalities in inland areas. In this sense,
and contrary to the analysed works in this chapter, Souto (1999) and Souto et al. (2005)
seem to respond to the need to integrate all the municipalities gathered in the association
rather than to accurately characterise an urban system.

That is possibly a local manifestation of the common confusion between images and
actual functional links reported in the theoretical section. Nevertheless, the image of a
corridor (or axis) has had a powerful effect, impelled by the Atlantic Axis association
itself. Urban cross-border integration is quite often aspirational and prospective rather
than a matter of fact. Indeed, whenWilliams (1996: 96) analysed the “blue banana” cor-
ridor as proposed by Brunet (1989) he indicated that “this metaphor creates a memorable
imagewhich simplifies and structures people’s thinking about the spatial structure”. This
is consistent with other notions which emerged when dealing with planning devices such
as “anticipatory geographies” (Sparke 2000: 187), “imagined geographies” (Häkli 2004:
62) and “aspirational spaces” (Deas and Lord 2006: 1863).

Beyond theAtlantic AxisAssociation, other governance structures have been created
betweenGalicia andNorthern Portugal. A case in point is the intergovernmental Galicia-
Northern Portugal (G-NP) EGTC3. Ironically, the G-NP EGTC region can also create
a confusing “container” in the sense given by Taylor (1994) when analysing the urban
corridor: Aveiro does not administratively belong to the Portuguese Northern Region,
and that has led to understand this city to be more connected to the Portuguese Central
Region, thus disconnected from Porto.

The G-NP EGTC covers a wider region beyond the North-Western Iberian urban
corridor. However, in 2018 an EGTC was created for the strictly cross-border region of
this corridor: the Rio Minho. This EGTC has an odd spatial extension as it covers the

3 Since 2008, the European Grouping of Territorial Cooperation (EGTC) is the EU legal device
created to propel inter-administrative cooperation, mainly among local and regional levels.
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Southern-most municipalities of the metropolitan area of Vigo—without Vigo itself—
and the urban area of Viana do Castelo—very dependent on Porto. However, the Rio
Minho EGTC has designed an intense smart urban agenda that deals, amongst other
issues, with setting shared services for the citizens of both sides of the boundary and
the development of sustainable cross-border local mobility (Paül et al. 2019). To sum
up, smart strategies are applicable beyond the edges of a particular city, its scope being
apparently pertinent in complex urban systems as well. The discussion carried out here
about a cross-border urban corridor is a particularly challenging arena in this respect.
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Abstract. The concept of Smart Cities are giving lots of opportunities for using
technology tomake citizens heathier and happier in the future cities. Recent devel-
opment of artificial intelligence and its capacity to support people in creative and
learning processes can be crucial factor in changing social landscape and lead to
novel social innovations. In this paper, we are presenting art/research projects,
and design experiments of interactive designer Predrag K. Nikolic exposed in var-
ious public spaces within the period of last ten years. The conceptual idea behind
the projects has been to affect human behavior through novel interactions within
playful mix realities and lastly in artificial reality (AIR) as new user experience
phenomena in a new urban social landscape.

Keywords: Smart Cities · Playful environment · Smart living environments ·
Intelligent interface design · User experience design ·Mix reality · Artificial
Intelligence Reality · Robot-robot interaction · Robot creativity

1 Introduction

Smart Cities as a concept for better quality of citizens’ life is facing lots of challenges
and has many different aspects to encompass to offer sustainable solutions in the future.
One of the most important issues to consider is happiness of the people who are living in
the cities. Interactive media art and design together with the uprising sensor and detec-
tion technologies, vast data collection and artificial intelligence, could give significant
contribution to social development and innovation in smart living environments. More-
over, robot creativity development can encounter humans with the intelligent entities
who will not be only replacement for human tasks but rather equally important for social
interactions, beside human to human, in the urban social landscape [1].

In his design experiments and interactive media artworks, Predrag K. Nikolic focus
is on how to offer to the citizens’ playful environments where they can experience new
interactions and establish communication between each other, machines and respon-
sive public spaces in more engaging way. Through his creative practice, he found that
artistic pretenses and context can have a crucial role in developing pleasurable feelings,
spontaneous reactions and more intensive effect on participants’ behavior during the
engagement.
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In the background section of the paper,we are going to present eight interactivemedia
artworks relate to different research topics he intended to explore within the project
agenda. We will describe the type of the interactions investigated, desirable experience
intended to trigger and conceptual decision which was made to achieve that. Then we
will present the concept of the Artificial Intelligence Reality (AIR) through description
of three related art/design projects. Lastly, we will conclude and specify potential direc-
tions of using Artificial Intelligence Reality (AIR) concept to design intelligent, playful
interfaces for better citizens’ quality of life in future cities.

2 Background

For the last ten years, Predrag K. Nikolic is actively investigating new techniques and
interaction design methods which could contribute to the smart cities concept develop-
ment. In his art and design works he is using playful environments to provoke human
behavior changes and offer new approaches to social innovation in urban communities.
In this section, wewill describe eight interactive media art/design artefacts with different
user experience design approach and used interactive tactics. The aim was to trigger var-
ious participants’ reactions which will eventually lead to long lasting behavioral changes
and improve of a social well-being.

2.1 MindCatcher

The MindCatcher is an interactive installation where the central part for interaction and
playful experience is floor interface. Users are using their body movements to step on
and interact with sensitive floor switches. The visitors were stepping on coloured circles
switches and creating so called audio-visual sentences projected on a wall in front of the
floor interface (see Fig. 1).

The users created the patterns of the audio-visual sentences, but the author of the
installation defined the basic rules (grammar). That gave us possibility to change the
visualisations and challenge the participants’ creativity and abstractionmore intensively.
Special attention was given to multiple meanings of the visual images generate as result
of synergy between the humans and the system. We wanted to arouse intrinsic and emo-
tional triggers which will entice creative immersion and temporary release of repressed
emotions [2].

2.2 Ciklosol

In the interactive installation Ciklosol exercise bicycle is used as medium between par-
ticipants and the dynamic visualisation projected on the screen (see Fig. 2). The speed
of paddling is in direct correlation with the movement of the screen projected animated
sunflower.

The conceptual idea for this public installation was routed into environmental mes-
sage intended to be communicate with the visitors and affect their behavior. Further-
more, to emphasise importance of human role and invested energy in preservation of
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Fig. 1. Mother and daughter in the collective creative session, interacting together on the floor
interface. (© Predrag K. Nikolic. Photo: Predrag K. Nikolic)

Fig. 2. The Ciklosol Bike Interface where paddling is trigger to the system (© Predrag K. Nikolic.
Photo: Predrag K. Nikolic)

Earth resources and living environment. The important issuewas to extend existing func-
tions and embed additional meanings to the used object for the interface, fitness bicycle.
Additionally, to make possible effective transmission of ideas implemented in installa-
tion narrative, educate users and enhance their experience. Hence, we used paddling as
a trigger for the system input-output communication [3].
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2.3 Vrroom

The installation Vrroom is playing with the childhood memories to provide immersive
mix reality experience and trigger suppressed emotions. In particular, an experience is
built upon sonic interaction between visitors and the system by mimicking sounds of
various vehicles to simulate movement like we used to do during our childhood. Visitors
are invited to simulate sound of car engine in the microphone and start moving on the
road projected on the screen. Depending on sound intensity, they were able to regulate
their speed along the road (see Fig. 3).

Fig. 3. Interacting with the road in virtual environment and controlling movement by making
sound of car engine andmodulating its intensity. (©PredragK.Nikolic. Photo: PredragK.Nikolic)

Metaphors related to the road signs and arrows, in the context of decisions and
choices we are making in our life, we used as genuine narrative language. As such,
visitors are not exposed only to experience of virtual road trip controlled by the intensity
of their voice but also they are in the middle of the visual story which goes on the road
surface [4].

2.4 Before & Beyond

In the installation, Interactive Before & Beyond visitors are having physical interactions
which are stimulating their internal processes such asmotivate them to collaborate, inter-
act with bodies and communicate. The installation space is enhanced with the Kinect
and location based sensors which are tracking visitors’ body movements, direction of
walking and interpersonal distance. After entering the installation, participants are get-
ting visual representation of their presence in the virtual world as audio-visual “String of
Energy” projected on the screen in front of them. Every string has a characteristic color
and sound which are used to induce feeling of personal attachment between visitors and
the generated string. To increase tracking accuracy and level of intimate relationship
between participants and the projected strings we are using sensory based technologies,
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Fig. 4. After entering the installation space, every participant gets his String of Energy projected
on the screen (© Predrag K. Nikolic. Photo: Predrag K. Nikolic)

Kinect movement detection placed on the wall and beacons integrated in the medallion
around the neck of the participants (see Fig. 4).

With interactive installation Before & Beyond the aim was to challenge visitors to
contemplate about their virtual existence and the way they share it with others. In the
playful integrative environment, they are enhanced with new personal properties such
as colour, shape and sound attached to their string. With those features, they can interact
with other in novel way, such as making group composition, which allows them to enjoy
in authentic experiences and novel multisensory communication with others. Physical
and virtual space of the artwork are becoming a place for body and social interactions
as well as the place for establishment of a new relationships between participants [5].

2.5 InnerBody

InnerBody is an interactive installation where visitors are interacting with the human-
heart look like the interface to take a fake medical exam. The visitors are exposed to
life-threatening diagnosis to provoke positive health related behavioral changes. The
installation was set in public spaces. The central space of the installation consisted of
the tactile human heart-shaped interface, the audio-visual projection of vital human func-
tions and the odor made of iodoform and coal tar, typical smells we are experiencing in
hospitals (see Fig. 5). Intention was to use expressive metaphorical and sensory stimu-
lation to impact the experience of death anxiety by exposing them to fake medical exam
with life treating results as the outcome [6].

To avoid potential ethical consideration, after the completion of the fake exam ses-
sion, the visitors were informed that projected data were not real either related to them.
The look and feel of the “Human Heart Interface” has been one of the crucial elements
used to design visitors’ experience in a way to trigger desirable health concerns.

In the installation, interactive media artists and designer Predrag K. Nikolic is using
multisensory model of digital storytelling where the sound of heartbeats, textual mes-
sages, and visual representation of the human body vital functions, are all together part
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Fig. 5. The Inner Body installation space and set up. (© Predrag K. Nikolic. Photo: Predrag K.
Nikolic)

of the narrative employed to achieve desired behavior change. The installation positive
and educational role starts with the textually introduced which describes the nature of
a so-called Preventive Diagnosis by an Infrared Scanner and ends with the explanatory
message on the which we both used as instrumental to design behavioral change.

3 Artificial Intelligence Reality (AIR)

The concept of Artificial Intelligence Reality, presented by Predrag K. Nikolic at the
Smart360 Summit 2019, is novel reality paradigm designed with robot creativity and
artificial intelligence processed data, collected via sensors from the environment. Beside
textual, numeric and sound analysis, we are using users’ facial recognition features and
emotional data as inputs for artificial intelligence to design new reality and immerse
users in it. Eventually based on their features, they are becoming part of the artificial
intelligence created reality.

In the first part of our investigation of AIR systems, we are using independent neural
networks to createmachinemade content and arouse robot creativity. As part of that, four
artificial intelligence philosopher clones (Aristotle, Nietzsche,Machiavelli and Sun Tzu)
are created till now as part of the installations Robosophy Philosophy and Botorikko,
Machine Created State. Besides that, with inclusive game In_Visible Island, we explored
potentials of using AIR, multisensory and intelligent interfaces to join together sighted
and visually impaired children in playful experience. Further, we will describe in more
details all mentioned projects and core conceptual ideas.

3.1 Robosophy Philosophy

The artwork Robosophy Philosophy is authentic example of using robot-robot interac-
tion as novel interactive design technique worth of exploring further in AIR contexts.
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The installation is conceptualized as philosophical discussions between two artificial
intelligence philosopher clones, Aristotle and Nietzsche. The content they are creating
is generated based on the initial algorithm, which triggers the conversation and artificial
intelligence internal processes. As result, we are getting completely genuine machine-
made content, withminimum of human interference andmaximum employment of robot
creativity. The installation has two aims, to setting up a model for future content cre-
ation based onmachine mindfulness and to question ongoing cultural and social changes
which are results of interactions between people and technology [7].

The Aristotel’s Ethical Robot is fed with knowledge collected fromAristotle’s Nico-
machean Ethics, Poetics, Politics, Metaphysics and Nietzche’s Overman Robot from
Nietzsche’s Thus Spoke Zarathustra, The Antichrist, Beyond Good and Evil, The Guy
Science, The Birth of Tragedy and Ecce Homo [8]. The two robots are pseudo-robots
and they do not have movable part for any assistance in human tasks as we wanted to
emphasise potentials of their mental processes (see Fig. 6).

Fig. 6. Aristotel’s Ethical Robot and Nietzche’s Overman Robot (© Predrag K. Nikolic. Photo:
Predrag K. Nikolic)

3.2 Botorikko: Machine Created State

The Botorikko, Machine Created State [9] is an interactive installation made of two to
bicycles construction, two computer monitors and two pseudo robot manikin figures. For
this artwork, we developed two artificial intelligence philosopher clones representing
Machiavelli and Sun Tzu. They are discussing about social, historical and philosophical
standpoints related to politics, diplomacy, strategy, wars and conflicts. Furthermore, we
designed sentiment analysis algorithm capable to interpret sentiment from the authentic
machine-created content andmove the robots’ head accordingly. The sentiments analysis
algorithm is using typical human head-movement behavior based on six basic emotions
anger, happy, sad, fear, surprise, disgust.

By pedaling bicycles, visitors are starting sword fight between Machiavelli and Sun
Tzu manikin figures look robots, placed at the front part of the bicycles (see Fig. 7).
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The installation is a unique example of human-robot-robot interaction which tends to
become genuine social phenomena of our and future time. Moreover, sentiment analysis
of the authentic machine made content is giving us opportunity, based on multiple data
types used in AIR, to follow AI agent interpretations of given knowledge and emotional
gesture based data.

Fig. 7. Interactive Installation Botorikko, human-robot-robot interaction (@ copyright photo:
Predrag K. Nikolic)

3.3 In_Visible Island

In_Visible Island is smart, collaborative platform where visually impaired children can
play with their normal peers [10]. It is AIR based platformwhich consist of multisensory
storytelling system made of multilayered main board, central computer powered by
artificial intelligence agent and multisensory disks with the story characters placed on
its top. Participants are choosing the characters and place them into three different
environments on the main board (see Fig. 8). Based on those choices, the artificial
intelligence agent is choosing piece of the predefined narrative content based on the
designed software criteria and creates storyline which will fit the players’ decisions
during the creative session. The platform is supporting multisensory experience (visual,
audio and tactile). Players can touch the grace, rocks, water, cuddle the animal character
and hear their specific sounds as well as feel shaking vibration if they are afraid of
something. None visible experience is specially created for the visual impaired children
so they can be equal in perception of that part of the platformwith sighted kids during the
play. By doing that we gave themmultiple options for interactions and social relationship
development between each other, and the most important is that they can play together
and override physical differences.
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Fig. 8. In_Visible Island, three different environments placed on the main board (forest, river, and
mountain) and placements for the multisensory disks (@ copyright photo: Predrag K. Nikolic)

The central artificial intelligence unit is collecting various types of external data
related to players’ sensibility and choices such as animal character or environment
and generates audio-tactile responses and authentic narrative in artificial intelligence
generated reality (AIR).

4 Conclusions and Future Directions

In the presented projects we are trying to employ together smart environments, multisen-
sory interaction, intelligent interfaces, concept of playful cities and artificial intelligence
toward idea of novel social landscape where humans and robots will coexist and share
the same reality.

In our further research and development of the Artificial Intelligence Reality (AIR)
systems, we will focus on emotional and machine created content analysis toward a
better understanding of robot data interpretations and achieved abstraction. Moreover,
to find opportunities to increase variety of data categories collected and implement it in
new urban reality created by artificial intelligence agent.
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Abstract. Radon is a naturally occurring radioactive gas that can easily
accumulate in indoor environments, being classified by the World Health
Organization (WHO) as the second most important cause of lung can-
cer after tobacco, negatively impacting public health. The presence of
this gas indoors tends to increase in regions were the subsoil presents
a higher granitic prevalence, such as the northern and central interior
regions of Portugal. The paper introduces RnMonitor, a Cyber-Physical
System (CPS) with humans-in-the-loop specifically designed for online
monitoring and active mitigation of radon risk in public buildings. The
system takes advantage of an IoT device specifically designed to acquire
radon concentration and other relevant Indoor Air Quality (IAQ) and
consequently transmit the collected data, using a low-power wide-area
network (LPWAN), to a cloud-engine for reasoning and therefore trigger
specific mitigation actions, e.g. manual ventilation.

Keywords: Cyber-Physical Systems · IoT · Radon

1 Introduction

Radon is a naturally occurring radioactive gas classified by the World Health
Organization (WHO) as the second most important cause of lung cancer after
tobacco [1,2]. Its presence tends to increase in regions where the subsoil has
granitic prevalence, such as the northern and central interior regions of Portu-
gal. In poorly ventilated indoor environments it can easily accumulate, which
negatively impacts the Indoor Air Quality (IAQ). Recently, several studies have
been carried out in the Minho region, northwest of Portugal, and evidences
that the Portuguese Legal limit was being largely exceeded, have been found in
several samples, cf. [3–6]. In order to mitigate the associated human exposure
risk, the design and development of the RnMonitor platform, hereby presented,
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was put forward in late 2017 with the main goal of designing a Cyber-Physical
System (CPS) with humans-in-the-loop to enable online monitoring and active
mitigation of radon risk in public buildings. The developed system includes an
IoT edge device specifically designed to collect several IAQ parameters and a
LoRaWAN radio link to transmit the data to a cloud-engine for reasoning and
to trigger specific mitigation actions.

2 Architecture Design and Implementation

The RnMonitor system’s conceptual design can be inferred through the observa-
tion of Fig. 1. The figure depicts the three main blocks along with one use case
example that includes buildings with regular human occupation. The RnMonitor
platform is composed of three main building blocks: 1) IoT Edge Devices and
LoRaWAN, 2) Cloud/Analytics Engine and 3) Client App/Dashboard, that will
be described in more detail in the following subsections.

Conceptually, the proposed system takes advantage of IoT-based devices
installed in several rooms of distinct buildings. These IoT-based devices were
designed to measure, not only, the radon gas concentration, but also, other rel-
evant IAQ parameters, such as CO2, temperature, relative humidity and atmo-
spheric pressure.

In the illustrated use case example, several rooms in distinct buildings are
equipped with IoT-based devices that include long range and low power con-
nectivity by means of using the LoRaWAN communications network technology.
This use case contains three main events:

– Event 1) a specific room of Building 2 has been identified with a poor indoor
air quality for a given occupation profile in a specific time interval;

– Event 2) following Event 1, and based on the overall building management
context, the analytics engine dispatches an alarm notification to the Building
Administrator;

– Event 3) since Building 3 has no HVAC and no active ventilation system
installed, a manual ventilation action is carried out by the building adminis-
trator.

2.1 IoT Edge Devices and LoRaWAN

The IoT edge device is shown in Fig. 2a, having been designed to measure IAQ
parameters, such as CO2, temperature, relative humidity, atmospheric pressure
and radon gas concentrations, cf. [7,8]. Connectivity is made available through
LoRa, a Sub-GHz technology that can be used with the LoRaWAN stack to
enable long range and low power networking. Moreover, by using LoRaWAN we
are not depending on local and specific infrastructures, such as Wi-Fi or Ether-
net, that due to security issues are normally closed for third party applications.
Figure 2b illustrates estimated LoRaWAN coverage in Viana do Castelo, the city
where this technology demonstrator is being put forward.
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Fig. 1. Concept specification with three events: Event 1) a specific room of Building
2 has been identified with poor indoor air quality for given occupation profile in a
specific time interval; Event 2) following Event 1, an alarm notification is sent to
the Building Administrator; Event 3) since the building has no HVAC and no active
ventilation system installed, a manual ventilation action is carried out by the building
administrator. Image from [9].

(a) IoT-edge devices. (b) LoRaWAN estimated Coverage.

Fig. 2. IoT Edge Devices and LoRaWAN estimated Coverage in Viana do Castelo [9].

2.2 Cloud/Analytics Engine

This block stores the data collected by the IoT edge devices. It is responsible
for the reasoning and data analytical processing, implemented by an Extract,
Transform and Load (ETL) process that computes a set of metrics and indi-
cators for distinct time periods: Real-Time (last hour), Very-Short-Term (last
day), Short-Term (last 7 days) and Long-Term (last year), based on a specific
building/compartment occupancy profile.

The usage of Occupation Profiles provides a better Radon Risk Assessment
in metrics computation because it only uses radon concentration data that are
inside the time periods associated with the occupancy profile. It also provides
the system API and notification services. To generate the dashboard for an easy
user interface, Grafana as-a-service was used, which is directly connected to the
time-series database.
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The GIS services are available via Geoserver with the integration of the
geospatial collections of the MongoDB, which contain a “2dsphere” index that
calculate geometries on an earth-like shape. Detailed information of the platform
architecture can be found in [9].

2.3 ClientApp/Dashboard

RnMonitor is a web-based application designed for high-level building manage-
ment. The main purpose of the ClientApp is to provide data visualization that
allow users to quickly view dashboards and receive real-time notifications. The
application is map-centered and has GIS techonolgies integrated, i.e. OpenLayers
and Geoserver, which provide a better visual data analysis enabling the estab-
lishment of native and geo-referenced hierarchies between entities, cf. Fig. 3,
which can be buildings, rooms or devices. Selecting an entity will render a cus-
tomized dashboard, showing metrics and indicators that were previously defined
for radon management according to the occupation profile.

Fig. 3. Building view with distinct compartments identified.

3 Case Study - Demonstration

Figure 4a shows the map-centered interface. This is what the user is prompted
after he logs in. The map changes the zoom and centroid based on the polygons
that the user is managing. The map has two types of features defined as layers
- Sensor and Polygon. Each feature is represented by a color which is associated
with the Radon Risk Indicator, in case of polygons, and by the radon legal
limit, in case of a sensor. The colors go from a range of Green - Safe, to Yellow -
Warning, Orange - Alert, and Red - Critical, which change in real-time, triggering
notification alerts to the sensor/polygon owner.
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(a) City view with distinct buildings identified.

(b) Compartment view with dashboard.

Fig. 4. Client application views. a) City level and b) specific building/compartment
with dashboard. (Color figure online)

If the user selects a feature, a new tab opens up as shown in Figure 4b, dis-
playing three tabs corresponding to Dashboard, Occupation Profile and History.
In the Dashboard tab, charts are displayed with data of 7 days and indicators
corresponding to three periods of data range - Very-Short-Term (VST) for peri-
ods of 24 h, Short-Term (ST) for periods of 1 week to 3 months and Long-Term
(LT) for periods higher then 3 months.

The Occupation Profile tab displays a form with data from the occupancy
period of the polygon. For example, a public building has an occupation period
of Monday to Friday, from 9 a.m. to 5 p.m. Using occupancy profiles, the system
is able to compute effective Radon Risk Indicators. The History tab allows the
user to search and view data on a specific time-range.
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4 Conclusions and Future Work

This paper presents the RnMonitor platform, part of a Cyber-Physical System
(CPS) with humans-in-the-loop specifically designed for online monitoring and
active mitigation of radon risk in public buildings, with focus on its main features
and functionalities. Future work will include the expansion of LoRaWAN network
coverage and the long-term evaluation of the proposed platform with several IoT
edge devices deployed in a set of potential problematic buildings in the Minho
region in Portugal.
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Abstract. In recent years, air quality has become a significant environ-
mental and health related issue due to rapid urbanization and industrial-
ization. As a consequence, real-time monitoring and precise prediction of
air quality gained increased importance. In this paper, we present a com-
plete solution to this problem by using NB-IoT (Narrowband-Internet-of-
Things) sensors and machine learning techniques. This solution includes
our own compiled cheap micro-sensor devices that are planned to be
deployed at stationary locations as well as on the moving vehicles to pro-
vide a comprehensive overview of air quality in the city. We developed
our own IoT data and analysis platform to support the gathering of air
quality data as well as weather and traffic data from external sources.
We applied seven machine learning methods to predict air quality in
the next 48-h, which showed promising results. Finally, we developed a
mobile application named Lufta, which is now available in Google play
for testing purposes.

Keywords: Air quality · Internet of Things · Machine learning

1 Introduction

Air quality has increasingly attracted attention from environment managers and
citizens all over the world. New tools continue to emerge to raise air quality
awareness worldwide. Continuous improvements in air quality monitoring are
occurring along with the advancements of smart cities and with the rapidly
increasing deployment of internet-of-things sensor devices. As a natural conse-
quence, air pollution forecasting has become a hot topic, aiming the prediction
of the atmospheric composition of pollutants at a given time and location. With
an accurate air quality forecast, individuals can take action to reduce the pos-
sible adverse effects of air pollution on their health, such as choosing the clean-
est routes for the commute or the best time for outdoor activities. From the
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policy-making perspective, accurate forecasting contributes to better planning
and establishment of procedures to reduce the severity of local pollution levels.

Much effort has already been made by researchers to create accurate fore-
casting models capable of fitting the underlying time series, which is challenging
for various reasons. Often, air quality prediction involves a noisy and limited
amount of historical data, mainly due to the poor quality of sensors used. Fur-
thermore, the prediction of a single observation usually depends on many factors,
such as weather conditions, traffic flow, time of the week, and so on. Besides, the
air changes rapidly in short time frames, with hourly data being more uncertain
compared with monthly and yearly trends and seasonality. These problems make
it hard to generalize a created model to be transferable to other locations.

We studied air quality monitoring and forecasting in Trondheim, one of the
largest cities in Norway. Typically, and similar to many other cities in Scan-
dinavia, the air quality in Trondheim is on average at a healthy level but has
periods with severe pollution, especially in the winter months. This is mainly
because people drive a lot and use wood-burners during wintertime. Also, munic-
ipalities often put sand on the roads to make them less slippery under conditions
with snow and ice.

We developed a complete solution for air quality monitoring and forecasting
using Narrowband IoT (NB-IoT) and machine learning. Our holistic IoT solution
contains self-compiled micro-sensor devices, IoT data platform, and analytics
tools [1]. The solution aggregates different data sources and performs air qual-
ity prediction by using machine learning methods. We also developed a mobile
application named Lufta [2] to visualize the air quality data as well as to give
users forecast information.

Our study demonstrates the benefits of machine learning for predicting gen-
eral patterns of air pollutants and foresees sudden spikes of a high pollution level.
The study has tested seven different machine learning algorithms for modeling
and forecasting the pollution of PM2.5, PM10, and NO2. The data of pollutants,
and meteorological and traffic data with statistical temporal-spatial feature engi-
neering were taken into account to build models for multi-step-ahead air quality
forecasts for 24 and 48-h. Results express that ensemble techniques could signifi-
cantly improve the stability and accuracy of the prediction of the general trends
of air quality. Among the ensemble techniques, gradient boosting with dropouts
resulted in prediction errors with the lowest deviation. For the prediction of
sudden changes in air pollution, using a recurrent neural network with a mem-
ory unit provided the highest accuracy of classified spikes. Lastly, the machine
learning results were compared with that of the national air quality services,
which uses a knowledge-driven model. The predictions of general patterns and
anomalies are shown to be superior for 24-h, and more comparable results for
the 48-h forecasts. The data-driven approach is considered to be an excellent
complement for the knowledge-driven model.
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2 State of the Art on Air Quality Prediction

Air quality prediction methods can be split into two main categories: classi-
cal deterministic models and data-driven models [3]. The traditional dispersion
models consist of heavy domain knowledge of air quality behavior with exper-
tise from multiple areas among other on chemical, emission, and climatological
processes. These factors help to create complex numerical models to predict the
future. However, these dispersion models are computationally heavy and expen-
sive in maintenance. The second category refers to data-driven models, where
various machine learning methods have been applied to predict air pollution.

2.1 Influential Variables

Due to the complexity of air quality behavior, it is crucial to include multiple
influential variables. In recent studies, several pollutants and meteorological vari-
ables have been included. The different pollutants are often PMx, NOx, SOx,
COx, Ozone, and VOC. Meteorological variables are those which describe the
weather and the atmospheric composition. The most common meteorological
variables are temperature, pressure, humidity, and surface wind with speed and
direction. The meteorological variables vary from location to location and affect
air pollution differently. Various air pollutants and meteorological variables have
been extensively studied in the literature [4,6–8,12,13,15]. Other variables such
as traffic [5] and weather forecast [4,6,11,16] have been investigated to find their
relations with air quality changes.

2.2 Air Quality Prediction Methods

Multiple research studies apply variations of Recurrent Neural Networks (RNN)
to capture temporal dependencies. [6] includes an LSTM model to learn short-
term and long-term temporal dependencies by using the weather forecast. [9]
adopts an LSTM solution on IoT sensor data to perform short-term prediction.
[12] provides a performance overview of different RNN cells and concludes that
GRU cell has a slightly higher accuracy of learning PM10 concentration. [13]
consists of an LSTM model that considers spatio-temporal relations for predict-
ing air quality concentrations. From their results comparing an extended LSTM
to SVR, deep learning-based models exhibit better prediction.

Multiple specialized multilayer perceptron (MLP) networks [11] were imple-
mented for each weather class, determined by clustering. They further learn the
relation between a high concentration of air pollutants and different weather
classes to improve the classification of sudden spikes. In [17], they show how
a deep learning regression model can learn patterns of pollutants and weather
data collected from 449 sensors all around Aarhus city in Denmark. Their DNN
model can outperform SVM in predictions of the next hour.

In [10], they use fuzzy inference of the results from an ensemble of random
forest (RF) and feed-forward neural network. They combine the power of a
non-linear relationship in a neural network and the averaging strategies of an
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ensemble approach to generalize the results. [14] predicts daily NO2 exposure
and compares an RF model with an LR model at a national scale. [15] also
applied an RF model to predict PM2.5 with features including other pollutants
and meteorological variables. Their RF model shows better performance than
their implementation of a generalized additive model.

2.3 Norwegian Air Quality Service

A new nationwide air quality information service was launched on December
18th, 2018 in Norway, by the Norwegian Environment Agency, which will be
referenced in this paper as MET [18]. Their urban EMEP (uEMEP) model is
a downscaling model of EMEP, a knowledge-driven model that calculates the
transboundary transport of air pollutants [19]. uEMEP initiates with low spatial
data (10 km-2.5 km resolution) from the EMEP model, which is scaled down to
an approximately 50 m grid resolution based on proxy data from each grid. The
proxy data consist of meteorological forecasts, historical emissions and traffic
volume, and geographic variables. Each grid calculates its local contribution of
emissions and with a Gaussian model to find non-local concentrations.

Notable strengths of uEMEP are its consideration of all primary sources of air
quality pollution with a direct connection to weather forecasts and geographical
terrain. Although adding weather forecasts into the model is a strength, it can
also be a weakness if the forecasts deviate from the real values and thereby
induce warnings of too high or low air pollution levels.

3 Complete Solution

This section introduces the complete solution we developed for air quality mon-
itoring and forecasting using NB-IoT and machine learning. The overall archi-
tecture is presented in Fig. 1.

Fig. 1. IoT pipeline.

3.1 Air Quality NB-IoT Sensor Device

Recent progress in sensory and communication technologies has made the devel-
opment of portable air-quality micro-sensing devices feasible. For our project,
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a device consisting of a board with sensors and a communication modem was
compiled1. The initial price of this device was around EUR 100, excluding costs
tied to writing software for the integration of parts. The sensors report levels of
particle dust (PM2.5 and PM10), temperature, humidity, CO2 equivalents, and
VOC equivalents. The communication modem includes a GPS module, and it
supports both LTE-M and NB-IoT connectivity2. So far, only off-the-shelf low-
cost micro-sensors have been used in these designs. In the first version, a particle
sensor made by Honeywell was used3.

The quality of data from micro-sensors has been questioned, and there is a
need for assessment of the sensors’ performance in varied applications and envi-
ronments. This need has been addressed by [20]. An initial test of the data quality
from the device compiled in this project (compared to an industrial sensor of
particle dust in the same location) was made, indicating that the measurements
were influenced by variations in temperature, humidity, and pollutant levels.
A thorough and systematic testing of the differences in performance between
our micro-sensor devices and the standardized industrial equipment over time
remains to be done. Based on the initial test, we decided to use data only from the
standardized industrial equipment for training the machine learning models (see
Chap. 4). The plan for this project includes systematic testing of micro-sensor
devices with more expensive components and various designs, e.g., positioning
and structure of the inlet which tends to have a big impact on the measure-
ment quality of PM devices. Depending on the results of these tests a number of
micro-sensor devices will be deployed throughout the city and on vehicles. The
initial plan is in the range of 25–50 devices.

3.2 IoT Data Platform and Analytics

The Lambda Architecture [21] is used in the design of the air quality data
platform. The architecture is a data-processing architecture designed to han-
dle massive quantities of data by taking advantage of both batch-processing
and stream-processing methods. It attempts to balance latency, throughput, and
fault-tolerance by using batch processing to provide comprehensive and accurate
views of batch data, while simultaneously using real-time stream processing to
provide views of online data. The IoT data platform adopts the Lambda Archi-
tecture in its design to build a robust system that is fault-tolerant and able to
serve a wide range of workloads and low-latency reads and updates.

1 https://blog.exploratory.engineering/post/where-the-air-is-crisp/.
2 The modem is based on Nordic Semiconductor technology, see https://www.

nordicsemi.com/Products/Low-power-cellular-IoT/nRF9160 and had an indicative
price of USD 45, see https://shop.exploratory.engineering/.

3 Honeywell HPM Series, Particle Sensor, 32322550, Issue E, using a light scattering
method. The price of this sensor measuring both PM2.5 and PM10 was less than 40
USD as of November 2018.

https://blog.exploratory.engineering/post/where-the-air-is-crisp/
https://www.nordicsemi.com/Products/Low-power-cellular-IoT/nRF9160
https://www.nordicsemi.com/Products/Low-power-cellular-IoT/nRF9160
https://shop.exploratory.engineering/
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Fig. 2. Air quality micro-sensor devices mounted to buses and stationary locations

In this project, we use the Horde IoT data platform [1] (beta version) from
Telenor Exploratory Engineering team to support running NB-IoT devices exper-
iments quickly and efficiently. Horde handles data encryption and provides back-
end services to manage IoT devices, inspect payloads, share devices between team
members, and send data from the devices. Through Horde, users are able to get
data online quickly either as a WebSocket (for a simple single-page web apps)
or WebHooks (for a quick demo service), and into IFTTT (known as IF This
Then That [23], a free web-based service to create chains of simple conditional
statements, for quick prototypes and hackathons) or MQTT (Message Queuing
Telemetry Transport [22], for flexible and reliable delivery) (Fig. 2).

3.3 Mobile Application for Air Quality Monitoring and Forecasting

The mobile application we developed, named Lufta, is now available in Google
Play for testing purpose [2]. The app analyses the aggregated data provided by
both sensors in stationary locations as well as sensors mounted to moving vehi-
cles. That gives users the possibility to have a better and real-time monitoring of
air quality in the areas where they live. In the app, users can also see recommen-
dations or set up to get notifications about the level of air quality, whether it is
good, moderate, or bad. We plan to provide the forecast information to users in
the app as well through APIs to third parties.

4 Experiment for Exploring Air Quality Prediction

This section describes the experiments performed in the project. First, in Sub-
sect. 4.1, we introduce the experimental setting, including the description of
datasets, extracted features, machine learning methods used, and the evalua-
tion metrics. Next, the experiment results are presented in Subsect. 4.2.
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4.1 Experimental Settings

Dataset. Because of the unstable data provided by our micro-sensors during the
testing phase, we decided to do our experiments with the data from expensive
sensors given by the Norwegian Institute for Air Research through open APIs
[24]. Four air quality stations are used in this research. Air quality in Trondheim
has improved due to initiatives taken by the municipality, such as road clean-
ing and dust suppression. Thus the data analysis and machine learning models
utilized data from January 2014 to April 2019 to avoid learning on too old data
with unrelated distributions.

The weather dataset consists mainly of the hourly data recorded at a station
at Voll in Trondheim, which includes features like temperature, precipitation,
humidity, pressure, wind speed, and wind direction. The traffic data consists of
traffic information on the road network in Trondheim. The traffic information
was included by taking the mean of the closest three traffic stations for each of
the locations predicted. The recorded variables are hourly vehicle count in both
driving directions. This paper uses the sum of the numbers of passing vehicles
in both driving directions and assumes that this sum of recordings is sufficient
for analyzing the relationship between traffic and air pollutants (Fig. 3).

Fig. 3. Map of the data stations in Trondheim where red marks show air quality
stations, pink is a weather station, and blue (small and large) is traffic stations. The
numbers within the circles are indicators of the total number of stations in that area.
(Color figure online)

Extracted Features. The extracted features are divided into different cate-
gories. See Fig. 4 for an overview of all with their shorthand ID, type, feature,
and a short description. In this paper, we deal with three kinds of features that
measure some qualities in nature (meteorological, air quality, and traffic). We
also identify three types of features (temporal, statistical, and spatial). In total,
we have used 655 high-level extracted features.
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Fig. 4. The final set of extracted feature

The temporal features are mainly generated by the use of the timestamp of
the measurement. The timestamp includes information of the hour of the day,
the day of the week, the day of the month, the month, and the season of the
year. The Norwegian holiday calendar is matched against the date to see if it is
a day off. The last temporal feature is created out of the historical values of the
parameter. The spatial features contain properties from neighboring stations.
These are calculated from the mean of the nearby stations. These features are
included to help the models capture spatial relations of the air quality.

The statistical features are produced by applying a set of mathematical func-
tions to the time series to derive unique properties, such as lagged value differ-
ence, moving average, moving standard deviation, moving minimum, and moving
maximum, as shown in Fig. 4. The goal of statistical features is to add a more
general and broader temporal dependency by including historical values. The sta-
tistical functions will consist of a smarter relation of the past, that the models
will easier learn. The statistical features will provide reliable and more straight-
forward ties between the past and the forecasts. Statistical feature engineering
can help smooth the raw values of the time series to decipher the complexity. The
functions minimum, maximum, and moving average are used to capture trends
in the series. The difference and deviation can help to detect sudden changes by
learning what happened just before the change.

Machine Learning Models. It was decided to implement seven forecasting
techniques, each with its unique trait, and identified as potentially advantageous
approaches for air quality prediction. Autoregressive Integrated Moving Average
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(ARIMA) and Ridge Regression (Ridge) had been applied to time series prob-
lems with reliable results in the past. Multilayer Perceptron (MLP) and Random
Forest (RF) had been used in the recent literature with reliable results within air
quality prediction problems. A version of Recurrent Neural Network with Gated
Recurrent Unit cells (GRU) was included due to its predicting powers of time
series problems. Finally, because of the ability of gradient boosting to minimize
error in complex problem domains, and because it is less used in the literature,
two unique variations of gradient boosting were implemented, Gradient Boosting
Decision Tree (GBM) and Dropouts meet Multiple Additive Regression Trees
(DART).

Gradient Boosting implemented with Microsoft’s version of LightGBM [25].
It is an optimized version of gradient boosting and is faster with the same accu-
racy than its competitors XGBoost and Scikit Learns version. In this paper, we
use the implementation of the traditional GBM, and DART. PyTorch is used
to implement the Recurrent Neural Network (RNN) model. The implementa-
tion can utilize either GRU or LSTM cells. Several model hyperparameters were
optimized using randomized search; the RNN cell (LSTM or GRU), number of
layers, number of RNN cells, learning rate, sequence length, dropout rate, and
batch size.

Evaluation Metrics. In the literature of air quality, there is no single supe-
rior evaluation method. For our experiments, we have used the set of multiple
performance metrics, including Mean Absolute Error (MAE), Relative Absolute
Error (RAE), and Root Mean Squared Error (RMSE). However, because of the
limitation on the number of pages in this paper, we chose to present the RAE
results only. Other evaluation metrics provided consistent results.

In addition to regular air quality patterns, it frequently occurs sudden
changes in the pollution concentration, which are essential to predict for real-
time monitoring as they can have more impact on the daily life of most people.
While the evaluation metrics defined in the previous section cover the total
error and how good the model fit the actual values, they are not suitable metrics
for anomaly prediction. Instead, we used the F1-Score as the evaluation metric
for anomaly prediction. The predicted anomalies are matched against the real
observed time series and are counted as hits if they were in the span of 1 h into
the past and 1 h into the future. The smoothing and interval calculation will
then account for a range of 4 h that needs to overlap. The interval of 4 h is fine
since a typical sudden change lasts for about 4–6 h, and there are few partial
overlaps of lengthy anomalies in the time series dataset. This straightforward
approach for anomaly prediction ignores the residuals of the predicted spikes,
but it related well to classifying the specific warning levels. These warning levels
(good, OK, or bad) are a simple indicator for the city populations to grasp the
air quality at their location.
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4.2 Experimental Results

The models are trained on data from 1. January 2014, to 30. November 2018,
and tested on data until 30. April 2019. The results are split up into two evalu-
ations where the first concerned with the model’s regression error for general air
quality pattern, while the second for its classification accuracy toward anomaly
prediction of sudden changes and spikes. All results are shown in Fig. 5. As we
can see, the DART model performed the best in terms of predicting the ordi-
nary situations of air quality whereas the GRU model provided the best results
in predicting spikes in air quality pollution.

Fig. 5. Models performance RAE (left chart) and anomaly prediction F1-score (right
chart) with different pollutants.

Fig. 6. Results of regression error RAE (left chart) and anomaly prediction F1-score
(right chart) grouped by pollutant type.

We compared the results of machine learning predictions with the Norwegian
national air quality service, a knowledge-driven model described in Sect. 2. The
evaluation of the results is presented in two parts in Fig. 6: The first includes the
RAE regression error of 24-h predictions. The second evaluation shows the results
of the accuracy of classifying anomalies found. Our tested machine learning
models DART and GRU outperformed the MET expert-based forecast model in
both ordinary situations and in case of sudden changes in the air quality.
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5 Conclusion

We have developed a complete solution for air quality monitoring and forecast-
ing, which contains the holistic IoT pipeline with our own developed micro-
sensors, IoT data platform, data analytics, machine learning for prediction, and
mobile app for visualization. The goal of this study is to evaluate the perfor-
mance of machine learning methods for air quality prediction in Trondheim. We
started with an analysis of datasets of Trondheim, including air pollutants, his-
torical weather observations, traffic volume count, and wood burners. Further,
we created more features with statistical feature engineering and tested multi-
ple state-of-the-art machine learning techniques. Seven machine learning models
were implemented, optimized, trained, and tested to determine the strengths and
weaknesses of air quality prediction. The results showed that DART has the best
performance of predicting the overall air quality for all the pollutants studied
(PM2.5, PM10, NO2). We found that GRU can classify sudden changes bet-
ter than the other methods. Lastly, the machine learning results were compared
with the national air quality service, a knowledge-driven model, to evaluate real-
world practice. The predictions of general pattern and anomalies of this study
are shown to be superior for 24-h, and more comparable for the 48-h forecast.
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Abstract. Information and Communication Technology is increasingly recog-
nised as a key element for the ability of cycling mobility initiatives to create real,
profound, incremental and measurable impact. Even though previous work has
extensively explored many applications of smart cycling data, the first challenge
is to actually produce consistent cycling data in a systematic way. In this research,
we explore the range of sensors which could be more relevant to integrate into
urban bicycles to support the systematic collection of data about cycle routes. To
gain a deeper insight into the real-world challenges of systematic cycle-based sens-
ing, we conducted an experimental data collection. We equipped a bicycle with
a diverse set of low-cost sensors, and we collected data in a pre-defined route,
in which it was possible to experience very diverse environmental circumstances
regarding road surface or the level of surrounding traffic. The results highlight
some of the practical challenges that can be faced by systematic sensing for urban
cycling, suggesting that not all sensors might be appropriate for this type of large-
scale deployment onbicycles. Themain contribution is a set of design implications,
which should help to inform the design of novel sensing systems for bicycles.

Keywords: Bicycle sensing · Smart cycling ·Mobility data

1 Introduction

Cycling is becoming a key element in smart mobility policies [1]. This new reality is
emerging in a context of sustainability agendas, but also as a fundamental path towards
more liveable cities, where public space is rescued from cars and given back to citizens.
Information and Communication Technology (ICT) is expected to play a key role in
this transition. ICT is already a dominant factor for the successful adoption of shared
bicycles [2], but we can expect this trend to extend to all others forms of cycling.

Despite thewide consensus about the key role of ICTonnew softmobility paradigms,
there are still no clear views on how exactly that potential can be realised. There are
major challenges to be addressed, such as limited availability of data sources, their strong
dispersion among multiple stakeholders and the lack of clear value propositions to help
prioritizing data needs. As a consequence, the lack of systematic and consistent moni-
toring processes remains one of the obstacles towards more sustainable development of
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cycling mobility policies [3]. This lack of information tools for soft mobility modes is a
systemic problem and is also a huge challenge for municipalities and other entities, who
need this type of information for their decision-making processes.

1.1 Objectives

In this research, we explore the range of sensors which could provide a systematic source
of in-bike sensing data. Our main concern is the instrumentation of bicycles with sensors
and the identification of any sort of constraints associatedwith the data collection process
itself.

For this work, only bicycle embedded sensors are being considered, which excludes
for example, mobile phones or wearables. Even though we consider any type of bicycle,
we will use electric bicycles as our key reference to assess the viability of new sensing
possibilities, as they seem to offer the most suitable context for the initial large-scale
deployment of this type of embedded sensors. They already have a higher cost, meaning
that the added cost of sensors can more easily be diluted within the total cost of the
bicycle. Even more importantly, they already have electric power and other electronic
equipment, allowing these additional sensors to benefit from the technology already
present in the bicycle. Regarding sensor viability, our key assumption is that only low-
cost sensors should be considered, and that their total cost should have no significant
impact on the production cost of a low-end electric bicycle.

Regarding data needs, we are mainly considering the multi-dimensional character-
ization of cycle routes. Data collected during a cycle route can offer multiple insights
about the route, which can be valuable to the cyclist, but also to all the others cyclists
and the city itself. In particular, such data could significantly help cyclists to select their
routes. Those decisions can involve complex combinations of criteria and a rich charac-
terization of routes could significantly the decision process. This same information could
also be valuable for urban planners and particularly for assessing the cycling potential
or the safety risks of existing city streets.

Our research question is about the types of sensors that could be more relevant to
integrate in urban bicycles to support this type of systematic and automated collection of
data about cycle routes. To seek an answer to this broader question, we need to address
two more concrete objectives: The first objective is to identify a set of low-cost sensors
that could provide relevant data to monitor phenomena of interest to the characterization
of cycle routes. This requires a through exploration of the various types of sensors
available and the analysis of their potential to help to categorize cycle routes according
to the many criteria that can be used to support route choice. The second objective
is to assess the implications of using those sensors in real-world cycling situations.
This involves experimenting with the data collection process to access the quality and
relevance of the data which can effectively be obtained within the many constraints of
real-world cycling situations.

2 Related Work

Cycling is a very personal and circumstantial experience, and cyclists can consider a
broad range of factorswhen selecting the best route to a given destination. Understanding
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these factors is crucial for route planning, but indirectly it is also a way to understand
the vital factors which influence cycling preferences and consequently understand how
cities can be enhanced to become more cycling friendly. Previous studies have identified
many factors which influence route choice, including dependent attributes (e.g. trip
distance, travel time, network characteristics, etc.) and generic trip attributes (e.g. socio-
demographic characteristics of the cyclists, trip purpose and weather conditions) [4].
While distance and travel time are regularly mentioned as top factors, cyclists are also
particularly sensitive to variables which are related to their perceived risk, such as traffic
volume, road types or speed limits. A study in Minneapolis [5] analysed over 1000
rides and concluded that the chosen routes were not always the shortest, most of which
included the presence of bicycle paths. A survey in the city of Vancouver, based on
paper, web and phone questionnaires, has identified that cyclists prefer to ride away
from the noise of car traffic and pollution, by routes with beautiful landscapes separated
from traffic, by dirt-free roads and finally by streets without high-speed or heavy-haul
vehicles [6]. According to Felix [7], the shortest route is not always the most attractive
for cyclists, because there are other relevant factors, such as slope of path, distance or
safety perception.However, the decision always depends on the rider, and can be strongly
situated. Hochmair defined a set of classes of route decision criteria [8]. The best rated
were Time, Safety, Simplicity and Attractiveness. Multiple factors can be associated
with each class. Examples include distance, crossings, reduced light traffic, cycle paths,
night time brightness, floor conditions and avoid heavy-duty traffic.

Smart phones are increasingly seen as a platform for large-scale data collection [9].
They already integrate a very vast range of sensors, enabling the collection of substantial
data about people and their movements. Using the smartphone sensors of urban cyclists,
the data transmitted by themcan enable the generation of collective knowledge in order to
improve the quality of cyclingmobility. BeCity [10] is an example of amobile application
that allows all riders to share their tracks and comments, working as a distributed data
collection system. It also includes the ability to recommend routes, considering factors
such as distance, presence of bike paths and even the attractiveness of those paths.
Another example is the BikeNet mobile application, which gathers data about the rides
to provide cyclists with a general perspective of their experience and performance. This
system is able to obtain information about the environment and the entire experience
along the way, such as pollution levels, noise and floor condition [11].

Data gathered from sensors is often used to estimate more subjective factors, such
as the quality of the road or the comfort it can provide to cyclists. Verstockt et al. [12]
combineddata fromGPS, accelerometers andweb-basedgeographicAPI’s to classify the
terrain type (asphalt, mud, earth, parallel). Biketastic [13] also uses smartphone’s sensors
to access information about location as well as an accelerometer and a microphone,
capable of measuring the state of the floor and the noise level all the way. Cyclists can
also provide feedback about the routes using written comments, voice clips or photos.
This information can then be used to help to choose routes which are more aligned with
user preferences. Aeroflex uses bicycles in an urban environment to makemeasurements
about air quality [14]. The information captured by the system is meant to support the
identification of pollution hot spots, e.g. major car intersections or industrial zones,
classify streets according to their air quality and determine the exposure level to which
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cyclists are exposed. In our work, we are exploring which of these many forms of data
collection could become a common expectation for urban cycling.

3 Experimental Data Collection

Akey part of this research involved the collection and analysis of diverse forms of cycling
data to gain a deeper insight about the real-world challenges of systematic cycle-based
sensing. The objective is to understand the viability of the sensor deployment on the
bicycle as well as the quality of the data generated.

Sensor Selection and Deployment
For this study, we considered a very diverse set of low-cost sensors, which could, as
much as possible, address the very broad set of criteria which have been referred in the
literature as route choice criteria. Table 1 identifies the selected sensors.

Table 1. Sensor types and corresponding route choice criteria.

#sensors Sensor type Route choice criteria

1 GPS Route trace

2 Accelerometers Road surface quality, ride smoothness

4 Distance Number of nearby obstacles, surrounding traffic

1 CO2/VOCs Exposure to pollution

1 Sound level Exposure to noise

1 Light level Sunny/shady routes

1 Environmental Weather conditions (humidity, temperature, pressure)

To control the system, we used an Arduino UNO unit with a Qwiic card to connect
to most sensors and a micro SD card to store the collected data. A LED light was also
added to signal when the system is in operation. A 12 V battery was used to power the
whole system.

An important element for assessing the viability of thewhole approachwas to analyse
the implications of deploying these sensors in a bicycle for real-world usage. In this
work, we only considered the implications of sensor position and connection. We did
not consider other issues such as protection against theft, vandalism or exposure to
environmental elements. The deployment of the sensorswasmade easier by the existence
of a front basket in the bicycle. The basket provided a natural and valuable context for
placing the Arduino Unit and its battery, which were both placed inside the basket.
Many sensors were also attached to the basket to facilitate the cable connections with
the Arduino unit. In a production bicycle, these devices would have to be embedded
within the bicycle itself, which could produce additional deployment constraints.
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Fig. 1. Prototype bicycle for data collection

Sensor deployment had to be made according to the particular properties of each
sensor. Placement was absolutely critical for some of those sensors, while largely irrel-
evant for others. In Fig. 1, we can visualize the prototype for data collection, with the
various sensors placed at key locations according to their properties.

We had to consider the specific placement requirements associated with distance and
light sensors, which were meant to assess proximity to obstacles or moving vehicles or
people. Theywere placed pointing at four distinct directions: forward, right, left and rear.
For the placement of the first three, we took advantage of the existence of the bicycle
basket, where it was easier to accommodate them all, while complying with directional
requirements. The fourth sensor, on the rear, was attached directly to the bicycle frame
underneath the seat. The light sensor was also placed facing up in the same basket to
maximise exposure to light. It was also placed as far as possible from the cyclist, in this
case at the front of the bicycle basket, to reduce the interference of the cyclist’s shadow
in the collected data. With accelerometers, we considered the need to support slightly
different sensing goals. A first sensor was attached to the bicycle frame to maximise the
sensing of vibrations. This should be the key data source to assess the smoothness of the
road, as well as the use of brakes. A second accelerometer was placed on the handlebar
and could serve mainly to assess the smoothness of driving and possibly assess the
frequency and intensity of turn movements.

Data Collection Route
To optimize data collection, we defined a specific route, which included streets with
various levels of traffic, different road surfaces, areas with natural shade and potentially
more polluted areas. The data collection involved 3 rides conducted by two distinct
cyclists on three different occasions. As a complement to the sensors, we also used an
action camera. This camera was attached to the bicycle and facing forward. Its purpose
was to serve as a source of ground truth data to help with the interpretation of the sensor
data. Likewise, we also used the MapMyRide mobile application, to register the track
and later export it as a GPX file with longitude and latitude data.

Data Analysis
While previous work has already proposed a broad range of data analysis techniques
for route characterisation from raw sensor data, the shortage of data remains a major
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problem for a more systematic use of those techniques. Consequently, our assessment of
the data collected was mainly focused on the perspective of its quality and its viability
to support common use cases of automated route characterisation.

To support this type of analysis, we developed a set of python scripts to process the
data and produce relevant visualizations. For each source, we produced a set of quanti-
tative indicators, mainly in the form of common summary statistics, such as the count,
mean, standard deviation, minimum value, maximum value, and quadrant distribution
(25%, 50%, 75%). This was complemented with graphic visualizations of the respective
time series, which provided important insights into outliers and other abnormal cases.
Additionally, we also used the ELAN tool [15] to synchronize the various data sources
and link them with the video feed captured by the action camera (c.f. Figure 2).

Fig. 2. Elan displaying the video feed and the sound data capture

Even though the video feed was not explored as a data source on its own, it played an
important role in this study as a ground truth source. More specifically, it allowed us to
explore the concrete situations in which data had been generated and seek to understand
the connection between data variations and specific events.

4 Results

The assessment made for the various types of sensors in this study has shown interesting
insights about the potential of the various sensors for systematic sensing in a cycling
context. The sensors for pressure, humidity and temperature have all behaved as expected,
but they did not seem to be the most relevant. Given the relatively low spatial resolution
of these data, it can be efficiently obtained through a smaller number of sensors, possibly
more reliable ones, at fixed locations around the city.

Regarding accelerometers,we also obtained the type of resultswhichwas expectable.
This type of sensor is known to be reliable and even low-cost sensors seem to provide a
robust data source for most of the more common use cases, e.g. inferring road conditions



74 M. Costa and R. José

or level of driving smoothness. We will now focus the analysis on the cases where we
were able to uncover more meaningful insights.

4.1 Distance Sensors

In our data collection prototype, we included 4 IR distance sensors, whichwere supposed
to provide data to access the level of obstacles within a short range of the bicycle. These
could be buildings, walls, people, parked cars, or traffic in general. The sensors had a
4 meters range and they were placed on the bicycle to cover all the surroundings of
the bicycle, at the front, right, left and rear sides. In this case, the data produced has
shown multiple incoherences, which might mean that these low-cost sensors were not
the most suitable for this task. To better understand the nature of the data produced and
the challenges of a correct interpretation of its meaning, we can analyse the graph in
Fig. 3, which represents the visualization of the data generated by the front sensor.

Fig. 3. Distance data produced by the front sensor

The red dots in the graph are signalling the cases where the distance produced
exceeded the maximum sensor range of 4 meters (4000 mm). This data seems to suggest
the very frequent presence of all sorts of obstacles in front of the bicycle. Data is quickly
changing from just about 50 cm to more than 4 meters. However, by comparing this data
with the video stream, we were able to confirm that only very rarely there was actually
any obstacle within the 4meters in front of the bicycle. This suggests that the operational
requirements for this type of sensing context are not compatible with the type of low-
cost distance sensor used in our study. Very similar results were obtained with the other
distance sensors, as shown in Fig. 4, which represents right and left sensors.

Once more we can observe an extreme and frequent variation of the data. The first
graph represents the data from the right-side sensor and the second from the left side
sensor. In this case, the apparently closer distance to objects observed in the right-side
sensor seems to be aligned with the intuitive idea that there are normally closer objects
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Fig. 4. Distance data produced by right (a) and left (b) sensors (Color figure online)

on that side, such as buildings or parked cars. However, while this was true for some
route segments, it was far from being the general rule, as suggested by the graphs. When
we used the video to compare the data capture situations, we observed that significant
parts of the route were very uncluttered streets without any near obstacles on any side
and very low traffic.

4.2 Air Quality Sensors

Air quality sensors can be very relevant to assess the level of exposure to pollutants
faced by cyclist. This can help with route selection, especially for commuters, who may
take the same cycle route every day and may want to improve the quality of their daily
ride. This type of data may also be useful as a new generic source of data about urban
pollution. Leveraging bicycles for this particular purpose could be interesting because
they are not polluters themselves and collectively they would have the capability to
collect large sets of samples every day at multiple location across the city.
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The broader concept of air quality can be assessed by measuring some of the specific
elements which more commonly correlate with reduced air quality. Carbon Dioxide
(CO2) sensors are particularly efficient as a sign of high emissions of pollutant levels and
the presence of the others types of pollutants associated with combustion sources, such
as traffic or industry. Additionally, Carbon Dioxide sensors are known for being reliable
and accurate, even without any type of calibration. In our data collection prototype, we
included a carbon dioxide sensor, which measured the concentration of carbon dioxide
particles along the selected route, as shown in Fig. 5.

Fig. 5. Data from carbon dioxide sensor

We also included a sensor for Volatile Organic Compounds (VOCs), which could
sense amuch broader variety of particles.While aVOC sensormay complement Dioxide
Carbon sensors, the results we obtained were very similar for both sensors and suggest
that a single CO2 sensor may provide a suitable indicator of higher pollution levels.

Given the low-cost nature of these sensors, they should not be seen as a replacement
for themore reliable sensors used in official air quality control systems,whichmany cities
have in operation. Still, “peaks” observed in the Fig. 5 were confirmed to correspond
to streets where the concentration of pollutants was expected to be higher due to heavy
traffic.

4.3 Sound Level Sensors

Figure 6 is a graphical representation of the sound volume level in decibels registered
in by the sound sensor during the data collection.

The average sound value was about 46 decibels, a value considered tolerable and
normal by human hearing. However, we also identified several outliers were the sound
level was above 120 decibels, which even exceeds the human hearing capacity. The video
stream allowed us to confirm that no sound of that nature had ever been experienced by
riders.
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Fig. 6. Data from the sound volume sensor in decibels

4.4 Luminosity

Regarding light sensors, the most striking results is the almost permanent saturation of
the data, which seems to indicate that the sensor reached its range limit. Rather than
measuring the various levels of light, this data can only allow us to identify occasional
situations where the buildings, trees, the cyclist or other sources of shadow covered the
sensor. One possible explanation is that this type of low-cost sensor is actually designed
to identify these extreme situations of whether or not there is light, rather than accurately
measuring the level of light.

5 Discussion

The results have shown some of the practicalities associated with bicycle sensing, allow-
ing us to identify some important design implications for any forms of systematic in-bike
sensing.

The first implication to is the huge differences in accuracy, precision and reliability
which seem to exist for some sensor types between those normally used for scientific
data collection and those which one can reasonably expect to have embedded on any
bicycle. In particular, the data produced by a significant set of sensors did not seem
to have a plausible alignment with the perception of the concrete situations in which
data was captured. Distance sensors seemed to have failed to produce data which is
aligned with the reality of the cycle routes in which it captured. They did not seem to
be suitable for this role, possibly because their operation properties may not be suitable
for the continuously fast changing dynamics around a moving bike. This suggest that a
realistic collection of data about the surroundings of a moving bicycle may require much
better distance sensors or even more sophisticated techniques, such as Light Detection
And Ranging (LiDAR)-based sensor systems [16], similar to those used in drones or
autonomous cars. Likewise, sound level sensors have also failed to produce a reliable
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account of the level of noise experienced by riders during data collection. They have
produced unrealistic maximum levels of noise and they have even failed to signal the
phases during which the riders were crossing what should be noisier areas. A partial
explanation may be associated with the noise produced by the bicycle itself, especially
in certain road surfaces. Other sensors, such as light, have given contradictory signs.
Even if they have failed to produce an account of the level of light across the route, they
were still able to distinguish extreme situations and signal passage through shady areas.

This apparent lack of basic reliability is particularly negative, as it may jeopardize the
viability of using some of these sensors. Among the possible reasons is the selection of
low-cost sensors, most of which were not designed to be operated under the challenging
circumstances of in-bike sensing. They are very sensitive electronic devices, which have
been optimised for measurements in controlled and stable situations. They may not be
able to cope with a moving bicycle, with its speed, vibrations and quickly changing
environment. While this does not necessarily dismiss the use of low-cost sensors, it
represents an additional challenge in regard to the cost/benefit equation.

A second implication concerns the positional requirements of some of the sensors.
For example, distance sensors can have very stringent requirements about where they
should be and where they should be pointing. Small variations in position, may affect
the results produced by different bicycles, and the additional complexity brought by this
type of requirement, may negatively impact bicycle production costs.

The final implication is to acknowledge that that the range of sensors deployed across
bicycles does not need to be uniform. Ultimately, they will be determined by the value
propositions that they can offer to cyclists or to a bicycle operator, e.g. in shared bicycles
schemes. Still, collectively they should be able to complement each other and benefit
from the fact that for some data needs even occasional samples by a reduce subset of the
cyclists could still be enough to provide valuable data. Likewise, some key factors can
be extrapolated from different types of data. For example, the general riding comfort
offered by a particular route may be indirectly estimated from very different sources
such as accelerometers, average speed or distance sensors.

6 Conclusions

The contribution of this work is to highlight some of the challenges that can be faced
by systematic sensing for urban cycling. Even though previous work has extensively
explored the use of various type of data to infer road conditions or traffic situations,
this work highlights how the first challenge is actually to produce consistent data in a
systematic way. In particular, it seems that the ability to select sensors with operational
properties which are suitable for the specificities of their on-bike deployment will play
a crucial role in the viability of the whole process. Together with emerging initiatives
on standards for cycling data, this type of systematic data collection could significantly
impact the ability of cycling ecosystems to really make use of data as a central element
for new mobility paradigms. The set of design implications emerging from this work
should help to develop new approaches for the systematic integration of sensors in urban
bicycles.
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Abstract. Granite territories continuously release radon, a radioactive gas that can
beveryharmful to humanhealth.The assessment of radongas indoor concentration
is relevant for granitic buildings that lie over this substrate. In this work we use
a sensor system to study the variation through time of indoor air quality (IAQ)
parameters like radon concentration, temperature, and humidity following the
occupation pattern of a school building made of granite. We identify distinctive
radon concentration patterns that can be relatedwith the time of day andweek days
that result from human occupation of the building and establish a basic indicator
for radon exposure risk. The results of this analysis identify critical periods during
the day that should be the subject of futuremitigation strategies through an actuator
system in order to improve the IAQ.

Keywords: Radon gas · Indoor Air Quality · Public granitic buildings · Public
health

1 Introduction

Granite territories continuously release radon, a radioactive gas that can be harmful to
human health. According to World Health Organization (WHO) indoor radon gas is
the second largest risk factor associated with lung cancer [1]. The assessment of radon
gas indoor concentration is relevant for granitic buildings that lie over this substrate.
Several studies have been carried out, in the North of Portugal, to perform a short-
term characterization of indoor radon gas showed evidence of high indoor radon gas
concentration in several public buildings with granite construction [2]. In European
Union (EU) countries, according to Council Directive 2013/59/Euratom, the reference
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levels for the annual average radon activity concentration in air shall not be higher than
300 Bq.m−3 [3].

This work is part of a research project for developing a Cyber-Physical System
(CPS) for continuous and onlinemonitoring of the radon concentration and other relevant
IndoorAirQuality (IAQ)parameters like temperature, relative humidity, and air pressure.
The goal of this study is to identify radon concentration patterns according to the time
of day and week days that result from human occupation of the building and to estimate
the radon exposure risk. The use of a sensor system will enable the environmental
safety assessment for radon concentration inside buildings and to deploy on premises a
permanent monitoring system that consists of multiple remote sensors and a centralised
control station with a web interface [4].

This paper is organized as follows. In the next section, we present relevant studies
about indoor radongas concentration in public buildings and themeasurement equipment
used on it. The third section describes the data analysis approach, including the sample
characterization. The results from the study are discussed in the fourth section. The last
section refers to the final conclusion.

2 Related Works

Several studies have been carried out to evaluate the influence of occupation on indoor
radon concentration in public buildings. In 1996, a team of researchers analysed the
radon concentration in a public school of a small village, next to Barcelona, Spain,
including some dwellings [5]. The indoor radon concentration values obtained in the
buildings were comparable to the mean world values. In [6], Madureira et al. assessed
radon concentration in 45 classrooms from 13 public primary schools located in Porto,
Portugal, and observed that in 92.3% and 7.7% of the measurements, the limit of 100
and 400 Bq.m-3, established by WHO IAQ guidelines and in the national legislation,
respectively, was exceeded.

The radon concentration in a centenarymonastery recently converted to a polytechnic
school building in an inner village in the Northwest region of Portugal was assessed in a
recent study [7]. The in situ campaign involved a set of radon concentration short-term
measurements in 17 rooms during 2 different time periods. The study reinforced the
ventilation influence on the radon concentration reduction and stressed the year season
influence in which the monitoring campaign is carried out, on the radon concentration
performance.

A study for the assessment of the radon concentration, performed in 19 school
buildings in a city located in the Midwest of Italy, obtained the minimum, median and
maximum (interquartile range—IQR) values of 45.0, 91.6 and 140.3 Bq/m3 [8]. The
authors of the study found evidences that radon concentrationwas significantly correlated
with the number of students and teachers, foundation wall construction material, and
with the absence of underground floors.

In [9], Gordon et al. examined the regulations and statutes in all US states concerning
radon exposure in schools. Themain goal was to identify key features of policies and dis-
crepancies among states that may have public health implications. The study concluded
that US state regulations related to the testing, mitigation, and public dissemination of
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radon levels in schools are inconsistent and the lack of nationwide indoor radon policy
for schools may result in unacceptably high radon exposure levels in some US schools.

Currently, radon concentration assessment can be performedwith active radon detec-
tors that enable continuous monitoring. In [10], Baskaran et al. present a recent survey
that compiles and compares several offline fast responding, highly sensitive radon air
probes.

The use of sensor systems to monitor Indoor Air Quality was already proposed by
multiple authors, like Schieweck et al. [11] andCociorva et al. [12] amongothers. The use
of gas sensors to control both the IAQand the energy efficiency is reviewedbyGuyot et al.
[13]. In particular, the work Chao et al. already takes in consideration the use of a radon
sensor for a dual goal actuator system formaintaining IAQ and energy consumption [14].
Lopes et al. introduce the design aHuman-in-the-LoopCyber-Physical System for online
monitoring and active mitigation of indoor radon gas concentration in public buildings
[4]. The proposed technology allows, not only a continuous and online monitoring of
the radon gas concentration, but also the implementation on time of active mitigation
strategies to reduce the indoor radon gas concentration.

3 Analysis Approach and Data Characterisation

The analysis approach adopted for this study is illustrated in Fig. 1. The measurements
took place over a period of 41 days in 2018 fromMay 16 to June 25 at a school in Viana
doCastelo in northern Portugal. The school selected for themeasurements is running in a
hundred years old granite building. The public building is used from 8:00 to 18:00 during
working days, from Monday to Friday. The building is closed during the weekends and
holidays.

Fig. 1. Adopted analysis approach

The data measurements used in this study were obtained by 13 portable devices
Airthings Corentium Plus that were placed inside different divisions on the two floors of
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the building. The datawas gathered and stored into each devices’ internalmemory hourly
during 41 days. The sample rate of the device is hourly. Each record has a timestamp
in the Date ISO8601 standard and includes the parameters: radon, temperature, rela-
tive humidity, and atmospheric pressure. We did not consider the (indoor) atmospheric
pressure as it was measured on the sensor itself. We found no direct relation with the
remaining parameters. We plan to study the indoor and outdoor atmospheric pressures
in a future work. Table 1 presents these parameters and its related aggregation types.

Table 1. Parameters and aggregation types

Radon concentration Temperature Humidity

Measurement unit Bq/m3 °C %RH

Data type Floating point Floating point Floating point

Aggregation type Spatial/hourly/daily Spatial/hourly/daily Spatial/hourly/daily

A data spatial/temporal aggregation was made afterwards, combining the data from
the sensors and integrating it within a single aggregated view. The aggregation function
used was the average of the measurements grouped by the hour which is the smallest
temporal granularity available. Finally, after performing the aggregation, three tech-
niques have been used to visualize the data (graph plot, boxplot, and bar chart), so that a
graphical representation of the data facilitates the extraction of useful information. The
different techniques are described in more detail below:

• Boxplot: This standardized type of figure shows the variation in samples of statistical
population as a graphic representation of five numbers (minimum, first quartile(Q1),
median, third quartile(Q3) and maximum). Outliers can also be displayed on the same
figure. The first quartile (Q1) leaves 25% of the observations below while the third
quartile (Q3) leaves 25% of the observations above.

• Graph Plot: This type of data visualization, allows the graphic representation of a
dataset and shows the relation of a variable in function of another one, being possible
to represent several variables in the same figure.

• Bar chart: This type of data visualization presents data with rectangular bars with
heights proportional to the values they represent. Several bar charts can be overlapped
to represent different measures. In our study, data is represented using a vertical bar
chart.

Figure 2 depicts the radon concentration during the five consecutive weeks, with an
average hourly graph plot. An initial observation reveals a possible repeating pattern in
the radon concentration during the week and during each day.

The normalized radon concentration, temperature and humidity during the 41 days
are presented in Fig. 3. All the measurements have been first aggregated hourly and then
normalized to get a common representation scale. A first look at the graphic does not
reveal any visible strong correlation between radon and the other two parameters. The
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Fig. 2. Radon concentration during five consecutive weeks.

Fig. 3 shows that radon concentration seems to follow humidity variation and to change
inversely with temperature. In the following section, we will look in more detail to the
correlation between these parameters.

Fig. 3. Normalized radon concentration, temperature and humidity over a 41 days period

4 Discussion

In order to study with deeper detail the data collected, and without any visible relation
among the values, we analysed the temporal variation of the radon throughout the day of
the week. First, we performed a spatial aggregation, already described above, and then
grouped the data by the day of the week. The result is the boxplot depicted on Fig. 4.

The results highlight a clear difference of the boxplots for weekdays and weekends.
On Saturday and Sunday, the mean and minimums are higher when compared to week-
days and the variation interquartile is much lower. It therefore seems appropriate to carry
on with a separate analysis for weekdays and weekends since the variation seems to be
different.
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Fig. 4. Radon concentration boxplot aggregated by day of the week

4.1 Concentration Values for Weekday Versus Weekend Periods

An initial characterisation of the datawasmadeby evaluating themean and standard devi-
ation for all the measurements, measurements during the week days and finally during
weekends. The values obtained on Table 2 reveal that when considering only weekends,
the mean concentration is higher than both all data and weekdays. Furthermore, the
weekdays reveal a smaller mean and higher std. dev., indicating that the concentration
is more stable and higher on weekends and more volatile during the weekdays.

Table 2. Radon concentration mean and standard deviation values (units Bq.m−3)

Measure type All days Weekends &
holidays

Weekdays

Mean 307 395 264

Standard deviation 137 83 138

Based upon a loose visual correlation between the concentration and the humidity,
and an inverse correlation with the temperature for both parameters, we proceed to
study the correlation values among the three parameters for the weekdays (Table 3) and
weekends (Table 4). The Table 3 reveals a correlation between the radon concentrations
and the humidity by 0,44 and an inverse correlation between the temperature with the
radon concentration by −0,49 and between the temperature and the humidity by −
0,67, being the last one an already known correlation result. The Table 4 shows that the
correlations are weaker for the samples taken on weekends and holidays.
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Table 3. Weekdays correlation matrix.

Radon concentration Temperature Humidity

Radon concentration 1.00 −0.49 0.44

Temperature −0.49 1.00 −0.67

Humidity 0.44 −0.67 1.00

Table 4. Weekend and holiday correlation matrix

Radon concentration Temperature Humidity

Radon concentration 1.00 −0.26 0.31

Temperature −0.26 1.00 −0.57

Humidity 0.31 −0.57 1.00

4.2 Variation of the Concentration During the Day

We proceed to study the variation of the radon over the hour of day. To do so, data was
grouped by hour, thus obtaining measurements that go from 0 o’clock to 23 o’clock.
As in the first approach, we analysed the data in two different cases. First for all the
weekdays and then for weekends and holidays. The Fig. 5 depicts a boxplot for the
hourly concentration on a) weekdays and b) weekends. The occupation time frame is
represented in Fig. 5 a) during the hours where the building is occupied by people.

The hourly evolution during the weekdays (Fig. 5a) reveals a clear higher values
during the early morning, up to the moment the building is opened to the public (8:00),
a clear tendency for the concentration to decrease during the day gradually up to the
end of the working day (18:00) where it reaches the lowest concentration. Then, when
the building is closed, the concentration increases again until reaching its highest peak
again. This variation pattern was not clearly observed during the weekends (Fig. 5b),
where the mean variation is smaller. This might be explained by the fact that the building
is always closed and ventilation barely exists during this period.

4.3 Risk Factor: Total Time Versus Occupation Period

Ultimately, it is necessary to quantify the people’s exposure to radon, by calculating the
mean radon concentration only during human presence. Although the mean concentra-
tion for all measurements exhibits a high value, in fact, the mean exposure to humans
should only consider the opening hours of the building. First, radon concentration was
aggregated daily in order to obtain the daily mean value, and then the mean exposure
value was calculated considering that the school is open from Monday to Friday, from
8:00 to 18:00, resulting on the bar chart depicted on Fig. 6.

The Fig. 6 shows that the mean concentration value for the entire day is much higher
than the value for only the opening hours of the building which is when people are
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Fig. 5. Hourly radon concentration boxplot

Fig. 6. Radon concentration daily mean value and mean exposure value

exposed to the gas. On day 151 in the Figure, one can see that the daily mean value
is one of the highest, despite being a week day. This day is a holiday, and hence the
building was closed in this day.
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5 Conclusions

The analysis of the data shows that the average radon concentration measured is high, on
average 306 Bq.m−3, which is above the WHO guidelines, but below the legal limit in
Portugal. A correlation with other air quality parameters like temperature and humidity
were not relevant, with values of −0,49 for the temperature and 0,44 for the humidity.

Despite the lack of correlations, a variation pattern was identified with weekly and
daily cycles. A more detailed look at the variation of the radon concentration during
weekdays (usually working days) and weekends (usually days where the building is
closed) revealed a cyclic behaviour. The concentration is lower duringworking days than
during weekends. Within working days, it is higher during the early morning, and lower
at the end of the working day (around 18:00). We conclude that this pattern is caused
by the human presence and use of the building, which follows the working timetable
of the public school. The use of the building implies some kind of ventilation, arising
from people entering and leaving the rooms and the building in itself. When a building
is ventilated and the air is refreshed, the radon gas concentration drops. Furthermore,
an exception was found in day 151, that while being a weekday, it was a holiday, which
made the building be closed and exhibited the same pattern observed on weekends.
During the weekends, when the building is closed, the variation of the concentration
was smaller and had a consistent higher mean.

Although the global average concentration of the radon gas was high, the risk of a
high gas concentration exposure to people is lower, because during working hours, the
average concentration is smaller.

We conclude that, while on average the radon gas concentration is higher than desir-
able, in practice the exposure to the gas to people is not as high as the global mean and is
diminished by the usage of the building in itself. Nevertheless, the initial evaluation of
this sensor system reveals a case of public attention that should be continuously moni-
tored and acted upon, in order to ensure that the gas concentration values are permanently
within desirable limits through a mitigation system. The design of a mitigation system
that automatically controls and limits the gas concentration is the focus of future work.
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Abstract. Radon gas is one of the most relevant indoor pollutants in
areas of slaty and granitic soils, and is considered by the World Health
Organization (WHO) as the second-largest risk factor associated with
lung cancer. In the IoT era, active radon detectors are becoming afford-
able and ubiquitous, and in the near future, data gathered by these IoT
devices will be streamed and analyzed by cloud-based systems in order
to perform the so-called mitigation actions. However, a poor radon risk
communication, independently of the technologies and the data analyt-
ics adopted, can lead to a misperception of radon risk, and therefore,
fail to produce the wanted risk reduction among the population. In this
work we propose a visual analytics approach that can be used for effec-
tive radon risk perception in the IoT era. The proposed approach takes
advantage of specific space-time clustering of time-series data and uses a
simple color-based scale for radon risk assessment, specifically designed
to aggregate, not only the legislation in force but also the WHO reference
level, by means of a visual analytics approach. The proposed method-
ology is evaluated using real time-series radon data obtained during a
long-term period of 7 months.

Keywords: IoT · Visual analytics · Radon risk

1 Introduction

Along with other indoor air pollutants (smoke produced from solid fuel combus-
tion, volatile organic compounds, etc.), radon gas is responsible for the degrada-
tion of air quality in enclosed rooms. However, the World Health Organization
(WHO) considers indoor radon exposure as one of the most important causes
responsible for lung cancer, right after tobacco smoking [1].

Regarding radon exposure in enclosed environments, the 2013/59/Euratom
Directive imposes the so-called reference level of 300 Bq.m−3 for the occupational
exposure limit value [2]. All European legislation concerning ionizing radiation
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exposure protection goes in the same direction as a result of the transposi-
tion of the referred Directive. Furthermore, in [1], the WHO recommends that
countries adopt reference levels of 100 Bq.m−3 and if this level cannot be imple-
mented under the prevailing country-specific conditions, WHO recommends that
the annual average limit for indoor radon concentration in dwellings, offices, and
workplaces must stay below the reference level of 300 Bq.m−3 otherwise, mitiga-
tion actions are required to remediate the non-regulatory rooms [2].

Nevertheless, the reference level of 300 Bq.m−3 is the base value to set off
some remediation actions in order to reduce indoor radon concentration in a
given room, the period of occupancy is a key variable. By way of example, an
office where occupants stay on a daily basis for 8 working hours, exposed to
an indoor radon level of 300 Bq.m−3, results in a higher risk than a technical
room, with the same average level, where workers go there by one hour per
day for maintenance purposes. In summary, it can be said that the indoor radon
concentration taken in isolation cannot assess radon risk exposure since variables
like buildings occupancy, the period of occupation and type of building are of
vital importance on radon risk assessment.

Recently, several IoT-based radon detectors have been proposed, cf. [3–5],
and in the near future, data gathered by these devices will be streamed and
analyzed by cloud-based systems in order to perform the so-called mitigation
actions. Having in mind that a poor radon risk communication can lead to
a misperception of radon risk, and therefore, fail to produce the wanted risk
reduction among the population. Given this, in this work we propose a visual
analytics approach that can be used for effective radon risk perception when
data is streamed continuously by these IoT radon detectors.

The remainder of this paper is organized as follows, in Sect. 2 a discussion
about related works is undertaken, in Sect. 3 the visual analytics approach used
for effective radon risk perception is introduced, in Sect. 4, the case study is pre-
sented in detail, and finally in Sect. 5, conclusions are pointed out and discussed.

2 Related Works

Recently, due to the rapid growth of IoT and Big Data technologies, large
amounts of data from distinct varieties (timestamps, geolocations, sensor data,
images, audio, video, etc.) have been produced. However, such data are not useful
without analytic power [6]. Other analytics approaches, notably visual analytics
methods, have been explored with success in the IoT and Big Data domains.
Visual analytics methods aim to assist users in gaining insights, and therefore to
extract knowledge from the data, by means of visual interpretations and inter-
actions in the data analysis process [7]. Note that, an insight, can be seen as
the ability of a user to understand a specific cause and effect within a specific
context.

In [7], Keim et al. define visual analytics as the combination of automated
analysis techniques with interactive visualizations for an effective understanding,
reasoning and decision making on the basis of very large and complex data sets,
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that enable people to i) synthesize information and derive insights; ii) detect the
expected and discover the unexpected; iii) provide timely, defensible, and under-
standable assessments and iv) communicate assessment effectively for action.

In this context, several recent works have been addressing the topic of IoT
visual analytics, cf. [8–10], in order to assist users in the knowledge extraction
process. In [8], the authors present the Virtual Open Operating System (vf-OS)
approach to IoT Analytics, and describe its main components. The proposed
approach can be used to capture data from IoT devices to generate and run
machine learning models to perform data analytics, not only in the cloud but
also on the edge. In [9], Lee et al. present a study that introduces a holistic per-
spective of storing, processing, and visualizing IoT-generated contents to support
context-aware spatio-temporal insight. The study focus on the combination of
deep learning techniques with a geographical mapping interface. Visualization
is provided under an interactive web-based user interface to enhance the visual
data exploration process, by means of a spatio-temporal query-based interface.
In [10], the authors propose a framework for visual analytics of geospatial, spatio-
temporal time-series data to handle multivariate, multiscale, and time-series data
visualization. In the adopted design model they concluded that the most useful
patterns are those that show relationships and aggregations of the data in both
space and time domains.

3 Visual Analytics for Effective Radon Risk Perception

In order to extract knowledge from radon concentration data, first we need to
understand the data under analysis in a space-time context, cf. Fig. 1. Under-
standing the data will help in the process of selection of appropriate data anal-
ysis models, and therefore assist in gaining insights, knowledge generation, and
knowledge communication about the data [10].

Fig. 1. Indoor radon fluctuation over a week with ventilation actions identified.
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Indoor radon levels fluctuate over time depending on the building occupancy
and the number of ventilation actions undertaken, cf. [11–13]. Commercial active
radon detectors can perform continuous measurements in periods from 10 to
60 min. These detectors normally use an internal averaging mechanism to reduce
data dispersion and therefore improve data quality. Figure 1 illustrates the vari-
ation over one week of the indoor radon concentration in a room with regular
ventilation actions performed.

Moreover, indoor radon concentration is also affected by the space dimen-
sion, i.e. the soil composition and the building construction materials. Granitic
soils and granitic construction materials both contribute, 80% and 20% respec-
tively [1], to high indoor radon levels.

In our case it is expected that users can easily, and based on visual analytics,
gain insights about radon risk exposure and the relations of practical situations
such as building occupation and ventilation actions in the overall radon risk
perception. Figure 2 depicts the proposed visual IoT analytics model that will
be used in the visual analytics process.

Visual IoT Analytics Model

  Data 
 Streams 

Data Model

1) Time Series Data
2) Geospatial Features

Visualization Model

1) Clustered Point Maps
2) Time-based Heatmaps

Analysis Model

1) Space-Time Clustering
2) Color-based scale definition

Spatio-temporal
Observations

Sensor
Node 0

Sensor
Node 1

. . .
Sensor
Node N

Insights

User

Fig. 2. Visual IoT Analytics Model: from spatio-temporal observations to user insights.

3.1 Data Model

Given the fact that multiple IoT devices can be used in distinct rooms and/or
buildings, spatial context is key for radon concentration data exploration, and
therefore, spatial-based clustering must be performed having in mind the relation
of geographical entities, i.e. District > County > Building > Room > Device, as
defined in [3], each having a specific set of geospatial features, such as soil com-
position, architectonic style, construction materials, etc. Moreover, time-series
modeling is appropriate for radon concentration data when multiple devices geo-
graphically distributed are considered, not only for temporal clustering, but also
for short-term prediction of indoor radon concentration.
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3.2 Analysis Model

In [1], short-term measurements are defined as radon concentrations measure-
ments that takes place over a period of not more than 3 months, and long-
term measurements as radon concentrations measurements that take place over
periods of 3 months up to 1 year. This definition was used as our baseline for
clustering IoT time-series radon concentration data when multiple devices geo-
graphically distributed are considered. Multiple devices will generate time-series
radon concentration data that will be difficult to analyse if no time clustering is
performed. Given this, and having in mind the definitions previously introduced
for short-term and long-term data clustering, we opted to use a more refined
granularity containing five distinct time-based clustering approaches:

1) RT - Real Time (Hour);
2) VST - Very Short Term (Day);
3) ST - Short Term (Week);
4) LT - Long Term (Year), for periods always greater than 3 months.

In this analysis, the Euratom reference level of 300 Bq.m−3 [2] and the WHO
reference level of 100 Bq.m−3 [1] were considered in the analysis model for scale
definition and color selection, cf. Fig. 3, and therefore to enhance the visual
analytics process.

500 100 150 200 250 300 Bq/m3 

WHO
Reference Level 

EURATOM
Reference Level 

Fig. 3. Scale definition based on seven distinct colors mapped to the WHO [1] and
Euratom [2] reference levels.

3.3 Visualization Model

Based on the geographical hierarchy introduced in Sect. 3.1, clustered point maps
can be used and controlled by simple user-interface actions, such as zooming in to
break a cluster (one point) in a subset of clusters (a group of new points), or
zooming out to aggregate a set of clusters (a group of points) in a new cluster
(one point).

To visualise radon concentration data in the time domain we opted to perform
Very Short Term (VST), Short Term (ST) and Long Term (LT) time-based
clustering through a heatmap visualization approach, were data is visualised
through color variations in cells, enabling the easy assessment of its variance
using distinct time-based clusters and the identification of relevant patterns.
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4 Case Study

In this section, we present the evaluation of the proposed methodology using
real data obtained with a certified Airthings Plus Radon detector, between
12/11/2018 and 30/06/2019 in the Lab.1.11 of the School of Technology and
Management of the Polytechnic Institute of Viana do Castelo, cf. Fig. 4. The
Lab is occupied regularly between 9h00 am and 5h00 pm. Radon concentration
data is clustered in time, horizontally, using the periods defined in Sect. 3.2,
VST, ST and LT. Vertically, and aligned from top to bottom is presented the
evolution in time, week-by-week, with seasons identified.

Fig. 4. The placement of the radon detectors in the Lab.

When occupancy is considered, radon concentration time-series data should
be considered for particular time schedules, i.e. when users are effectively exposed
to the pollutant. Since that, in public buildings, offices, schools, kindergartens,
etc, occupancy is normally restricted to regular schedules during working days,
many of the time-series data values must not be considered in the computation
of related radon risk metrics and indicators. Common time-series models (e.g.
averaging/smoothing models) are inadequate in the case of intermittent time-
series because many of the series values must not be considered. Since these
models are based on weighted-summations of all past time-series data, they
negatively bias the calculus of, not only radon concentration exposure metrics,
but also, effective radon risk exposure indicators.
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The evaluation is presented based on two time aggregation criteria, i) Very-
Short Term (Day) and ii) Short-Term (Week). Additionally, two distinct data
visualization approaches were produced, one considering the effective room occu-
pancy and the other considering all the data gathered by the sensors.

4.1 Time-Based Heatmap Data Visualization

Figure 5 illustrates the variation of the radon concentration during 33 consec-
utive weeks. The data presented was acquired in the Lab and is used here for
methodology validation based on two distinct scenarios: a) no occupation consid-
ered and b) with occupation considered. The Lab under analysis is a ground-floor
office regularly occupied by three people, between 9h00 am and 5h00 pm, during
working days. Figure 1 b) illustrates the average radon concentration is obtained
directly from the occupancy profile previously defined.

(a) (b)

Fig. 5. Time-based Heatmap Visual Analytics: a) no occupancy considered; b) with
occupancy considered.
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Table 1 presents four evaluation metrics for easy comparison of the two sce-
narios introduced in Fig. 5. One observation is that scenario B regarding radon
concentration data with occupancy considered between 9h00–17h00, results in
a variation increase of metrics A and D which reveals that, the number of days
below the WHO reference level [1] increased, and the number of days bellow
the Euratom reference level [2] also increased. This observation also reveals that
the risk perception tends to be overestimated if we look to the heatmap that
considers all data, cf. Fig. 5a.

Table 1. Visual analytics performance metrics.

Metric All data Occupancy

data

Variation Reference level

24 h 9h00–17h00

A =
∑

Green cells/
∑

All cells 2.6% 4.2% ↑ 1.6% ≤100Bq.m−3

(WHO [1])

B =
∑

not(Green cells)/
∑

All cells 97.4% 95.8% ↓ 1.6% >100Bq.m−3

(WHO [1])

C =
∑

Red cells/
∑

All cells 72.7% 70.9% ↓ 1.8% >300Bq.m−3

(Euratom [2])

D =
∑

not(Red cells)/
∑

All cells 27.3% 29.1% ↑ 1.8% ≤300Bq.m−3

(Euratom [2])

4.2 User Evaluation

In order to validate the proposed approach, a set of user evaluation tests were
conducted. The main goal of this evaluation test was to understand how users
would read and perceive the proposed data visualization approach, and therefore,
their ability to effectively perceive risk.

The evaluation protocol was based on the methodology presented in [14]. The
evaluation protocol was based in two distinct documents: A) document used to
introduce users to the Radon exposure problem, our case study and the main
guidelines of WHO and the Portuguese legislation; and B) document with 11
questions, cf. Table 2 in which users have to answer about the visual analytics
approach followed in this work, cf. Fig. 5. The questions were split in three main
topics regarding Fig. 5 by considering heatmaps a), and b) alone, and considering
both heatmaps at the same time.

Before the tests were conducted, the document A) was given to the users to
explain the concept of the project to users. After this, the users had 3 min to
look at the data visualizations and try to extract knowledge from them. Then,
the questionnaire B), cf. Table 2, was handed to the participants. Subjects were
then informed that, for each question, while reading the question until an answer
was given, an independent observer would collect metrics on time duration and
number of errors made. Finally, users were ensured that the evaluation process
was about testing the visualizations and not themselves, giving them more con-
fidence and comfort to freely answer the questions.
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Table 2. Set of user evaluation questions.

ID Heatmap Question

1 a) Give an example of a day where the Radon
concentration was considered good by the WHO

2 a) Indicate (one of) the best weeks regarding Radon
concentration level

3 a) Indicate the interval of the Radon concentration
level observed on Thursday, week 18

4 a) Indicate the interval of the Radon concentration
level observed in week 20

5 a) Indicate a week where the Radon concentration
was better than the three months average

6 b) Indicate the interval of the Radon concentration
level observed on Wednesday week 11

7 b) Indicate the interval of the Radon concentration
level observed in week 19

8 a)+b) Indicate one day in which the Radon
concentration level was above the
WHO recommendation level but below the same
level, when occupation is considered

9 a)+b) Indicate the day or days of the week for which
the overall Radon Risk is considered higher

10 a)+b) From all available data, what is the week with
less Radon Risk exposure for the workers and
what are the less risky days of that week?

11 a)+b) What is the season with less Radon Risk
exposure associated?

4.3 Results

The user evaluation was performed with 10 subjects aged between 22 and 48
years old, and was based on the protocol introduced in Sect. 4.2. Figure 6 depicts
the statistical results regarding the users’ response time through a standardized
box plot representation. Additionally, in the same figure at right, the percentage
of wrong answers was added. From the results presented in Fig. 6, one can observe
that the spreading of the response time regarding questions 4, 6, 7 and 10B are
the smallest. The results also show that most of the participants needed more
time to answer question 8, with an average response time of 106 s. As shown in
Fig. 6, this is the first question that regards both heatmaps. In this question,
the user was asked to make connections between both heatmaps which naturally
took more time to relate and gain an insight. It seems that this question was
quite hard for the majority of the users, due to the fact that only half of the
users answered this question correctly. Question 6 and 7 were answered rather
quickly, i.e. all users answered this question in less than one minute. This relative
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quick response can be due to the fact that both questions are similar to question
3 and 4, which also resulted in a better success rate. Question 6 was even better
understood by the users than question 3, i.e. every user answered question 6
correctly while 2 users answered question 3 wrongly. This shows that users were
generally able to answer more quickly because previously gained insight earlier
questions. While the users were conduction the test, it was observed that the
difference between the time scales were sometimes unclear (VST-ST-LT) and
it took the user some time to figure out which time scale was relevant for the
question.

Fig. 6. User evaluation results, response time and percentage of wrong answers.

5 Conclusions

In this work, we proposed a visual analytics approach that can be used for effec-
tive radon risk perception in the IoT era. The proposed approach took advantage
of specific space-time clustering of time-series data and used a simple color-based
scale for radon risk assessment, specifically designed to aggregate, not only the
legislation in force but also the WHO reference level.

The field results obtained after evaluation with users show that 83% of the
overall questions were answered correctly with an overall average response time
of 49 s. Another relevant observation was regarding similar questions made inter-
mittently, resulting in a considerable reduction of the response time and also in
a better success rate. Moreover, this study revealed that the performance of
the proposed visual analytics method increases when occupancy is considered
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because when considering the heat map with all data available, we are inducing
users to overestimate radon risk, and therefore emphasize their risk perception.

The study allowed to conclude that a proper radon risk communication is key
for an effective radon risk perception, which results in a natural increase of the
radon risk awareness among the population. As a consequence of this awareness
increase, an overall radon risk reduction can be achieved based on these two
main factors: i) increase of regular ventilation actions and ii) performing proper
building occupancy management.
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Abstract. Technological evolution impacts several industries, including
automotive. The combination of software with advancements in sensory
capabilities results in new Advanced Driver Assistance System (ADAS).
The pervasiveness of smartphones and their sensory capabilities makes
them an solid platform for the development of ADAS. Our work is moti-
vated by concerns on the reliability of data acquired from such devices
for developing ADAS. We performed a number of controlled experiments
to understand which factors impact the collection of accelerometer data
with smartphones. We conclude that the quality of data acquired is not
significantly affected by using different smartphones, car mounts, rates
of sampling, or vehicles for the purpose of developing ADAS. Our results
indicate that smartphone sensors can be used to develop ADAS.

Keywords: Advanced Driver Assistance Systems · Smartphones ·
Inertial sensors · Vertical acceleration · Controlled experiments

1 Introduction

Hi-tech features in cars have increased in recent years as a direct result
of software-enabled solutions. Advanced Driver Assistance Systems (ADAS),
like automatic parking or lane departure warning system, are examples of
such advancements resulting from the combination of sensory capabilities and
software.

Smartphones are an interesting platform for the development of ADAS, due
to their sensory capabilities. However, concerns emerge on the adequacy of these
devices when developing ADAS. An assessment on the reliability of data acquired
from such devices motivates our work before using their sensors for developing
ADAS. There is insufficient knowledge on the extent to which data from smart-
phones can be used to develop ADAS.
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A considerable number of ADAS rely on inertial data and cameras as the basis
for their functionalities. There are inertial sensors embedded in the majority
of smartphones available today. In addition, the idea of retrofitting ADAS to
existing vehicles fuels some of the smartphone-based ADAS available today.

Obtaining inertial data from these mobile devices is easy. It now becomes
relevant to understand which variables impact the quality of data collected.
This knowledge is needed to decide to which extent can smartphones support
the development of ADAS. Our objective is to clarify which factors may impact
the collection of accelerometer data when using a smartphone with the purpose
of developing ADAS. We accomplish this by performing controlled experiments
where a predefined set of variables are identified and controlled and by analyzing
their impact on the quality of sensory data retrieved.

2 State of the Art

ADAS are electronic systems that improve road traffic safety, supporting the
driver when driving. Such support ranges from simple information presentation,
through advanced assisting, to taking over the driver’s tasks in critical situa-
tions [6]. A vehicle equipped with an ADAS is referred to as a smart car. ADAS
aim to provide a fully autonomous vehicle with self-driving capabilities and to
guarantee an accident-free driving experience. Most ADAS functionalities exist
in independent systems and combining different sensors leads to better decisions,
higher system performance, and lower power consumption [14].

Smartphones offer new capabilities, some of them provided by their sensors.
With every other person owning one, smartphones can fill in the gap for the vast
amount of vehicles without sensory capabilities. This same argument was echoed
in research targeting the smartphone as a sensing device for the development of
ADAS motivated by the cost of vehicles equipped with sensors [4].

Eriksson et al. produced Pothole Patrol, one of the first road condition mon-
itoring systems, using high-end accelerometer sensors and Global Positioning
System (GPS) devices attached to a taxi probe car to collect data [3].

Mohan et al. describe Nericell, a system that uses smartphones to monitor
road and traffic conditions [7]. They report experiences as if they were using
smartphones to collect acceleration data. However, the description of the imple-
mentation reveals the use of special-purpose Sparkfun WiTilt units, which sent
acceleration data to the mobile devices for further computation. Other shortcom-
ings in Nericell is the lack of explanations about the selection of thresholds [15],
lack of clarification about the labeling technique used [12], and no disclosure of
the chosen approach to synchronize data from different devices.

To compare data acquired from multiple sensors, it is crucial to make sure
that their readings are synchronized—or, at least, to be conscious of exist-
ing skews. As opposed to work previously discussed [3,7], other authors either
acknowledged synchronization issues or tried to mitigate them in diverse ways.

Examples include manually shifting labels [13], combining interpolation and
shifting of data, and using devices with real-time operating systems [2].
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A distinct approach is to use statistical methods to compute data read from
different sensors and prepare it for feature extraction. Linear [3,4] or polynomial
interpolation [8], and moving average [12,15] are common techniques.

A contrasting method is Dynamic Time Warping (DTW), which provides the
possibility to align two time series even if they are out of phase [9]. It achieves
an optimal solution in quadratic time and space complexity. This is impractical
for dealing with large volumes of data, with memory requirements in the order
of a tebibyte (TiB) to handle time series of ∼100 000 measurements [10]. Fast-
DTW [10] solves this difficulty by providing a DTW algorithm with linear time
and space complexity, while ensuring a nearly optimal solution.

3 Experiment Planning

During experiment planning, we focused on meeting expectations set by our
objectives. A reasonable effort to mimic real world usage was carried out to
ensure that knowledge drawn could be used for practical products. Major con-
straints were identified to prevent them from becoming a risk to the experiments’
validity.

The experiments occurred on roads of Braga around Bosch plant and around
University of Minho Campus.

3.1 Hypothesis Formulation

Following are the hypotheses tested during our controlled experiments. For each
identified variable, a null and an alternative hypothesis was established.

Smartphones—and the inertial sensors embedded within—are very diverse,
be it in size, materials, or software version. We anticipated that such differences
could have an impact on acceleration values reported by those devices.

Hypothesis 10: Using different smartphone models to record accelerometer data
does not yield similar measurements of vertical acceleration.
Hypothesis 11: Using different smartphone models to record accelerometer data
yields similar measurements of vertical acceleration.

The car mount holding the smartphone affects the acceleration sensed by it,
since the car mount acts as a proxy between the device and the vehicle.
Hypothesis 20: Using different car mounts to hold the smartphone does not
yield similar measurements of vertical acceleration by a smartphone.
Hypothesis 21: Using different car mounts to hold the smartphone yields sim-
ilar measurements of vertical acceleration by a smartphone.

Other authors have demonstrated the importance of the sampling rate on
the quality of information collected [5,12], so we studied the result of varying it.
Hypothesis 30: Setting different sample rates to acquire the data does not yield
similar measurements of vertical acceleration by a smartphone.
Hypothesis 31: Setting different sample rates to acquire the data yields similar
measurements of vertical acceleration by a smartphone.
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Vehicles might have influence on the acceleration. Differences in the levels
of comfort experienced during a trip in different vehicle models were a good
indicator of this effect.
Hypothesis 40: Using different vehicles to travel along the same itinerary does
not yield similar measurements of vertical acceleration by a smartphone.
Hypothesis 41: Using different vehicles to travel along the same itinerary yields
similar measurements of vertical acceleration by a smartphone.

3.2 Variables and Subjects Selection

Both the dependent and independent variables emerged from the examination
of our formulated hypotheses. We selected two subjects for each independent
variable, with one of them being used in the standard setup. We also identified
extraneous variables and assessed their impact on the experiment.

Dependent Variable – Vertical Acceleration: Accelerometer data from
each device was collected in m s−2. With the geographical globe as referential,
the vertical acceleration axis points towards the sky and is perpendicular to
the ground plane. To collect acceleration data, one axis of the smartphone was
aligned with the vertical acceleration axis.

Independent Variable – Smartphone (Inertial Sensor): We performed
experiments with two smartphones from different manufacturers. They were
from two different price categories to amplify differences in the quality of their
components. Three Nexus 5X were used in this study. This model is fabricated
by LG since 2015 and incorporates a BMI160, an inertial measurement unit
(IMU) manufactured by Bosch. This was the device used in the standard setup.
A Samsung Galaxy S Duos, released in 2012, was also used in the experiments.
Its accelerometer data is provided by an MPU-6000, an IMU from Invensense.

Independent Variable – Car Mount: Two iOttie Easy One Touch 3 were
used to hold the smartphones during the experiments. This model was chosen
for the standard setup because empirical evidence has shown it to be very stable.
An unbranded car mount was used to contrast. Empirical evidence demonstrated
this unbranded car mount to be very unstable, wobbling a lot even when traveling
on itineraries with good pavement conditions.

Independent Variable – Rate of Sampling: The choice of sampling rate for
the standard setup was quite pragmatic. Both chosen smartphones reported
being capable of sampling data at no more than 200 Hz, so that value was
selected. A study regarding road roughness condition proposed the frequency
range of 40 Hz to 50 Hz as the best solution to sample smartphone acceleration
sensors [1]. Supported in it, the rate of 50 Hz (period of 20 ms) was used to
compare.

Table 1 summarizes how the chosen rates of sampling compare to related
studies. The standard rate (200 Hz) falls short only to systems where special
purpose accelerometers were used. The alternative rate (50 Hz) is in line with
other smartphone-based systems.
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Table 1. Distance between consecutive accelerometer measurements at different speeds
for different systems.

System Rate (Hz) Distance (cm) traveling at

25 km h−1 50 km h−1 75 km h−1

P2 [3] 380 1.8 3.7 5.5

Nericell [7] 310 2.2 4.5 6.7

RoADS [12] 93 7.5 14.9 22.4

Tai [13] 25 27.8 55.6 83.3

Our std. setup 200 3.5 6.9 10.4

Our alt. setup 50 13.9 27.8 41.7

Independent Variable – Vehicle: We tried to conduct experiments with two
cars representative of the vehicles in operation and having a significant difference
in their price points and age. The first car was a Mazda 3 from 2007, chosen
for the standard setup since it was always available to us. The second was a
Volkswagen Polo from 2016, a rented car available during a single day.

Other Variables: Each experiment testing a hypothesis varied just one of the
described independent variables. The influence of a vehicle’s speed on informa-
tion sensed by an accelerometer has been demonstrated [1,2,4,15]. Because of
this, speed was categorized as an extraneous variable. Ideally, the speed of vehi-
cles used in the experiments should have been constant during the entire trip,
making it a controlled variable. To minimize its impact on the dependent vari-
able, the driver tried to maintain the vehicles’ speed at 30km h−1. Traveling at
such speed would mean that collected acceleration data could later be analyzed
to identify road anomalies as small as 4.2 cm (see Table 1).

3.3 Experiment Design

During each experiment, a vehicle performed a set of maneuvers on a prede-
fined itinerary to capture data within a city environment. This vehicle was
equipped with Android smartphones, each running an app created for this pur-
pose. Car mounts kept the smartphones stable. The Android app had capabilities
to acquire, present, and export sensors data from the smartphone. This appli-
cation collected data from the accelerometer, gyroscope, GPS coordinates, and
speed. To annotate the experiment, a co-driver used a second Android applica-
tion, capable of storing the type of anomaly detected and a timestamp of its
occurrence.

Each experiment tested one hypothesis using two setup configurations. One
configuration remained the same (same smartphone, car mount, rate of sampling,
and car) across every experiment, acting as a control setup. The alternative setup
changed only one variable. Every experiment was performed five times.

To ensure a rich diversity of pavement anomalies to be detected on the exper-
iments, we surveyed potential itineraries in Braga. To identify these itineraries,



On the Use of Smartphone Sensors for Developing ADAS 107

we considered the number of pavement anomalies, the types of anomalies, the
itinerary’s size, and the possibility to make a full travel with the same speed.

Collection Process Definition: Experimental data was collected by a team of
3 researchers and were performed during periods less prone to traffic congestion.
Every repetition of an experiment started with the vehicle stopped but having its
engine running for 5 seconds to record accelerometer data, collecting reference
values that represent noise caused by the engine. Those values were used to
calibrate the smartphone accelerometers. Upon completion of this phase, the
Android app started collecting and storing sensors data. The researcher in the co-
driver position used the annotations application to mark the start of a recording
session and commanded the driver to start moving the vehicle.

While the vehicle was moving, the co-driver made annotations of the pre-
determined pavement anomalies as they were experienced. The driver drove
through the road without avoiding the anomalies, keeping a constant speed.
Reaching the finishing position, the driver stopped the vehicle. After that, the
co-driver used the annotations application to label the end of the session and
the sensors data application to stop collecting data. Finally, if there were more
repetitions of the experiment to perform, the team of researchers moved to the
starting point of the itinerary to restart the procedure here described.

Analysis Techniques: A suitable method to test the hypotheses formulated
on Sect. 3.1 is to compute the sample correlation coefficient between vertical
acceleration collected by the pair of smartphones used in each experiment. This
coefficient determines the similarity of reported accelerometer data from dis-
tinct devices and how strong that similarity is. It yields a normalized result
between −1 (inversely correlated) and 1 (perfectly correlated), with 0 meaning
entirely uncorrelated.

Difficulties were anticipated in using this technique. For instance, correlation
between raw data is expected to be low due to the noise associated with mea-
surements provided by IMUs embedded in smartphones. Also, since Android is
not a real-time operating system (OS), it is difficult to ensure that two differ-
ent measurements happened at the same time. Lastly, an equal number of data
points for both time series is an imperative to compute the correlation between
the analyzed datasets.

DTW aims to solve the problem of data sets having different lengths and
being out-of-sync, while also reasonably dealing with noise. Given the tendency
of DTW to bias the correlation for higher values, a randomization significance
test was performed instead of a parametric significance test.

Instrumentation: To assist the operation during experiment execution and
data analysis, three special-purpose tools were identified as in need. Smartphones
required an Android application to collect and export their sensors data. After
testing existing applications with similar features we found that none satisfied
our requirements, so we developed a new one—Bumpr.

A second smartphone application was needed to assist the researcher’s job
of annotating recording sessions. With the number of features being rather low,
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the development of this application—TapEvents—was focused on non-functional
requirements, namely, on building an efficient user interface that could be used
while navigating through the itinerary.

To automate data analysis, a desktop application (1) computes the correla-
tion coefficients of vertical acceleration and (2) statistically validates the results.
This application, TimeWarper, uses FastDTW [10], an open implementation of
the DTW algorithm, to prepare the streams of sensors data for analysis.

4 Experiment Execution

Field experiments took three months, after the procedure described in Sect. 3.3.
We present details about each run, which refers to an instance of a field study
where an experiment is being conducted. A session is the time window delimited
by the start and end of a driving exercise, during which sensors data is being
recorded. Each run aggregates a number of sessions.

4.1 First Run

The first run was carried out and data gathered from this experiment acted as
a control group, setting the baseline against which future runs were compared.

A configuration (similar to configuration in Fig. 1) was prepared to accom-
plish this objective: two Nexus 5X, incorporating each a Bosch BMI160
accelerometer, running the same OS version, with the same recording appli-
cation version sampling at 200 Hz, mounted on similar iOttie Easy One Touch 3
in identical positions and angles, and inside a single 2007 Mazda 3.

Data from early recording sessions was discarded as they were considered as
being part of a warm-up stage. A couple of middle sessions were also disregarded
for various reasons, e.g., trucks blocking sections of road. The first run was
deemed as concluded after successfully finishing five sessions.

4.2 Second and Third Runs

In order to save time and other resources, the hardware configuration was
adjusted so multiple field studies could take place at the same time (see Fig. 1).

The second run scrutinized data coming from two different smartphones
with different sensors. A Nexus 5X and a Samsung Galaxy S Duos were part
of the hardware configuration. These smartphones encase a Bosch BMI160 and
an Invensense MPU-6000, respectively, to measure acceleration.

In the third run, two different car mounts were tested. One of them was an
iOttie Easy One Touch 3 and the other was an unbranded equipment, holding
the mobile devices in identical positions and angles.
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(a) One annotation and three recording
applications running on multiple devices

(b) Combining three smartphones and
three car mounts allowed to concurrently
execute two experiments

Fig. 1. Equipment setup for second and third runs

(a) Both cars in preparation for the ex-
periment

(b) Second car tailgating the first. Photo
taken during warm-up session

Fig. 2. Vehicles and setups used to perform the fourth and fifth runs

4.3 Fourth and Fifth Runs

On January 13th, 2017, the fourth and the fifth runs occurred, testing different
sample rates and different cars, respectively. Once again, equipment was selected
in such way to support running two experiments in parallel (see Fig. 2).

For the fourth run, two different sampling rates data were studied: 200 Hz
and 50 Hz (data read each 5 ms and 20 ms, respectively). Lastly, the fifth run
probed two different vehicles, a 2007 Mazda 3 and a 2016 Volkswagen Polo. Like
in previous runs, all of the other setup parts were kept unchanged.

Performing both runs at the same time had different implications for these
two field studies. For example, the Polo was a rented car and had no permission to
travel inside University of Minho’s campus. Thus, the course had to be adjusted
and the portion inside the Campus of Gualtar was switched for a different path
with similar length and an approximate number and diversity of anomalies.

Another issue with making an experiment with two different cars was the
impossibility of traveling the road in the same exact positions, or even at the
same speeds. To address these issues, the driver of the vehicle in the rear tried
to keep a constant distance to the one in front of it (see Fig. 2b). We chose a car
with cruise control and teams in both cars communicated via a phone call.
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5 Data Analysis

We used descriptive statistics to study the central tendency and dispersion of the
acceleration. In addition to the number of accelerometer observations (samples),
we computed mean (x̄), median (x̃), mode, minimum (min), maximum (max),
and standard deviation (σ). Table 2 shows data from the first run, with each
horizontal band grouping a successful session, and each of the rows in a band
regarding one of the two similar Nexus 5X used. So, both setups A and B had
similar configurations: the one used as the control group (see Sect. 4.1).

From these tables,1 we confirmed that most acceleration data points were
clustered around 0, with a standard deviation of about 1 m s−2. This fell in line
with our expectations, as usually a vehicle does not accelerate in the vertical
axis, apart from those brief moments when a road anomaly comes across.

The median value was consistently close to the mean, indicating that values
were fairly distributed on each side of the average value. It also signals there
being no outliers skewing the dataset—or, at least, that such outliers exist with
approximately equal frequency on both sides of the median.

Despite the relatively small standard deviation, minimum and maximum val-
ues were quite afar from the central points, yielding a high range. We confirmed
that points with values so farther apart were associated with the annotated road
anomalies which provoked spikes in the monitored acceleration. Despite look-
ing like outliers, these data points increase signal-to-noise ratio (SNR) in the
datasets and were not discarded.

5.1 Data Set Reduction

We considered data recorded before (and after) the vehicle initiated (and fin-
ished) the trips as noise. To improve the SNR of the datasets, we clipped sensors
data prior to (and after) the start (and end) of all sessions using the timestamps
collected with the annotations application.

When analyzing Table 2, we detected incorrect data in the first session, with
one of the smartphones reporting a very small number of observations (see high-
lighted row). We confirmed that such data was missing and could not be recov-
ered, so first run’s first session was treated as invalid.

5.2 Hypothesis Testing

We tested the hypotheses formulated in Sect. 3.1 with the techniques presented
in Sect. 3.3. To assist in this effort, we designed and implemented a software
tool, TimeWarper (see Sect. 3.3). Data collected in the control experiment set
the baseline correlation coefficient against which the other coefficients were com-
pared. Those comparisons allowed to decide about the proposed hypotheses.

Table 3 shows the computed coefficients for all valid sessions on every run,
along with the mean value (x̄). We use the mean values to illustrate arguments

1 Due to space constraints, only first run’s table is shown. For all tables, see [11].
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Table 2. Descriptive statistics for acceleration data from the first run. Each horizontal
band groups a successful session. Highlighted row shows incorrect data found during
analysis (see Sect. 5.1). All data from first session was treated as invalid.

in this section, but every individual coefficient was statistically validated. As
discussed before, the first session of the first run was treated as invalid, so the
mean value for the first run was computed over the remaining four valid values.

We expected the correlation coefficient to be high for two similar collection
setups sensing the vertical acceleration during a recording session. The control
experiment tested this expectation. Running the valid sessions of the first run
through TimeWarper yielded a mean correlation coefficient of 0.892, a strong
positive correlation (see Table 3).

To test the statistical significance of this result, we processed each valid
session using the following technique. Let us start by assuming that the result
has no significance. If so, it follows that computing the correlation of data with
nothing but noise would produce similar correlation coefficients.

One can produce “noised” versions of the same data by rearranging the order
of their data points. Using a Random Shuffle algorithm, 100 randomized copies of
each smartphone’s acceleration data were produced—the surrogates. Then, each
pair of surrogates was warped and its correlation coefficient computed. Lastly,
the coefficients were ordered.

The original assumption can be rejected if the correlation coefficient for the
original pair, r0, is at the tails of the coefficients distribution. For a significance
level of α = 0.05, if the rank of r0 in the ordered list of coefficients is less than 3
or is greater than 98, then we reject the assumption and consider the result as
statistically significant.

Figure 3 plots the ordered lists of coefficients for the first run. For all the
graphs for each session from every run, see [11]. For all sessions, the original
correlation appeared at the tail of the list, ranking at the 101st position which is
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Table 3. Correlation coefficients by run and session. Highlighted cell shows a session
for which it was not possible to compute the correlation coefficient due to invalid data.
It corresponds to the highlighted row in Table 2.

(a) Second session (b) Third session

(c) Fourth session (d) Fifth session

Fig. 3. Correlation coefficients for the first run, including surrogate and original pairs
(highlighted). First session’s data was rejected (see Sect. 5.1)

greater than required. The initial result of 0.892 was thus considered valid and
used as baseline for the experiments analyzed below.

Contrasting with the control experiment, we expected that changing the inde-
pendent variables would yield smaller correlation coefficients than the baseline.
However, we did not have an intuition for the magnitude of the difference.

To test hypotheses 10, 20, 30, and 40, we fed into TimeWarper data from the
second, third, fourth, and fifth runs, resulting in mean correlation coefficients of,
respectively, 0.830, 0.848, 0.834, and 0.827 (see Table 3).

We performed statistical significance tests following the same technique as
before. For every session from every run, the original coefficient ranked at 101st,
validating each result. Those coefficients have shown strong positive correlations
between measurements of vertical acceleration when using different smartphones,
car mounts, sampling rates, and vehicles. The results refuted all proposed null
hypothesis, implying a value of truth for all alternative hypothesis.
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6 Conclusions

Our main contribution is an experimental study on the impact in quality of data
collected by different smartphones, car mounts, rates of sampling, or vehicles
when developing ADAS. This study shows that the quality of data acquired with
smartphone sensors is not significantly affected by using different variations of
those elements. It is thus feasible to use smartphone sensors to prototype and
develop ADAS without the need to standardize the components used.

Additional studies can be conducted for any of the independent variables to
strengthen the confidence on our results. Such studies should both have a greater
number of repetitions and study a wider variety of subjects, e.g., by testing dif-
ferent types of vehicles. In particular, it would be interesting to see a further
investigation on the car mounts, as their higher mean correlation coefficient
seems to be counter-intuitive. A comparison of the capabilities of smartphones
versus those provided by special-purpose sensor boxes could also be made. A
study focused on vehicles’ speed as an independent variable would be very valu-
able. To do so, a test track and cruise control-equipped cars should suffice.

References

1. Douangphachanh, V., Oneyama, H.: A study on the use of smartphones under
realistic settings to estimate road roughness condition. Proc. Eastern Asia Soc.
Transp. Stud. 9(2007), 14 (2013)

2. Du, Y., Liu, C., Wu, D., Jiang, S.: Measurement of IRI by using Z-axis accelerom-
eters and GPS. Math. Probl. Eng. (2014)

3. Eriksson, J., Girod, L., Hull, B., Newton, R., Madden, S., Balakrishnan, H.: The
pothole patrol: using a mobile sensor network for road surface monitoring. In:
Proceedings of the 6th International Conference on Mobile Systems, Applications,
and Services (2008)

4. Fazeen, M., Gozick, B., Dantu, R., Bhukhiya, M., González, M.C.: Safe driving
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Abstract. Air quality is one of the most important topics in our urban life, as it
is of great significance for human health and urban planning. However, accurate
assessment and prediction of air quality in urban areas are difficult. In major cities,
typically only a limited number of air quality monitoring stations are available,
and inferring air quality in the un-sampled areas throughout the city is challeng-
ing. On the other hand, air quality varies in the urban areas non-linearly; it is
highly spatially dependent and considerably influenced by multiple factors, such
as building distribution, traffic situation and land uses.

In this research, we model air quality in the city of Augsburg using spatial
features and high quality sensor data. We identify spatial features such as types
and areas of different land uses, road networks with high resolution.

We integrate open available data to the air quality prediction. In this regard, we
compare a simple baseline model with linear regression models (Ordinary Least-
Squares andRidgeRegression) and tree-basedmachine-learningmodels (Gradient
Boosting and Random Forest). In our evaluation, given the non-linearity of the
data, tree-based models outperform all linear models, which are commonly used
in literatures.

In addition, we created an interactive and visual dashboard. This dashboard
demonstrates the analytical workflow, gives insight into model performance and
uncertainty and visualizes the results.

Keywords: Air quality · Land-use regression · Dashboard · Machine-learning

1 Introduction

Smart Cities can be defined as cities that predict and accommodate citizens’ needs
using different types of data and sensors to provide information and applying advanced
information technologies [1]. They will contribute to the efficient management of assets
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and resources. In addition, as mentioned by [2], “all activities for a smart city related to
public services can be managed by developing a platform (dashboard) for monitoring
all relevant data.” Visualization of data is important in Smart City applications, since it
can communicate information clearly and efficiently, which supports people’s decision-
making process in the city planning.

In this context, advanced analysis tools have become essential for a Smart City
development. Nowadays, machine-learning techniques play a key role in data analysis,
predictive modeling and visualization [3]. In regard tomachine-learning, one of themost
complicated problems is the diverse types of input data and the amount of available data.
In particular, for a smart city data analysis, spatial information of events and changes
around the city is required [4].

Relevant spatial data (also known as geospatial data or geographic information)
around a city is usually collected using ground surveying, remote sensing, more recently
through mobile mapping, geo-located sensors, geo-tagged web contents, Volunteered
Geographic Information (VGI) and so on [5]. In this study, we aim to tackle the smart
city issues by using machine-learning based spatial data analysis.

Air quality information, such as the concentration of certain particulate matters
like PM2.5 and PM10, is important for the quality of our urban life, as it is of great
significance for human health and city management. However, in major cities, there is
typically only a limited number of air quality monitoring stations. Inferring air quality in
the areas not covered by measurements is challenging as air quality varies in the urban
areas non-linearly, it is highly spatial-temporal dependent and considerably influenced
by multiple factors, such as meteorology, traffic volume and land uses [6–8].

Compared to the previous works, the contribution of this paper lies in several aspects.
Webuild land-use regression (LUR)models onmobilemeasurement data of air pollution,
we can conclude that mobile monitoring data is suited for LUR modelling at a higher
spatial resolution and therefore they can be used to characterize and prove the spatial
variability of air quality in the complex city area. We identify more spatially related
featureswith higher resolution, such as types and areas of different land uses, information
regarding road networks. By extracting and utilizing data from VGI projects such as
OpenStreetMap (OSM), we evaluate the usefulness of the crowd-sourcing data and
the contribution of the open spatial data. We integrate these features to the air quality
prediction; our proposed approach can be applied to assess air quality in any new urban
areas. Afterwards, a visual interface is developed to demonstrate the work-flow of the
analysis, including the data exploration, correlation analysis, model comparison and the
inference of air quality for a new city area with a finer granularity.

2 Related Work

The LUR is one popular approach for predicting spatial variations in air pollution. As
stated by [9], the general concept of a LUR is based on two steps: first, the dependen-
cies between explanatory variables and monitored pollution levels are evaluated using
ordinary least-square (OLS) regression for all measurement locations; second, the rela-
tionships found between concentrations and the explanatory variables are used to infer
concentration levels at locations without measurements but with available land-use data.
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LUR modeling requires air pollution measurements at multiple locations across the
study area, according to a review by [10], stationarymonitoring used by LUR is typically
at 20 to 100 locations, spread over the study areas. [11] investigated in the effect of the
number of monitoring sites on the LUR performance and their result suggested that for
complex urban settings, a LUR model should be based on a large number of measure-
ments (> 80 in their study), higher R2 achieved from smaller number of monitoring sites
for LUR models do not reflect the true predictive ability. A cost-effective alternative
way to collect data at a high spatial resolution is to use mobile measurements, however,
only few studies use mobile measurements as a basis for LUR modelling [12]. Based on
surveyed papers [9, 12–16], the OLS regression models built on mobile measurement
data explained between 0.40 and 0.60 of the observed variability in concentrations (R2

tested on the training datasets). The time resolution of monitoring is usually 1 s.
To summarize the predictor variables used in the LUR models, frequently used data

include: area of land-use, road network or traffic information, physical geography such
as elevation and slope, and meteorological data. Some studies [15, 17] also used demo-
graphic data such as number of inhabitants and population density. Study of [15] brought
the functions of year, day and hour into their modeling. Most studies have assessed a
large number of potential predictor variables in modeling air quality concentrations and
selected a smaller set of variables to the final models. Because of data availability, extrac-
tion and definition of predictor variables differ substantially between studies. For further
development of LUR methods that can be transferred to other areas, open spatial data is
worth getting more attention.

In addition, machine-learning approaches such as ensemble regressionmethods have
been utilized to handle complex and nonlinear relationships that exist within data and
produce forecasting models with comparable performance in practice. Based on our
review of papers [6, 7, 18, 19] from the domain of spatial data analysis, since the predic-
tion accuracy follows algorithm design, the machine-learning algorithms are crucial for
building air quality prediction models, whereas statistical models have not been heavily
used recently. Moreover, the random forest based approach is a prominent technique in
selecting variables and inferring air pollution values.

3 Study Area and Required Data

3.1 Study Area and Description

The study site is the city of Augsburg, Swabia, Bavaria, Germany, the third-largest city
in Bavaria (after Munich and Nuremberg) with a population of 300,000 inhabitants
(N48

◦
22

′
, E10

◦
54

′
, 2000 inhabitants km−2). The municipal area of Augsburg covers

147 km2 and the city border is 78 km long. The widest point north to south is 23 km
and east to west is 15.5 km. Residential and traffic areas make up only 36% of the city’s
land-use; one-third is devoted to agriculture and nearly 24% is forestland. The inner
city of Augsburg covers approximately 6.8 km2 and it is within the primary highway
B 300 at the south and the primary highway B 2 at the east. Multiple railways locate
at the west border, a tertiary highway borders the inner city at the north. The study
area covers approximately 4 km2, data was collected mostly in the inner city area of
Augsburg, especially within the inner city borders at the south and east. There is no



118 Y. Shen et al.

primary highway located across the study area, however, multiple railways pass through
it at the southwest, shown in Fig. 1.

Fig. 1. The study area and mobile measurements during the first day of the IOP project in the
city of Augsburg. To give a clear display of the data points and the buffer (50 m) around the
measurements, we applied time-series re-sampling’s approach to take the median PM1 value
during a 5 min period (original data with 1-s resolution). The color gradient represents the height
of PM1 and the data is displayed on a map, which shows different types of railways and roads
extracted from OSM for the study area. (Color figure online)

3.2 Mobile Measurement Data

The mobile measurements were taken from the Intensive Operation Period (IOP) of the
particulate matter measurement project SmartAQnet1. During the first day of the IOP,
on the 26th Sep. 2018, a 11.4 km long route was done on foot 3 times in the study area.
Measurements were taken from 12:16:02 to 23:10:14, about 11 h in total, approximately
4 h for each walk. The route was then repeated during the next day and one month later.
The air pollution data were measured using the DustTrak DRX, which has a 1 s time
resolution. The data types (unit originally in mg/m3, multiplied by 1000 to unit µg/m3)
are: PM1, PM2.5 and PM10.

3.3 Geographic Data

The OSM project2 is a repository that provides user-generated street maps. It is a pow-
erful source of information that can be used free to understand and to model the built
environment. OSM is available as a vector data collection comprising point features
(nodes), line features (ways) and polygon features (ways and relations). Each feature
has at least one “tag” (key-value-pair) describing it. See [20, 21] for more detailed
description.

1 https://smartaqnet.github.io/.
2 https://en.wikipedia.org/wiki/OpenStreetMap.

https://smartaqnet.github.io/
https://en.wikipedia.org/wiki/OpenStreetMap
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The OSM data are downloaded and extracted from Geofabrik’s free download
server3. The file used for our study area is the file for Swabia, Bavaria, Germany4.
The downloaded data is in a number of ESRI compatible shapefiles5.

4 Implementation and Results

4.1 Aggregation of Concentrations

Following the study of [9], the measured air pollution concentrations of all three days are
projected on a gridwith 6100 cells, each of size 50m*50m, covering the complete region
of interest. For this purpose, the maximum and minimum values of the coordinates are
utilized to define the bounding box for the grid building. We use this method to develop
models for mean pollutant concentrations at a high spatial resolution. All measurements
are performed in each cell. To assure data quality, we require the model input to be based
on grid cells containing at least 50 mobile measurements, this removes approximately
4.6% of the data. Within the 6100 grid cells, 760 cells cover data points and 442 cells
of them cover at least 50 measurements. The original datasets of the three days contain
131050 data points in total, 124985 data points remained for building our model after
the selection of grid cells.

Considering the temporal aspect of the measurements, the information of the hour
h is brought into the model to capture the temporal patterns within a day, such as the
pattern during the rush hours. After the manipulation of aggregation, 3363 data points
are used in the final dataset for the further analysis.

4.2 Feature Generation

We use the geographic data available from OSM, which includes land-use, buildings,
traffic, railways and roads. After the aggregation of concentrations, the centroids of
grid cells are used to draw 50 m buffers and to extract geographic features from OSM.
Two types of features from OSM are considered: the polygon features and the line
features. We generate the buffers and intersect these buffers with the OSM geographic
layers. More specifically, the intersected areas for each values of keys are calculated for
polygon features whereas we extract the intersected lengths for each types of the line
features, such as road and railway. Based on the study of [18], we generate a vector as
geographic abstraction for each aggregated mobile measurement location. In the next
step,wequantify and evaluate the importance of individual components in the geographic
abstraction vectors.

4.3 Preprocessing

In the experiment, we started with randomly taking left-out samples in a small size from
the data and using the remaining data as the training set to predict the PM values for the

3 http://download.geofabrik.de/ 2018/12/12 17:02.
4 http://download.geofabrik.de/europe/germany/bayern/schwaben-latest-free.shp.zip.
5 Geospatial vector data format for storing geometric location and associated attribute information.

http://download.geofabrik.de/
http://download.geofabrik.de/europe/germany/bayern/schwaben-latest-free.shp.zip
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left-out samples drawn before. That means, the model fits on the training dataset, then
one uses the left-out samples as the ground truth to calculate the prediction accuracy.
After we split the dataset randomly, the number of the observations in the training dataset
is 2690, the percentage of data in training set is approximately 79.99%; the number of
observations in the left-out set, i.e., test dataset is 673, the percentage of data in test set
is approximately 20.01%.

For geographic features, we standardize them by removing the mean and scaling to
unit variance, calculated from the training set. Standardization is useful when one of the
variables has a very large scale, since this might lead to regression coefficients of a very
small order of magnitude.

Specifically, for the sake of the interpretation of variables in linearmodels, the feature
hour is one-hot encoded. They are therefore not treated as numerical but as categorical
variables. This was done to improve the performance of the linear models, because air
quality varies non-linear with time.

In order to assess the relative importance of the features we generated, we apply the
means of importancemeasure based on random forest algorithm, namelyMeanDecrease
Impurity on the training dataset. The impurity (residual sum of squares) decreases from
each feature can be averaged for a forest and the ranking of features is obtained according
to this measure. Following the proposed approach of [18], we construct the weighted
features by multiplying the values of all aforementioned preprocessed features by their
relative importance. In this way, we can particularly penalize trivial features.

4.4 Experimental Result

To predict PM concentrations for a target location that does not have air quality measure-
ments, we train differentmachine-learningmodels. Themost commonly used LURmod-
els in the literature apply ordinary least-square regression (OLR). We examine OLR and
ridge regression. In addition, we examine two tree-based machine-learning algorithms:
random forest and gradient boosting. The tree-based models are applied particularly for
handling nonlinear relationships.

We tune the hyper-parameters by 5 folds cross-validated grid-search of each model
to further improve their performance (tuned parameters for random forest: n_estimators
= 256 for prediction on PM1 and PM2.5; n_estimators = 512 for prediction on PM10,
min_samples_split = 2; for gradient boosting: n_estimators = 1024, learning_rate =
0.25; for ridge regression: alpha = 0.03125). We use the central tendency, namely, the
mean of the output value observed in the training data, as a baseline to compare the
results of all of our regression models.

From the Table 1, Table 2 and Table 3 we can compare the prediction’s results for
the three pollution types. The best prediction is achieved on the PM1. According to
Table 1, gradient boosting regression generated the best training score whereas random
forest performed the best on the test dataset. Tree-based models outperformed linear
regression models and all the models performed better than the baseline.
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Table 1. Result of prediction on PM1.

Regressors R2 (Train) R2 (Test) RMSE MAE MAPE

RandomForest 0.755999 0.41941 13.013 4.61543 15.5181

GradientBoosting 0.801266 0.413835 13.0754 5.03747 17.3187

RidgeRegression 0.263594 0.177901 15.4848 7.05862 27.4429

LinearRegression 0.28177 0.190075 15.3697 6.92811 26.5321

Baseline 0.00 0.00 17.0807 9.12583 38.3164

Table 2. Result of prediction on PM2.5.

Regressors R2 (Train) R2 (Test) RMSE MAE MAPE

RandomForest 0.747725 0.408235 13.3858 4.86004 16.3528

GradientBoosting 0.792927 0.399515 13.4841 5.3184 18.1369

RidgeRegression 0.244739 0.173651 15.818 7.50331 29.2644

LinearRegression 0.264099 0.187799 15.682 7.34138 28.0926

Baseline 0.00 0.00 17.4022 9.53591 39.8149

Table 3. Result of prediction on PM10.

Regressors R2 (Train) R2 (Test) RMSE MAE MAPE

RandomForest 0.752592 0.299473 26.6166 7.05102 18.4924

GradientBoosting 0.849792 0.305144 26.5086 7.69487 20.9269

RidgeRegression 0.147497 0.0545743 30.921 9.5087 29.5942

LinearRegression 0.162844 0.0625943 30.7895 9.33308 28.4433

Baseline 0.00 0.00 31.811 11.2264 37.669

5 Visualization and Dashboard Development

We present an application to simplify the LUR modeling process. We develop a user-
friendly dashboard using the Python (3.6) programming language, particularly, the visu-
alizations of all parts of this application have been built with the Python package Bokeh6

(1.0.4). This application is developed as a processing pipeline to model air quality based
on sensor data and spatial information. The main goal of this dashboard is to provide
an introduction of the work-flow for predicting air quality using LUR. Our model uses
openly available data, which also offers the possibility to use it on other study area. The

6 https://bokeh.pydata.org/en/latest/.

https://bokeh.pydata.org/en/latest/
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development of the dashboard is inspired by the Smart City applications introduced by
[22] and the RLUR Shiny Dashboard [23].

To make a LUR model on the dashboard, users will need a training dataset with
measured pollution concentrations and extracted geographic features, and a test dataset,
which contains grid cells covering the place of interest with extracted geographic fea-
tures. A sample dataset for training is provided here of PM1 concentrations in the city of
Augsburg, Germany. The data description and complete approach for feature extraction
is described in previous sections. A sample test dataset is provided for the whole city
area of Augsburg. The bounding box of Augsburg is defined using the Nominatim API
(3.2). A short description is also provided on the first page of the dashboard (Fig. 2).

Fig. 2. Description page of the dashboard

5.1 Data Exploration

The first step of the analysis is data exploration. A sample dataset for training is provided,
however, we also allow users to upload a training dataset from a local data source using
Upload Training Set tool to make the dashboard more flexible to use, see Fig. 3. To do
that, we utilize the CustomJS module to supply a snippet of JavaScript code that should
be executed in the browser to open a file dialog. The uploaded data table should be
saved as a csv text file and as another format restriction, the uploaded data table should
contain two columns named as “lat” and “lon” respectivelywith theWGS84 coordinates.
Moreover, object data type is excluded for further development of the dashboard.

The target variable can be selected, e.g., PM1. Indexes are added to the data table as
row labels. With an index slider, users can explore the data nicely, the map shows the
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Fig. 3. Data exploration and correlation analysis (Color figure online)

location of the measurements and color code signifies the value of the target variable. In
this sample dataset, the collection’s time is recorded. We therefore sorted the table by
time and plot the time series graph to show the temporal aspect of the data.

5.2 Correlation Analysis

As the next step, we apply correlation analysis and help users to identify which types
of variables are more important for predicting the target variable. We use the function
of pandas (0.23.4) DataFrame to compute pairwise Pearson correlation of columns,
excluding NA/null values. As initial state, the target variable, in this case PM1 is selected
automatically. The CorrelationMatrix shows the correlation of all other variables except
PM1 to detect the multicollinearity. As illustrated in Fig. 3, the Pearson Correlation
table shows the correlation of the selected features with the target variable and this
table is sorted in a descending order by the absolute value of the correlation. Selected
features will be brought to the next step and will be used for training different models
and comparing the model performance.

5.3 Model Comparison

The dashboard offers six different machine-learning algorithms to predict the air pollu-
tion levels using selected features from the last tab. The six algorithms are random forest,
gradient boosting, extra trees, ridge, lasso and linear regression. To train the models, we
build a function to execute each algorithm through a pipeline, which will fit the regres-
sors on the training dataset, test them on the validation dataset and record performance
metrics. For applying the algorithms, we use the standard methods from Python library
scikit-learn (0.19.1).

As shown in Fig. 4, the Model Options is a multi-selection’s tool, initially, all the
models are selected for comparison. The Test Data Percentage can also be given by users.
As the metrics, we record six measurements in total: Training Time, Training Score,
Testing Score, RMSE, MAE and MAPE. The Training Score and Testing Score specify
the R2 on the training set and on the validation set respectively. Using the Regressor
Properties table and theModelComparisonbar chart,we canget the bestmodel according
to the selected metrics. After the comparison, one can use the Model Options tool again
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to manually identify the best model, which will be applied for the prediction in the next
step.

Fig. 4. Model comparison and prediction (Color figure online)

5.4 Prediction

In the last step, we visualize the prediction for the place of interest, see Fig. 4. To this
end, we will need a test dataset. In the sample dataset, we built grid cells covering the
city of Augsburg, each grid cell has the size 200 m * 200 m and land-use features are
extracted for each grid cell. After that, we apply the model selected from last tab and
predict the target variable, in this case, the PM1 value.We plot our prediction using color
code on the map. The Upload Test Set button extend the flexibility of making predictions
on this dashboard. We allow users to apply new test dataset for any city area. The Update
Prediction button is used to make new predictions when any parameters of previous tabs
have been changed, such as the target variable and the model.

6 Conclusion

6.1 Summary

This paper modeled air quality in the city of Augsburg using spatial features and mobile
measurement data with high quality. We extracted and utilized data fromOSM and iden-
tified spatial features such as types and areas of different land uses, road networks with
high resolution. The advantages of our approach include that it used publicly available
open data to construct the geographic predictor variables instead of using expensive
datasets. Therefore, the built model can be easily used to infer air quality for other urban
areas. In addition, our approach quantified the importance of geographic features on air
quality prediction, enabled us to select features and integrate the important spatial fac-
tors automatically to the modeling, without using domain knowledge of air quality. We
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applied appropriate machine-learning approaches and compared the model performance
using a visual interface (dashboard). A dashboard was developed at the end of this study
to demonstrate the work-flow of the analysis, including the data exploration, correlation
analysis, model comparison and the inference of air quality for a new city area with a
fine granularity.

6.2 Limitations

The applicability of the LUR models obtained in this study is restricted by the charac-
teristics of the input (air pollution) data, such as that the data points are collected using a
single mobile sensor and they are only captured on the walked route. Due to the available
data only covering 3 days, we were not able to include weather or seasonality effects
into our model. Including additional measurements taken throughout the year should
improve the relevance of our predictive model. Furthermore, the LUR models are only
applied in a relatively small study area. How well the model would perform at a larger
scale (e.g., including the peripheries and not only the city center) or even in another city
area is still an open question. For instance, there is no primary highway located across
the study area, however, the highway traffic could be an interesting factor to our study.
As stated by [12], the generalization of the LURmodel to areas where no measurements
were made is limited, especially in predicting absolute concentrations. While this study
showed some potential of mobile sensors and spatial features for air quality prediction,
there is still more data needed for the evaluation of this approaches further applicability.
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Abstract. The Indoor Outdoor (IO) status of mobile devices is fun-
damental information for various smart city applications. In this paper
we present NeuralIO, a neural network based method to deal with the
Indoor Outdoor (IO) detection problem for smartphones. Multimodal
data from various sensors on a smartphone are fused through neural
network models to determine the IO status. A data set consisting of
more than 1 million samples is constructed. We test the performance
of an early fusion scheme in various settings. NeuralIO achieves above
98% accuracy in 10-fold cross-validation and above 90% accuracy in a
real-world test.

Keywords: Indoor outdoor detection · Multimodal data fusion ·
Neural network model

1 Introduction

The past decade has witnessed the flourishing of the Internet of Things (IoT)
and its applications in urban spaces. The widespread deployment of IoT devices
and the rise of the smart cities are giving birth to an increasing number of smart
applications [3,6,9,12]. Context status is critical and fundamental information
for ubiquitous computing systems and context-aware IoT applications [10,25].
“Context” consists of a wide range of aspects such as location, time, surround-
ing environment and so on. The rapid growth of smartphones is driving the
increasing interest in context-aware applications [15,16,19].

One of the most fundamental contextual information is whether the device is
in an indoor or outdoor environment. It makes a significant difference if a user
is standing in front of a shopping mall or in a shopping mall. Further, the avail-
ability and capabilities of different technologies vary considerably between these
two environments. The knowledge about the Indoor Outdoor (IO) status enables
the choice of appropriate technologies, which leads to a better user experience.
For instance, the device can trigger a reminder, change the working mode, and
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switch between GPS based navigation and indoor navigation schemes when the
user enters or leaves an indoor environment. Further, the device can save energy
by turning off the GPS module in indoor environments such as a metro station.
Existing IO detection approaches commonly use GPS signal [7,8,18,26], wire-
less signal [5,22,27,29] and other sensor data [2,11,17,20,28,28] to determine
IO status.

Due to the rich characteristics of natural phenomena, it is rare that a single
modality provides comprehensive knowledge of the phenomenon of interest [13].
The increasing availability of multiple sensing modalities on smartphones offers
us more freedom to recognize the context. The capability of neural network mod-
els bas been proven superior in solving increasingly complex machine learning
problems, which often involve multiple data modalities [21].

We propose NeuralIO to detect the Indoor Outdoor status of smartphones
through multimodal sensor data fusion using neural network models. We create
a data set containing more than 1 million labelled samples by 9 users. 9 different
sensing modalities are covered in the data set, which are accelerometer, GPS,
light, magnetic, proximity, cellular signal strength, sound level, temperature and
WiFi. We test the performance of an early fusion scheme in various settings.

To summarize, the contributions in this paper are as follows:

1. We apply neural network models to the IO detection problem and provide a
comprehensive analysis.

2. We implement an Android app for data collection and conduct experiments
to collect data samples in various real daily scenarios. A data set consisting
of more than 1 million labeled data samples is constructed.

3. We evaluate the performance of an early fusion scheme on the data set through
cross-validation and a real-world test. Above 98% accuracy is achieved in the
cross-validation and above 90% accuracy is achieved in the real-world test.

The rest of the paper is organized as follows: Sect. 2 presents related work.
Different fusion schemes are introduced in Sect. 3. The experiment and data
collection is described in Sect. 4 and evaluation results are presented in Sect. 5.
We conclude our work in Sect. 6.

2 Related Work

2.1 GPS Based Methods

GPS signal is highly dependent on the line-of-sight (LOS) paths between the
device and GPS satellites. It is well known that GPS signals are poor in indoor
environments as the LOS paths of GPS signals are blocked. In contrast, the
LOS paths are not blocked in most outdoor scenarios. On the basis of these
facts, the localization accuracy of GPS or the availability of GPS signal has been
exploited to determine whether a device was in an indoor or outdoor environment
[7,8,18,26].

Despite the intuitive nature and easy implementation of GPS based methods,
they suffer from several disadvantages. Radu et.al. identified the GPS chipset
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as the sensor with the highest power consumption among the evaluated sensors
[20]. The battery capacity is still limited in state-of-the-art mobile phones and
most users dislike applications which drain the battery. Secondly, the intuition
behind these methods is not always reliable. For instance, the GPS signal is
reasonably strong if a device is in an indoor environment with large windows.
In contrast, the GPS signal can be blocked by surrounding mountains if the
device is in a valley. Under these circumstances, GPS based methods may give
misleading results. A third disadvantage is that it normally takes around one
minute to launch a GPS module, making GPS-based methods unsuitable for
real-time applications.

2.2 Wireless Signals

Shtar et al. [22] presented a method for continuous indoor outdoor environment
detection on mobile devices based solely on WiFi fingerprints and assumed no
prior knowledge of the environment. The model trained with the data collected
for just a few hours on a single device was applicable for unknown locations
and new devices. WifiBoost [5] made use of a machine learning meta-algorithm
that combined a sufficiently large ensemble of simple classifiers (so-called weak
learners) to improve the overall performance. An average error rate of around
2.5% was achieved in the evaluation. However, a classifier needed to be created
for each building and the surrounding area through measurements and labeling
of each measurement point, especially in cases where there was no previous
fingerprinting database. Building such a database is not a trivial task.

Wang et al. [27] applied a machine learning algorithm to classify the signal
strength of neighboring cellular base stations in different environments and iden-
tified the current context by signal pattern recognition. Accuracy of 100% was
reported for the identification of open outdoors, semi-outdoors, light indoors,
and deep indoors.

In [29], low-power iBeacon technology was leveraged to develop an accurate,
fast response and energy-efficient scheme for indoor outdoor detection. The tran-
sitions between outdoors and indoors were detected by comparing the Received
Signal Strength of two pre-deployed Bluetooth beacons at two sides of each
entrance.

2.3 Multiple Sensors

Since a single sensor might not be able to tackle with all application scenarios,
data from multiple sensors such as accelerometer, proximity and light sensor,
wireless receiver and magnetometer were exploited for IO detection [2,11,17,20,
28]. IODetector [28] combined data from three lightweight sensors (light sensor,
cell tower signal strength and magnetic sensor) to develop an extensible IO
detection framework which did not require a training phase. Although acceptable
error rates were achieved, Radu et al. [20] criticized IODetector for its hard-coded
thresholds which might not work with new devices and new environments. As an
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alternative, Radu et al. proposed a semi-supervised training method to improve
IO detection accuracy across different devices and environments.

2.4 Other Methods

In [14], the embedded digital camera on a mobile phone was utilized for IO
detection. The developed gentle boosting classifier achieved an error rates of
1.7% for indoor and 10.8% for outdoor scenes. Beside, a feed forward neural
network was trained with GIST feature of images to address the IO detection
problem [24]. These methods help in generating semantic IO labels for images,
but do not work for tracking and other real time application cases.

Sung et al. [23] developed a sound based IO detection method using chirp
signal. A simple classifier was developed with a static threshold. However, this
work was rather simple and straightforward, and no comprehensive analysis was
provided. Wang et al. conducted a comprehensive study on an audio based IO
detection method. The method was evaluated in various scenarios with different
probing signals (MLS and chirp), noise levels and device types.

3 Fusion Scheme

Neural networks offer the flexibility of implementing multimodal sensor fusion
as either early, late or intermediate fusion [21].

Accelerometer GPS Signal strength

Neural network

Output

(a) Early fusion

Accelerometer GPS Signal strength

Neural network

Output

(b) Late fusion

Neural networkNeural network

Fig. 1. Schema of early fusion and late fusion schemes based on neural networks

As shown in Fig. 1a), in early fusion scheme data from multiple sources are
intergrated into a single feature vector to serve as the input of one machine
learning model. In contrast, late fusion scheme aggregates decisions from multiple
models which are trained separately on their own modality as shown in Fig. 1b).
This fusion scheme is often favored because errors from multiple classifiers tend
to be uncorrelated and the method is feature independent [21].

For traditional machine learning methods, it is typically necessary to manu-
ally extract features from each modality which is not only time-consuming but
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also challenging. Neural networks are known for being able to learn features
automatically. In this paper we choose to use an Feedforward Neural Network
(FNN) model to conduct early fusion for indoor outdoor detection problem.

4 Experiment and Data Collection

4.1 App Design and Implementation

We have developed an Android app for data collection. The app needs to access
multiple sensors on the smartphone and save the sensor readings to a database.
The collected data contains: battery temperature, luminance, magnetic flux
density, proximity, cellular signal strength, cellular network bit error rate, an
abstract level for the overall signal strength ranging from one to four number of
WiFi networks around the user, the highest signal strength of the WiFi networks
around the user, number of GPS satellites, GPS accuracy in meters, GPS signal-
to-noise ratio, ambient noise level. Additionally, some anonymous information
about the device is also recorded to distinguish different data traces.

Fig. 2. Screenshot of the developed Android app

Figure 2 shows a screenshot of the developed app. The users specifies whether
they are indoor or outdoor and inputs the current weather condition. Then, they
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have the option to provide notes on the location and their name. The users start
the logging period for either 10 min, 30 min or an unlimited amount of time. If,
for example, the users walk indoors while logging data labeled outdoor they have
the option to invalidate the last 5, 15 or 30 min of the collected data. The users
can stop the logging process at any time.

The application collects the specified information every 200 ms as one json
object. The data is then sent to an instance of the Firebase Realtime Database
(DB) [1]. This ensures that every user directly writes to the same database
and no data is saved locally on the user’s device. From there, the data can be
downloaded for further processing.

4.2 Data Collection

The smartphone application is handed out to multiple participants for data
collection. The users are instructed about the application and how to use it.
The data collection runs for four weeks, users are free to choose the time and
environment for data logging. Figure 3 shows the typical data logging scenario.

Fig. 3. Data logging process. The picture on the left shows how a user configuring the
data logging session and the picture on the right depicts data logging inside a pocket.

The resulting dataset consists of 1,038,678 samples which is around 58 h of
data. 99.49% of the data is collected by four users. The remaining 0.51% of
the data was collected by 5 other users. Overall, the distribution of indoor to
outdoor samples is 57.61% to 42.39%. The distribution before cleaning for dif-
ferent smartphones is illustrated in Fig. 4. Different smartphones also represent
different users.

4.3 Preprocessing

By removing the samples that were invalidated by the users themselves, 1,019,091
samples are left which is equivalent to about 56.5 h of data. However, not every
collected sample is completed due to various reasons. After removing the incom-
plete samples, the resulting dataset includes 623,320 samples, which is equivalent
to around 34.5 h of data. The balance between indoor and outdoor samples is
now 43.98% to 56.02%.
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Fig. 4. Distribution before cleaning

5 Evaluation

5.1 Cross Validation

We use 10-fold cross-validation to evaluate the performance of the constructed
model. We have tried various numbers of hidden units and hidden layers. Finally
we got a good balance between performance and model complexity by using the
architecture in Fig. 5. The input layer with 24 input nodes is omitted due to
limited space. There are four hidden layers with 10, 5, 4, 3 hidden units with
Relu as activation function. The output unit uses the sigmoid function as the
activation function. As shown in Table 1, the results from 10-fold cross-validation
demonstrate that the model performs very well in 9 out of 10 folds, in the 5th
fold the model only achieves an accuracy of 0.73. This is probably due to the
loss function becoming trapped at a local minimum.

Table 1. Results of 10-fold cross-validation. Precision and recall are for the outdoor
label.

1 2 3 4 5 6 7 8 9 10

Accuracy 0.98 0.99 0.99 0.99 0.73 0.98 0.99 0.99 0.99 0.98

Precision 0.98 0.99 0.99 0.99 0.73 0.99 0.99 0.99 0.99 0.99

Recall 1 0.99 0.99 0.99 1 0.99 0.99 0.99 0.99 0.98

5.2 Real-World Test

To verify the performance of the model in the real world, we tested the trained
FNN model on a real-world dataset. The real-world dataset was recorded around
two months later than the training dataset. During the collection of the data
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Fig. 5. FNN model architecture with four hidden layers and one output layer. Note
that the input layer (with 24 input nodes) is not displayed due to limited space. The
activation function of all hidden units is the Relu function. The activation function for
the output node is the sigmoid function.

Fig. 6. Real-world test path
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Fig. 7. Confusion matrix

Fig. 8. Confusion matrix for model with majority voting

set, the user walked through the city as depicted in Fig. 6. The trace covers
indoor environments such as campus buildings and shopping malls, and outdoor
environments such as streets.

The confusion matrix is shown in Fig. 7. Generally the model perform quite
well in real-world test with an overall accuracy of 91%. Specifically, the model can
recognize indoor cases with a precision of 96% with only 4% falsely classified as
outdoor. The model achieves a precision of 88% for outdoor cases with 12% of all
outdoor cases falsely classified as indoors. The model shows good generalizability
on new data set.

To investigate the cause of misclassification problem of the model, we plot the
labels of all data entries against the index in Fig. 9. As shown in Fig. 9, there are
some isolated misclassifications for both indoor and outdoor cases. Considering
the common sense that it is very rare for people to switch between indoor and
outdoor states in a short time period (for instance 2 s), we can use a majority
voting strategy with a sliding window to filter out the isolated misclassification
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Fig. 9. Ground truth, prediction results without/with majority voting strategy.

cases. The basic idea is that the indoor/outdoor state is not only determined
by the input data, but also depends on the previous predicted labels in the
sliding window. As shown in Fig. 9, there are fewer isolated misclassification
cases after applying the majority voting strategy with a sliding window of 10.
The confusion matrix in Fig. 8 also shows an increase in the precision for both
indoor and outdoor cases.

6 Conclusion and Discussion

We developed NeuralIO, a neural network based multimodal fusion method for
indoor outdoor detection problem on smartphones. A data set consisting of more
than 1 million data samples was constructed. 9 different sensing modalities were
covered in the data set. We built a feed forward neural network model for early
fusion of all available raw data. Cross-validation and real-world test have shown
its feasibility for indoor outdoor detection and generalizability on a new data
set.

Due the length limit, we did not investigate the late, intermediate fusion
scheme and other neural network models. We reserve them as future work.
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Abstract. Cycling is increasingly popular as a sustainable urban mobility mode.
Data can play a key role in the success of cycling promotion initiatives, by helping
to understand cycling demand and assess the real impact of investments. However,
creating a global view of the cycling activity of a city can be a major challenge,
as there are no obvious sources from which to obtain the necessary cycling data.
While there are nowmany bike counters in the market, their hardware and deploy-
ment costs severely limit the number of sensors that can be deployed and conse-
quently the spatial coverage of the city. In this work, we explore the viability of a
large-scale bicycle counting infrastructure for city-wide cycling analytics, which
explores the trade-off between costs and spatial/temporal coverage. The proposed
solution uses a set of temporary low-cost video-based counters, which can flex-
ibility be rotated among multiple counting locations. To understand the viability
of the approach we developed a prototype counter, where we tested two video
processing techniques: OpenCV and Yolo. Results suggest that the overall app-
roach could indeed support a low-cost and universal bike counting functionality,
as long as delayed access to data is acceptable. Even though this is not envisioned
as a general bike counting solution, it may provide a smart way to approach the
complex issue of universal city-wide bike counting.

Keywords: Smart mobility · Bike counters · Cycling data · OpenCV · Yolo

1 Introduction

Cycling and other soft mobility modes are increasingly seen as crucial for sustainable
urban mobility [1]. Many cities across the world are developing cycling programmes,
whichmay include the development of dedicated infrastructures, bike sharing services or
public awareness activities. A key element for the success of those initiatives is the ability
to understand their impact by measuring cycling activity [2]. The lack of systematic and
consistent monitoring processes has been identified as one of the obstacles towards
more sustainable development of cycling mobility policies [3]. This lack of data about
cycling activity affects all elements of the ecosystem, but is particularly problematic for
municipalities and other local entities who very much need concrete and actionable data
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to justify investments in cycling infrastructures, to make more informed decisions and
to assess the real impact of their policies. Likewise, private companies in the cycling
sector also need this type of data to create solid business plans, make informed business
decisions and optimize operations management.

Data is therefore critical for the ability of cycling mobility initiatives to create real,
profound, incremental and measurable impact. However, creating a global view of the
cycling activity of a city can be a major challenge, as there are no obvious sources from
which to obtain the necessary cycling data. This is a very generic problem, which affects
any city, regardless of its dimension or its level of cycling readiness. In this research,
we are mainly concerned with the case of starter cities, where the first initiatives are
emerging, but infrastructures and cycling adoption are still very incipient. For these
cities, data can help promoting the type of societal and political transformation needed
to bring cycling mobility to the centre of mobility policies. Basic data, such as the
number of cycling trips at new infrastructures or the level of city-wide cycling activity
are particularly crucial for sustaining a strong Return on Investment argument. Without
this data, the reality of cycling mobility is largely invisible to urban planners and to
society at large.

Recent years have seen the emergence of a wide range of bike counters, which can
be deployed on streets to count passing cyclists. Their key advantage is the ability to
continuously count the universe of cyclists at those locations, without depending on
any action from cyclists themselves. Their key problem is cost, which includes not only
the cost of the counting device itself, but also the often very high costs associated with
deployment in public space. This severely limits the number of sensors that can be
deployed and consequently the spatial coverage of the city. This is particularly severe
for cities where cycling investment is still at its early stages.

In this work, we explore the viability of a large-scale bicycle counting infrastructure
for city-wide cycling analytics. Rather than improving the technical performance of
any particular technology, we are mainly concerned with the development of a bike
counting service in themost economically efficient way and usingwhatever combination
of technologies may be suitable for this purpose. This should allow any starter medium-
size city to deploy a few hundreds of counting points, which would constitute a paradigm
change for city-wide cycle sensing. Our early solution is centred on video analysis.
We have developed a low-cost video-based counting device based on the Raspberry
Pi platform. In this study, we analyse the ability of this low-cost platform to serve
as the backbone for a city-wide bicycle counting service. The approach is based on a
rotating scheme,where sensors are regularlymoved to pre-defined locations and possibly
combined with partial data sources to provide a global view of the city cycling activity.
To understand the viability of the approach we compare the reliability and deployment
flexibility of twovideoprocessing techniques.Despite usingonlywell-knownandwidely
available video processing techniques, this approach seems to offer enough precision to
be seen as a valuable solution, in which some loss in precision may be counterbalanced
by the wide spatial coverage of the counting process.
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2 Related Work

A bicycle counting system can be based on manual or automated techniques, or even
in a combination of both. Manual techniques involve having people manually counting
passing bicycles, either physically at counting gates or by observation of videos recorded
at those locations. They can offer a valuable approach formore occasional measurements
or when a more thorough characterisation of cyclists is needed [4]. Still, a manual
counting is amonotonous and, especially, a time-consuming task,which can only provide
occasional snapshots of the cycling reality. It does not scalewhen awide spatial/temporal
coverage is needed.

An automated process involves placing a sensing infrastructure that is able to
autonomously perform the count. A bicycle counter is normally composed by a sen-
sor, which collects the data used for detecting the passage of bicycles, and a central
apparatus, which supports any data processing needs, as well as sharing or storing the
collected information. Recent years have seen the emergence of a wide range of auto-
mated bike counters, and there are now several market solutions. They explore a very
broad range of bicycle detection techniques, with very different properties and perfor-
mances, such as Pneumatic tubes, Inductive loop detectors, Piezoelectric Strips, Pressure
or acoustic pads,Active infrared, Pyroelectric, Laser scanning,RadioWave,Video image
processing, Magnetometers or Bicycle Barometers [4]. Some of these technologies were
initially developed for counting motor vehicles, but they have since been repurposed for
detecting pedestrians and cyclists.

The current state of the art in commercial solutionsmay be exemplified byCITIX-3D
by Eco-Counter [5]. This is a wide-range counter, with the capability to automatically
count and classify, not just cyclists, but also pedestrians and vehicles. The technology
developers claim that it offers a greater precision than traditional video analysis, requires
zero calibration and can be reliably operated day or night, rain or shine. However, the
very high cost of the solution and the sophistication of the data produced, make it
more suitable to generate broader usage profiles of public spaces. For example, they
can support the detailed study of movement patterns around specific crossings, helping
planners to understand how space is used and consequently, identify the need for specific
interventions. Bike counters are also often used in combination with public displays,
showing daily, monthly or annual bike counts in real-time. These displays serve mainly
as a public celebration of all those who already cycle and as a medium to improve the
public visibility to the city’s efforts to promote bicycle traffic.

While some of these techniques can be highly sophisticated and accurate, they do
not seem to offer a compelling solution for a city-wide counting system. The first reason
is that they typically assume that their key performance indicator is precision. This
naturally favours more sophisticated and consequently more costly technologies. While
precision is an obviously central criterium, the added value brought by a more complex
solution may not always counterbalance the added costs, especially when considering
the existence of a large number of counters. The second reason is that the viability
of their deployment can be highly dependent on environmental elements, such as the
possibility to physically install sensors or other hardware, the profiles of the cycling
paths or even the level of cycling/pedestrian traffic. Consequently, when we consider
the huge diversity of urban settings that compose any city, it becomes very difficult to
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identify a technique that could be the best solution for the whole city. Moreover, many
of these deployment approaches may also represent significant additional costs. This
severely limits the number of sensors that can be deployed and consequently the spatial
coverage of the city. Large communities can sometimes afford to install two or three
permanent counters at key locations, and very large communities, may reach upwards
of ten permanent counters throughout the city [6]. With just a few counting devices,
mobility analysis is not complete and the monitoring data is not rich enough. As a
consequence, these solutions fail to provide a large scale and cost-effective solution for
the problem of measuring urban cycle traffic. They are mainly deployed in very small
numbers and to cover high profile locations, such as new flagship infrastructures.

3 A Video-Based Solution for Scalable Urban Bike Counting

Our exploration of this design space is driven by the need to optimize three key variables
of the solution, cost, spatial coverage and temporal coverage, while also guarantee-
ing viable precision levels. Assuming continuous spatial and temporal coverage would
always imply very high costs because a large number of devices would have to be per-
manently used at a very large number of locations. However, reducing costs by cutting
the number of counters will have a negative impact on spatial and temporal coverage.
Therefore, the fundamental design issue for this system is the optimisation of the inherent
trade-off between coverage and cost.

The first and most obvious approach to address this optimisation is to simply reduce
the cost of the counting devices. A solution based on low-cost counters would be more
prone to be economically viable for large scale deployment across the city. For that, the
cost of the counting devices should be an order ofmagnitude lower than current solutions.
A key step to reduce costs is to focus only on concrete data needs, which in our case is
information about bike passages at multiple reference locations around the city, so that
we can build a global account of bike trips in that city. A clear focus on these concrete
requirements should allow to reduce or eliminate any development, deployment and
maintenance costs not directly related with those needs. For example, assuming that no
live data is needed, the sensing device could operate without any network connectivity. It
could simply store counting data, which could then be retrieved directly from the device
itself, whenever there was a maintenance operation or when the device was moved to
another location. For most urban planning processes, this delay in data gathering should
not be a problem.

The second way to optimize the cost/coverage equation is by relaxing the require-
ments for continuous temporal and spatial coverage. Since we want to create a city-wide
system, our approach is designed to favour spatial coverage, while relaxing time cover-
age. The goal is to reduce the number of bike counters that are needed, and consequently
the cost of the whole infrastructure. However, since we still need to obtain data at a
potentially large and representative set of collection points, we consider that the system
would be based on a network of temporary bike counters to be regularly rotated across
different locations. In this case, a lower number of sensors should be able to cover many
counting points without compromising the essence of the data produced over time by
the system.
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A key requirement emerging from this approach is that a temporary counter should
be very simple to deploy at multiple locations and it should not require any external
energy source or cable connections. A very flexible and low-cost deployment process
would be essential to reduce the cost of the overall solution, as the costs involved in
the public deployment of technology can be substantially higher than the costs of the
devices themselves. Flexibility is also crucial to support the deployment of bike counters
into the very diverse urban spaces where they may need to be deployed.

In regard to time coverage, basic information about the number of cyclists passing
by a particular counter should easily accommodate only occasional measurements. A
partial temporal coverage should not be a limitation as, for most cases, bike passage
numbers are essentially about trends and medium or long-term evolution, and not so
much about live data. The average values are not likely to face dramatic changes, and
the total number of passages over a month or a year should be easily estimated based
only on samples obtained from regular, but not continuous measurements. With the
proper corrections for seasonal or weather factors, it should be reasonably simple to
make adequate estimations.

This process could also be improved even further by combining these video-based
counters with other, more accessible, but less accurate data sources. Many of them may
provide simple and reliable data about cycling activity, but they fail to provide universal
counts, as they are can only count a subset of cyclists. For example, only a few cyclists
will have detectable Bluetooth devices and only a few will use any particular cycling
application. The complementarity between technologies may help to mitigate some of
their limitations and create a view of cycling mobility that is bigger than the sum of the
parts.

From this perspective, the video-based counter described in this work is mainly seen
as providing the baseline data about the universe of cyclists in a particular location.
When deployed alongside other sensors, they can be used to determine the percentage of
passing cyclists which can be detected through other basic sensors. For example, one can
estimate the percentage of cyclists using a specific cycling application fromwhich public
data can be obtained. This can then be compared against the data generated from those
other sources to provide an estimate of their representativeness in regard to the universe
of cyclists. With these data, it would then be possible to support dynamic and more
accurate estimations of cycling counts based only on data from those partial sources.
This would also reduce the need for a very complete temporal coverage of the bike
counters. The process can be regularly recalibrated through the scheduled redeployment
of video sensors at those locations.

3.1 A Portable Video-Based Bike Counter

We decided to focus on video analysis as the core sensing technology for this bike
counting system. This decision was based on its low cost, its high reliability and the wide
availability of cameras and video processing tools [7], but especially on the flexibility
with which it can be deployed across many different types of city locations. Using video
as a core technology does not exclude other types of sensing technology, it just assumes
that video will play a central role as the source of universal counting data for direct
counts and for adjusting estimation parameters.
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The counting device is based on a Raspberry Pi v2 with a 900 MHz quad-core ARM
Cortex-A7 CPU and 1 GB RAM. The device also includes a Raspberry Pi Camera
Module 8MP V2 with auto-focus and a 10,4 mAh Power Bank. These are all simple
hardware components, which arewidely available on themarket and should cost a total of
about 100e, making it significantly less expensive than common bike counting solutions.
Despite its simplicity and low performance, we have managed to use this device to run
the software needed to capture and process images. Its small size and energy autonomy
are also important to make it a very suitable solution for simple deployments and for
regular rotation between multiple counting locations. Ideally, battery capacity should be
aligned with transfer cycles, so that their charging or replacement could be made as part
of that process.

The essence of our bike counting device is the ability to detect the presence of
specific objects of interest, in this case, bicycles in the images captured by the camera.We
explored the use of two video processing techniques whichmay be seen as representative
of two major approaches for video processing: Background Subtraction with OpenCV
and Deep Learning with YOLO.

The reason why we tested two different techniques was not to make any generic
comparison between them, but to understand their implications in regard to our specific
requirements of flexible usage acrossmany different deployment locations. The software
was developed using python and the respective libraries for those methods.

The OpenCV approach was based on background subtraction [8]. This method is
suitable for videos, and compares each frame with the previous frames, thus allowing to
distinguish background from moving objects of interest, as shown in Fig. 1.

Fig. 1. Application of background subtraction.

To extract the information of interest contained in the videos, we used mul-
tiple OpenCV library functions, including GaussianBlur, createBackgroundSubtrac-
torMOG2, morphologyEx and connectedComponentsWithStats. This method creates
bounding boxes around the white components which are attached in the mask. Bounding
boxes whose area is below or above a certain threshold are peremptorily rejected.

Once the algorithm detects the object of interest, it proceeds to the bounding box
design, which delimits the object in question for the study (see Fig. 2). We used a basic
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classification scheme where squares were classified as pedestrians and rectangles as
classified as bicycles.

Fig. 2. Determining bounding box around the object of interest.

YOLO (You Only Look Once) [9] uses neural networks to detect objects in images
(not taking video into account). The popularity of YOLO comes from the fact that only
a neural network can describe the bounding box and classes of the objects, all at once.
We used an implementation of this neural network, called DarkFlow, which implements
YOLOv2 using the TensorFlow package in Python. This neural network has already been
trained with bicycle and pedestrian images. For the purpose of this work, we rejected
objects whose probability was less than 0.8.

4 Methodology

To evaluate and fully explore the range of design and deployment alternatives, we anal-
ysed the different possibilities associated with the application of the two presentedmeth-
ods (Background Subtraction and Deep Learning). For each of them, we tried to identify
the operational conditions that could optimise their precision and the extent to which
this could affect their viability as flexible and easy to deploy cycling sensor. The key
independent variable in our study was the camera position.

The goal is to represent the diversity of scenarios that may arise when using video
cameras in different urban settings. This was from the beginning an important require-
ment, as we wanted to guarantee that the cameras could easily be deployed across many
locations in a variety of situations, which could require very diverse camera mounts.
With that in mind, we defined 3 different positions for the counter device (c.f. Fig. 3),
which we believe may be representative of most common settings:

• View 1: A vertical line pointing directly from above to the cyclist (Vertical);
• View 2: A lateral view pointing to the side of the cyclist (Lateral);
• View 3: An obliquus view with ~45° angle on passing cyclists (Obliquus).

The perspective obtained with each camera view is shown in the 3 video frames
which compose Fig. 4.
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Fig. 3. Evaluation deployment with video being captured from three references angles

Vertical Lateral Obliquus

Fig. 4. Three video capture views used for evaluation

We collected videos at each of the three angle views and the same videos were
used as input to our two video processing methods. Even though this was a cycle path,
there was also pedestrian traffic and there were cyclists passing by in small groups and
at various speeds. The evaluation addresses two complementary perspectives. The first
was the general efficacy of the counting process, measured in terms of false positives,
false negatives and the ratio between manual and automated counts, for each of the
technique/angle combinations. The second was the deployment implications, assessed
by the impact of different operational conditions on the efficacy of the techniques. The
efficacy of the counting process is largely dependent on the deployment conditions and
they both affect the final cost of the process.

5 Results

To support the evaluation process, we started by manually annotating the video streams
with the events corresponding to the passage of cyclists. Each annotation corresponded
to a passage event with the times of the first and last frame where the bicycle is detected.
Thiswas used as the ground truth for assessing the results of each experimental condition.

We then applied theOpenCVandYolo techniques to automatically count the bicycles
in each of the three video streams (vertical, lateral and obliquus). This was made by
automatically generating a similar type of annotation where a bicycle passage event was
associated with two timestamps: the time when it was first detected and the time where
detection ends.
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These values were compared against the begin and end times produced by manual
annotations. We consider that an object had been correctly identified, whenever the
absolute difference was less than two seconds. If a passage annotation is not identified
by the algorithms, this was counted as a false positive. If the algorithms produced any
count that did not had a corresponding passage in the video, this was counted as a false
positive. Table 1 shows the results generated for the six experimental conditions.

Table 1. Results of bike counting for each experimental condition

Method View Man count Auto count False negative False positive Diff %Diff

OpenCV Vertical 177 209 3 35 32 18,1%

OpenCV Lateral 77 82 0 5 5 6,5%

OpenCV Obliquus 73 61 21 9 −12 −16,4%

Yolo Vertical 177 189 6 18 12 6,8%

Yolo Lateral 77 79 0 2 2 2,6%

Yolo Obliquus 73 71 2 0 −2 −2,7%

A general analysis of these results shows that in general YOLO (28 false counts)
seems to perform better than OpenCV (73 false counts). Also, for both techniques, the
above view seems to be worst performing approach, as can more easily be perceived
from Fig. 5 and Fig. 6.

Fig. 5. Comparison between techniques for each of the camera positions

The key observation is that Yolo seems to clearly outperform OpenCV in the ability
to correctly detect bicycle passages. In particular, its Deep Learning approach seems
more suitable for dealing with abrupt changes in the scene caused by light variations or
camera vibration.
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Fig. 6. Comparing false results for each of the camera positions

However, a key part of this analysis is also to identify some of the causes behind the
situations where the system performed worst, mainly to understand if they were merely
circumstantial and potentially easy to solve by using some different set of configurations.
OpenCV scored particularly bad in Vertical or Obliquus views. This seems to have been
mainly caused by the high sensitivity of this technique to variations caused by shadows
and their change throughout the day. The camera focus may also have interfered, and
seems the likely cause of many of the false positives that were detected with OpenCV.
The key implication of these results is that OpenCV could only be considered a viable
approach for side views, which would break our requirement of achieving maximum
flexibility in regard to camera deployment options. However, OpenCV has a much better
computational performance, which could be essential whenever there is the need for near
real time data.

With YOLO, there might also be some space for improvement, particularly in regard
to the less positive score in the vertical view. The YOLO package used for this work
had been previously trained for bicycle recognition using mainly videos with lateral and
obliquus views. This may justify the better performance of the algorithm in these cases.
However, this also opens a potentially simple path for improving performance from
the above view by adding new training cases using videos capture from vertical points
of view. This vertical view is considered to be the most effective to properly segment
bicycles when multiple cyclists are riding together in close proximity and generating
occlusion situations.

The key limitationwithYOLO, however,was computational performance. TheRasp-
berry Pi device used in the experiment had very low processing power. While enough
for the OpenCV approach, these devices were not able to cope with the requirements of
YOLO processing. More specifically, they were not able to perform real time processing
in which image capture and image processing would both be performed concurrently.
A first solution would be to off-load the images to more powerful servers, which could
be much more efficient in completing the task. However, this would bring connectivity
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requirements and increase energy demand. Also, from a privacy perspective, there is a
strong argument to discard approaches where the video data leaves the counting device.

An alternative is to separate video capturing and recording from video analysis. The
system could be capturing data for a certain period of time and then stop data collection
to process the images. From our experience with the processing algorithms this seems
to be viable and something which could potentially be aligned with day/night cycles.

6 Conclusions and Future Developments

In this study, we have analysed the conception of a low-cost, video-based and movable
bike counting device for supporting large-scale counting. The approach explores the
optimization of the inherent trade-off between cost and spatial/temporal coverage.

Results suggest that the overall approach could support a form of low-cost and
universal bike counting functionality, providing a path to approach the complex issue
of how to enable a city to understand the reality of its emerging cycling mobility. The
flexibility and simple deployment that characterises this system seems well suited to
the concept of intermittent counting, where sensors would be deployed for relatively
short periods, i.e. 1–4 weeks, and then moved to another location, possibly returning to
the original location every few months. This would provide the core data for city-wide
cycling analytics, which could then be combined with other data sources to estimate a
more dynamic and accurate perspective of the cycling reality.

Future work will explore the use of Bluetooth radio identification to create ori-
gin/destination matrixes. As many cyclists use Bluetooth equipment (Smartphones,
wearables or speedometers), to identify their radio device while passing through a
counter, this may provide partial, but very relevant, information to support the decision
process in cycling mobility in municipalities. Our preliminary tests revealed that this
technology is a possibility, especially considering the ever-growing number of devices
that use Bluetooth. The occasional deployment of the video-based approach described
in this work, would provide the data needed to estimate bicycle counts based only the
percentage of users that carry detectable Bluetooth devices.

We also plan to investigate the system properties of this counting system. This
may involve determining the minimum number of bike counters needed to estimate
global cycling activity within particular levels of confidence. It may also involve the
optimization of measurement cycles and their duration.
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Abstract. Critical infrastructure (CI) assessment is becoming a prominent topic
for smart city, as it supports economic activity, governance and determines the
quality of life. Due to their interdependence, the geographic location and effec-
tiveness of CI components definitely determine the overall performance of urban
system, so that any internal or external disturbance of oneCI component could gen-
erate cascading failure and impact the whole urban activity. Nowadays, the explo-
sion of urban infrastructure, the increased volume of extant data and technologi-
cal advancements in ICT foster emerging smart critical infrastructure assessment
solutions, adapted for various smart city requirements.

While information related to CI is heterogeneous and multi-dimensional, it is
a lack of studies exploring the potential of combined data-sources in modelling
and assessing urban interconnected CIs.

In this context, to better understand the holistic approach of CI and to
support decision makers this paper proposes a framework for CI assessment,
based on Geographic Information System (GIS) technology and artificial neural-
networks (ANN) modelling. This framework envisages identifying urban sub-
regions profiles as the first step in assessing resilient capacity of different urban
areas.

A case study ofCI assessment accomplished forBucharest city fromRomania,
is included.

Keywords: Critical infrastructure · Artificial neural networks · Smart city ·
Geographic Information System

1 Introduction

Nowadays, the urban system is the result of complex natural, physical, social, political
and economic processes and their dynamic interactions, where attributes such as urban
critical infrastructure plays a major role in city activities and evolution. According to the
United Nations’ forecast about 66% of World’s population is expected to settle in urban
areas by 2050. As a consequence, the complexity of urban system and its infrastructure
even high will increase more.
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Cities are complex and interdependent systems, extremely vulnerable to threats, from
both natural hazards and terrorism. In the recent years, the occurrence of various shocks
and stressors has increased and disproportionately affected regions and cities. In this
respect, identifying specific profile of various geographic areas of an urban area, from
various perspectives, is a foremost subject for smart city research area.

The urban infrastructure is defined as a network of physical, cyber and organizational
independent and mostly privately-owned systems and processes that collaboratively
and synergistically operate to produce and distribute a continuous flow of essential
products and services, to ensure citizens’ protection and to support economic, social
and administrative activities of the city [1, 2]. Even though it is no agreement on what
components of urban subsystems infrastructure deemed to be the critical infrastructure
[3], according to [4, 5] this includes those systems whose incapacity or damage would
have a debilitating impact on the defense, economic security, public health and safety
or any combination of these matters.

Urban infrastructure sub-systems are mutually dependent and interconnected into a
network through which goods, services, people and information flow, supporting activ-
ities within the city. In this context, modeling and assessing of interdependent Cis in
a holistic manner is a prominent research topic for smart city governance nowadays.
Moreover, advancements in ICT support smart cities development, but withal modern
solutions bring in also new risks and cyber threads.

Most of the extant papers evaluating CIs mainly focus on classic CI systems, like:
telecommunications, energy systems, water supply, emergency and transportation ser-
vices, but more recently [2, 6] have included economic related systems, like: banking,
finance and government services in their critical infrastructure assessments as they have
a major impact on smart city evolution.

As the economic related infrastructure is considered of a critical importance in miti-
gating and recovering from disasters [7], this paper attempts to provide a comprehensive
understanding of interconnected CIs in a holistic manner.

To better understand CIs and to support decision makers, this paper proposes a new
framework that combines GIS analysis with ANN to profiling and assess the available
urban CIs, considering not only traditional critical infrastructure, but also economic
components like: banking, financial, governmental and commercial facilities.

To exemplify the holistic approach of urban critical infrastructure assessment and
proposed framework effectiveness, a case study of Bucharest city, from Romania is
included. A web geographic information system has been designed to illustrate spatial
distribution of some urban system assets, relevant for urban resilience assessment.

The paper is organized as follows: Sect. 2 depicts in a holistic manner, the main
attributes of urban CIs to support urban policy-makers. Section 3 introduces the novel
framework developed using ANNmodelling for urban CIs assessment. Proposed model
applied as a case study designed for Bucharest city, fromRomania is presented in Sect. 4.
The 5th section concludes the findings of this research and proposes future research
directions.
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2 Urban Critical Infrastructure Functions to Support Urban
Resilience

Critical infrastructures are complex urban systems of a high importance for the quality
of humans’ life, for providing essential services to households and economic activi-
ties, and the functioning of which is dependent on various internal and external factors,
occurring continuously or randomly, which can cause cascade failures of the intercon-
nected assets. Traditional CIs include electricity, water, transportation, gas and waste
networks. Motivated by economies of scale, digital technologies and unequal distribu-
tions of resources and economic activities, current CIs have included communication
and information systems, bank and finance systems, emergency services (police, fire
rescue, medical rescue) and local administration also [6]. Nowadays, CIs have been
interconnected and have evolved into large spatially distributed systems, with multiple
interdependencies.

From various perspectives, CIs are considered both dependently and interdepen-
dently. Whereas dependency refers to the unidirectional relationship, interdependency
infers bidirectional interactions [8]. The acknowledged types of interdependency are:
physical, cyber, logical, functional, spatial, geographic, informational, policy, market
and economic. Such complexity provides the conditions for generating disproportionate
consequences, when particular CIs asset from one location fails.

Considering this form of interdependence, the infrastructure criticality should be
analyzed beyond the scale of an individual asset. Moreover, critical geographic areas of
a city have to be identified.

Spatial diversity in all dimensions, including CIs diversity, is considered an impor-
tant property of a city for fostering urban resilience whereas it assures risks diffusion
and shapes up learning opportunities [9]. However, two apparently contradictory views
that determine the role of urban infrastructure spatial diversity exist, namely: the socio-
ecological view that considers diversity helpful in reorganization of processes and sys-
tems once disrupted and the socio-technical approach inwhich spatial diversity is seen as
a costly and inefficient strategy to develop resilience, as it could affect critical infrastruc-
ture performance, but it canmitigate the risk of damaging circumstance occurrence. Since
most of the urban activities are geared towards communities residing in specific geo-
locations, spatial diversity, spatial clusters and connectivity are considered determinants
of urban infrastructure resilience [9].

Eachurban community is unique andhas its own local context, experiences, resources
and beliefs regarding the prevention, protection, response and recovery mechanism from
different types of disturbances. Function on the adopted standpoint and the strategy
considered to foster urban resilience, each approach can be considered appropriate.

In addition, the amount and diversity of gathered data related to CIs have mostly
increased due to advances in ICT technologies for acquiring, storing, processing and
mining both spatial and non-spatial data. Since this data usually encapsulates hidden or
hardly detectable relationships, using traditional statistical methods, a new appropriate
approach is to apply spatial data mining methods that integrate artificial intelligence,
machine learning and spatial statistics to identify and extract knowledge from large and
heterogeneous datasets [10].
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Additionally, Internet-of-things, cloud computing and embedded operational tech-
nologies are some of the areas which may cause serious disruptions in critical
infrastructures, critical information infrastructures, and essential services for urban
society.

In this context, a framework aiming to identify regional clusters, to assess urban CIs
and to benchmark various resilient-specific measures is definitely valuable.

An increased number of research papers emerged in the past few years, attempting
to better understand the CI systems diversity and their impact on urban activities and
resilience, but as notice [11], among others, more research needs to be done in this
direction. This paper aims to fill this identified gap in the smart city research area.

Furthermore, while there is a significant number of studies that model critical infras-
tructure system performance, due to their complexity, it is a big challenge to assess their
resilience and their contribution to economic development [11]. This paper aims to fill
this gap and introduces a new framework for CIs assessment, as the first step in the
attempt to model CIs resilient conditions.

3 A Modelling Framework for CIs Assessment in Smart City
Context

This section introduces the novel framework for assessing urban CIs that brings to light
the extant cluster type agglomerations of CIs from the urban area.

The assessment of urban system infrastructure spatial diversity is not only a pre-
condition for developing comprehensive methods of measurement and techniques for
analyzing urban resilience, but also boost the understanding of society as part of the
urban system resilience.

One challenge of this scientific approach is to identify spatially neighboring urban
areas, characterized by similar features in respect to CIs, owing to the prominent
complexity of CIs and the lack of fine-grained administrative datasets.

Clusters identification has been used in various studies related to smart city research
area, such as: disaster analysis [12], criminology [13] and critical infrastructures [11],
to explain reasons for occurrence of one phenomenon in a particular geographic area.

To account for spatial dependence among heterogeneous CIs related data, to
extract pattern from available data and to identify homogeneous urban areas, from CIs
standpoint, the following methodology has been designed:

1. All infrastructural assets were mapped and a spatial distribution of CIs has been
accomplished. To reveal the geographic density of CI features a heatmapwas built up
for each significant critical infrastructure sub-system. Relevant critical infrastructure
assets considered for this study are: public transportation infrastructure, road net-
work, emergency infrastructure: hospitals, police office, bank services: bank estab-
lishments, ATM, public administration establishments, and other point of interest:
parks, schools and commercial centers.

2. To discover multivariate clusters from unstructured CIs data, a self-organizing map,
namely the GeoSOM method was employed.
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Self-organizing map (SOM) artificial-neural networks method uses unsupervised
learning approach for training and discovering data patterns with the aim to miti-
gate data-dimensionality and to generate a two-dimensional representation of input
datasets, while maintaining the input datasets topology. Unlike other ANNmethods,
which use error-correction learning approach, SOM method employ competitive
learning that maintains the topological properties of the input datasets, including
spatial characteristics [14].
Even there is a significant number of algorithms available for clustering analysis, only
very few neural network related clustering algorithms consider spatial characteristic
of data. The most prominent adaptation of self-organizing network algorithm is
Geo-Self-Organizing Maps (GeoSOM) [15].
GeoSOM is a proximity-aware alternative algorithm of the standard SOM. GeoSOM
uses geo-coordinates to establish the geographic tolerance parameter, which is used
to maintain the geographic vicinity of similar data objects, by mapping them to
neurons. GeoSOM spatial clustering method groups neighboring observations into
clusters, to maximize similarity within cluster, while the similarity between clusters
is minimized [14]. The method is available as part of the SPAWNN [15] toolkit.
For this research purpose, the CIs related data was mapped onto 8 × 12 neural
network, and such generating a two-dimensional matrix of 96 neurons. Considering
the observation number (3994) the resulting feature map is considered medium-size
[15], and suchmultiple data observations could bemapped to each neuron, generating
regions with more general characteristics.
The output of the GeoSOM algorithm is an attribute map that group items with
similar attribute values into neighboring regions of neurons. A correlation analysis
can be further performed, to identify and evaluate the associations between different
attributes of the CI datasets.
As spatial distribution is a prominent characteristic of CIs components, GeoSOM
method is appropriate for this research purposes.

3. Finally, the outcome of modelling process is linked back to urban geographic space
providing a comprehensive understanding of the extant CIs. The pairwise difference
between and within identified clusters is evaluated to ensure clusters validity. So
that the identified sub-regions maintain both spatial continuity and similarity of non-
spatial attributes ofCIs.Modeling infrastructure allows to systematically evaluate the
consequence associatedwith the loss of infrastructure components and to benchmark
the impact of various policy measures.

4 CIs Assessment - Empirical Study of Bucharest City

The aimof this section is to evaluateBucharest city’s CIs by applying the proposedmodel
to identify homogenous city sub-regions or clusters [16]. Data sets used for this case
study were provided by ESRI Romania and include geographic coordinates of points of
interest (POI).

Besides typical critical infrastructure, this case-study has considered so-called infras-
tructure for economic and administrative activity also. So that, a total of 3994 POIs have
been included in the analysis, namely: public transportation stations (includingmaximum
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capacity in each point), bank system establishments (bank, ATM), governmental institu-
tions (public institutions, Police office), schools, parks, hotels, hospitals and commercial
centers.

Firstly, each type of critical infrastructure was evaluated considering spatial distri-
bution of infrastructure assets. Figure 1 exemplifies public transportation infrastructure
distribution for Bucharest city, where the green dots represent spatial distribution of
public transportation stations considering both geo-location and the maximum capacity
available in each station. The CIs features heat map presented in Fig. 4 distinguishes
urban areas that holds spatial density of each CI resources.

Fig. 1. Public transportation infrastructure (bus, tram and metro stations) – including available
transportation capacity (Color figure online)

Secondly, ANN modelling was performed for the interconnected CI systems. Geo-
SOM ANN method was applied and Fig. 2 presents the aforementioned method
outcomes. The resulting output matrix reveals ten clusters of CIs, with different sizes.

Ten CIs clusters have been identified, mapped and laid out in the online GIS appli-
cation, as depicted in Fig. 3. Each of the resulting urban sub-regions is characterized by
internal homogeneity with regard to the non-spatial feature of CIs.

Due to the great diversity of data patters, only 501 out of 3994 CI features could
be clustered. Figure 3 depicts discovered clusters in the Bucharest city and represents
urban regions characterized by similar feature values across all variables of CIs, using
various colors. Geo-coordinates are used to define the proximity of observations and the
contiguity of urban clusters.

The largest identified cluster is figured in Fig. 3 as C1 and could be generally
described as a regionwith a dense and high-capacity public transportation network, hold-
ing mixed points of interest like: commercial centers, public schools, hospitals, parks.
The second is the cluster named C2, mainly holding both very big financial network
and public transportation infrastructure. On the 3rd place is C3 cluster with numerous
public and financial institution establishments. The C4 cluster is on the 4th position; it
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Fig. 2. Distance matrix and cartographic map of the GeoSOM algorithm and SPAWNN tool

Fig. 3. City sub-regions resulting from the projection of theGeoSOMclusters onto the geographic
space of Bucharest

is located in the very center of the city and it hosts mainly a combination of financial
institutions, hotels and public transportation features. Definitely, future research needs
to be done to determine the influence of each cluster on urban resilience and economic
development of the city.
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The resulting urban clusters reflect various dimensions of CIs, both geographically
and indicate neighboring urban areas where infrastructure components with similar
characteristics are available in a large extend.

Figure 4 introduces a snapshot of online GIS application developed to assist policy-
makers and analysts to support their decisions as it can be helpful in identifying
dependencies between local critical infrastructures.

Fig. 4. A snapshot of online ArcGIS solution CIs assessment

Although the focus of this paper is on supporting interaction between local crit-
ical infrastructure within the Bucharest city this framework can be correspondingly
customized and used for other urban areas.

5 Conclusion and Future Research Direction

As smart city well-being is dependent on critical infrastructure security, the subject of
this paper is a prominent topic for smart city and governance research area, nowadays.

The contribution of this paper is twofold. Firstly, using the lens of GIS and ANN this
paper proposes a novel theoretical model for assessing extended critical infrastructure
of an urban area, using clustering modeling of spatial and non-spatial characteristics of
CIs. The model can be extended and other urban resources can be included to determine
the profile of urban-sub regions. This is an essential approach towards urban resilience
aiming to enrich the available methods for urban resources assessment.

Secondly, this paper proposes a practical framework, including both online GIS and
machine learning model techniques, to identify homogeneous sub-regions in a city.

This paper highlighted the importance of CIs clustering in heterogeneous urban
areas towards setting-up appropriate resilient policy. The findings of this paper can
be valuable for policy makers in their attempt to benchmark and develop appropriate
resilient measures and to prioritize the financial resources available.
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Further research will investigate if the identified homogeneous urban areas can be
considered significant predictors of urban resilience.
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Abstract. Smart city is a multi-faceted concept perceived in many different per-
spectives. Cities aremultidimensional and highly complex interconnected systems
of people, software, machines, and data, bringing new design, construction, and
operational challenges. Work has been done on models and reference architec-
tures for smart cities that can help to cope with those challenges. However, also
because of the variability of concepts, arrangements of key components, and tech-
nology heterogeneity, a unique and universal smart city reference architecture
for real world deployment is distant. This paper attempts to clarify the mean-
ing of the concept smart cities, trying to reveal its mostly accepted dimensions
and the best arrangement between them. Through an in-depth literature review
of relevant studies from academia, international organizations, corporations, and
standards development organizations, that gathered and analyzed contributions
ranging from smart cities definition attempts and enunciations of their relevant
dimensions, to already existing models and urban platforms, the paper proposes
a classification for grouping the identified smart cities dimensions, exposed on a
unified reference model for smart cities.

Keywords: Reference model · Reference architecture · Framework · Smart cities

1 Introduction

Cities are multidimensional and highly complex interconnected systems of people, soft-
ware, machines, and data. Systems with this high level of complexity have been studied
from diverse perspectives and are referred to by numerous different designations: system
of systems (SoS) [1]; cyber-physical systems [2, 3]; cyber-physical-social systems [4];
socio-technical systems [5]; and multi-scale systems [6].

Besides smart cities have attracted extensive and emerging interest from both
academia and industry with an increasing number of international examples emerging
from all over the world, there is no unique and consensual definition for what constitutes
a smart city, though the most common characteristic among all definitions is the strong
recurrence to Information and Communications Technology (ICT).
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These emerging complex, interactive systems that constitute the cities ecosystem
bring new design, construction, and operational challenges. A significant challenge of
these types of evolving projects related to the improvement of the quality of life for
cities, is how to manage complexity, including interoperability, in a SoS with many
continuously changing components.

If there is still no single definition of what a smart city is, even less is there a
unified reference model, a description of the basic arrangement and connectivity of
the parts of the city. Still is missing a complete broad overview and skeleton of the
interlinked items, which might constitute an all-encompassing architecture that provides
guidance, design patterns, common vocabulary, and enables an end-to-end information
flow, lowering barriers to interoperability, thereby enabling stakeholders of smart city
projects to perform more and faster implementations.

The infrastructures of a city were often developed and provided through stand-alone
(silo-vertical) systems. Enhance smart service interworking across domains in combina-
tion with data analytics is required to leverage the opportunities of digitalization. Current
architectural standardization efforts have not yet converged, exhibiting a lack of con-
sensus on a common language/taxonomy and architectural principles. The interworking
across multiple urban infrastructures requires a coordinated approach avoiding that the
different management systems are all dealing independently.

Dedicated domain specific systems are still required to operate the related urban
infrastructures, thus suchurban systemsneed to followanopendesign approach, e.g.with
open interfaces, supporting open standards for exchangingurbandata and supporting new
urban services extending the scope of the Smart City services over time by an increased
use of digitalization. To provide this SoS like approach it requires interoperability on all
levels as a core principle.

A reference architecture provides this common framework around which more
detailed discussions can center. By staying at a higher level of abstraction, it enables the
identification and comprehension of the most important issues and patterns across its
applications in many different use cases. A universal and unified model would be impor-
tant to take into not only the merging of those models and architectures into a single one
by eliminating overlaps and clarifying their core part, but also for combining models
and architectures specialized characteristics respectively for particular domains to fulfill
diversified expectations at different levels. A unified smart city reference architecture
will contribute to alleviate real-world deployment of smart cities, bringing notorious
advantages like interoperability assurance, integration facilitation, reuse, risk reduction,
better quality, and knowledge transfer.

Besides there is no single definition for smart cities, neither a single global and unified
referencemodel, several models for understanding and conceptualizing smart cities have
been developed, which aim to define their definition, scope, objectives, benefits, and
architectures.

The aim of this paper is to analyze the existing smart city modelling approaches,
ranging from conceptualization to the notorious cases of realization, contributing to the
definition of the components that must be part of such models. First, the benefits of a
reference model for smart cities are presented; next, it describes the literature research
and analyses the gathered dimensions for smart cities proposing a twofold classification
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for grouping the technological and non-technological dimensions; finally, it proposes a
smart cities reference model based on that classification and the degree of acceptance of
each dimension.

2 Reference Models, Frameworks, and Architectures

Models are abstractions of reality representing views of reality and, thus, allowing its
users to focus only on the needed characteristics of the modelled reality. Models can
minimize the complexity of reality they represent by including representations under-
standable and more easily handled by humans or machines. Models are also used to
transfer pieces of knowledge between reality domains, namely from one organization
into another, sharing a set of characteristics.

A conceptual model provides a common structure and definitions for describing the
concepts of, and relationships among, the entities within systems.

A reference model is an abstract and easier to understand representation of a phe-
nomenon in the world that is used or usable for reference, almost constituting a standard
for. Reference models are abstract in the sense that they do not represent a particular
phenomenon or organization.

An architecture is a description of the basic arrangement and connectivity of parts of
a system (either a physical or a conceptual object or entity) [7]. The software engineer-
ing community considers that architecture is the fundamental organization of a system
embodied in its components, their relationships to one another and to the environment
and the principles guiding its design and evolution [8]. It is a set of conventions, rules, and
standards employed in a system’s technical framework, plus customer requirements and
specifications, that the system’s manufacturer or a system integrator follows in design-
ing, or integrating, the system’s various components (such as hardware, software and
networks).

A reference architecture provides guidance for the development of system, solution
and application architectures. It provides common and consistent definitions in the sys-
tem of interest, its decompositions and design patterns, and a common vocabulary which
allows to discuss the specification of implementations so that options may be compared
[9].

A framework can be understood as a broad overview, skeleton, or outline, of inter-
linked items which supports a particular approach to a specific objective, and serves as
a guide that can be modified as required by adding or deleting items.

The identification of proposed reference models for smart cities in literature, has
led to consider all these terms and concepts which although conceptually can be distin-
guished, are closely intertwined and are together mentioned regarding the benefits and
consensus around the necessity of such a definition of an all-encompassing high-level
abstraction of architecture patterns and descriptions for the cities ecosystems.

The development and use of a general framework helps to identify the elements and
relationships among these elements that one needs to consider for analysis [10]. A uni-
fying high-level abstraction of these architecture patterns and descriptions has obvious
benefits, since it provides common and consistent definitions, patterns, and a collec-
tive vocabulary, that facilitates easy sharing experience and know-how in designing,
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implementing and operating the systems [11, 12], in a way that encourages reuse of
common system building blocks [11, 13], reduces the risk through the use of proven and
partly prequalified architectural elements [11], provides better quality by facilitating the
achievement of quality attributes [14], and contributes to the overall interoperability of
the different systems [11, 13].

3 Reference Models for Smart Cities

When trying to identify proposed reference models for smart cities in literature, other
terms and expressions that, more or less, refer to the same concept, must be perceived.
That is the case of frameworks and reference architectures. The terms are really much
intertwined as shown in the previous section.

Furthermore, they are subject to some misuse and lack of rigor. Although under
the designation of architectures or models, some of the identified contributions are not
proposing what can be considered an architecture, a reference architecture, a framework,
or even a reference model for smart cities, but just describing an architecture of an ICT
platform for cities, or the platform itself, particularly an open urban platforms (OUP),
or even the simple depict of dimensions to consider in a city’s ecosystem.

Rather than following a rigid systematic review methodology, this experience sug-
gested that amore useful approachmight involve amixture of compliance and flexibility.
Compliancewith the broad systematic reviewprinciples of rigour, transparency and repli-
cability, and flexibility to tailor the process towards improving the quality of the overall
findings. We intended to increase the breadth of the research including urban platforms,
and also works pointing out dimensions and components, most of them societal that
need to be considered in a Smart City ecosystem.

Proposals of elements and their relationships to integrate on an overarching ref-
erence model for smart cities could come from diverse propositions, like obviously,
already existing models for smart cities, but also from urban platforms, either working
on practice or only conceptually projected, and even smart cities definition attempts,
and enunciations of their relevant dimensions. Altogether, definitions of smart cities,
models, and platforms, indicate the scope, the concepts, and the dimensions involved in
smart cities.

Literature was surveyed not only about reference models, architectures, reference
architectures, and frameworks for smart cities, but also searching for urban platforms,
definitions, core concepts, attributes, indicators, key-performance indicators (KPI), and
requirements for smart cities.

We surveyed literature using as sources SCOPUS andGoogle Scholar. Article search
was performed since the year of 1997, the appearance of smart city concept, to early
2019. Works from government initiatives including EU, international organizations,
corporations, and standards development organizations, were also taken into account.
Screening citations on the examined articles left space for further exploration of papers
missed in the initial search.

Besides recognizing that models and platforms can further contribute than the simple
enunciations of dimensions, many of the latter were included on the evaluation through
a selection process subject to the inherent subjectivity due to the particular apprecia-
tion we made about the validity and originality of the proposals. A total of more than
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forty contributions from literature were selected as proposing a reference architecture,
a reference model, an urban platform, a set of KPI for cities, or at least a set of city
dimensions.

3.1 Smart Cities Dimensions

Many authors dedicated work to point-out dimensions, domains, planes, process fields,
viewpoints, and drivers for smart cities, in which, for standardization and simplification
of concepts will be identified from now on as dimensions.

Anthopoulos [15] performed a literature review and identified sevenmajor smart city
dimensions. Giffinger et al. [16] identified six smart city characteristics. Glebova et al.
[17] defend that the smart city concept can be divided into five constituent parts. Hancke
et al. [18] advocate seven sensor areas in a smart city. Mahizhnan [19] identified four key
dimensions of a smart city, defined for the Singapore Intelligent Island. Eger [20] defends
four key dimensions of a smart community. Thuzar [21] advocates other different four
key dimensions for a smart city. Barrionuevo et al. [22] identified five types of capital that
contribute toward a city’s intelligence. Kourtit and Nijkamp [23] argue that smart cities
are based on a promising mix of four types of capital. Fromhold-Eisebith [24] based on
the categorization of process fields that constitute a smart city made by several scholars
and added further her own urban arenas proposing eleven fields that have the potential
for CPS-driven processes. Neirotti et al. [25] advocate six smart city domains, which in
turn include some subdomains. Albino et al. [26] sought the dimensions advanced by
various scholars of the phenomenon and identified the four most common characteristics
emerging from them.

The International Telecommunication Union (ITU) Telecommunication Standard-
ization Sector (ITU-T) Focus Group on Smart Sustainable Cities [27] identified also
another group of four core themes related to smart cities. De Oliveira Fernandes et al.
[28] advocate three levels of city smartness for city authorities’ actions. Lee et al. [29]
conducted a research study that identified six key conceptual dimensions and 17 sub-
dimensions of smart city practices that form a theoretical foundation for classification of
practices. And finally, the United Nations (UN) Habitat [30] identified five dimensions
of city prosperity.

3.2 Models for Smart Cities

More interlinked approaches to the smart cities core concepts and requirements can be
seen in what can be considered a model or equivalent. Desouza and Flanery [31] stated
a model with five city components divided between physical and social spheres. Nam
and Pardo [32] introduced a representation of smart cities with the three key factors:
human, institutional and technological, applied to theirs more than six, key dimensions.
Chourabi et al. [33] presented a framework with five outer and three inner factors that
explains the integration of technology, organization and policy.

CISCO Systems Inc. [34] envisioned a smart city framework with four layers, a
decision methodology that enables both the public and private sectors to plan and imple-
ment smart city initiatives more effectively. International BusinessMachines (IBM) [35]
introduced the technological functionalities of a smart city and highlighted the role of
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the ICT infrastructure and the information services stating a theory founded on twomain
assumptions: the city is based on nine main pillars organized in three major categories,
with each category pillar being an individual system and the city seen as a SoS; and
IBM’s ‘3 Is Equation’ where the smarter city is the result of instrumentation, intercon-
nection of data, and intelligence brought by software. Naphade et al. [36] also have a
SoS perspective with a set of seven interdependent public and private systems that the
city can integrate and optimize.

Leydesdorff and Deakin [37] proposed a neo-evolutionary perspective of the Triple-
Helix model for smart cities and Lombardi et al. [38] come up with also a revised version
of the triple helix model, for smart cities, as always, based on networks of universities,
industry, and government, that proposes a novel framework for analysis and performance
measurement.

Liu et al. [39] advocate a smart city value chain model with primary and supportive
activities. Edvinsson [40] envisioned the city as a knowledge tool model. Yovanof and
Hazapis [41] conceptualized the digital city architectural framework for smart service
provision with three main dimensions. Zygiaris [42] introduced his smart city reference
model in a form of a multi-tier model with several components and entities that smart
city planners could use to define the conceptual layout of a smart city and describe the
smart innovation characteristics. The Spanish standard [43] has five smart cities layers
in a structure devoted to assuring Open Urban Platforms (OUP) interoperability require-
ments. Abu-Matar and Mizouni [44] multiple-view smart city reference architecture
meta-model has nine views interrelated with each other, where the cyber views run and
control the physical views. Batty et al. [45] defend the structure of FuturICTs Knowl-
edge Accelerator smart city program that organize smart cities research directions into
seven distinct but overlapping areas. Anthopoulos et al. [46] propose a unified smart city
model that identifies six major dimensions on literature and discovered eight conceptual
models of viewpoints that address smart cities.

Yin et al. [47] state a smart city architecture proposal with four general layers and
two planes based on what they observed in literature, a data-centric and multidisci-
plinary smart city. Santana et al. [48], based their analysis of several urban platforms
and architectures and derived a novel reference architecture for software platforms for
smart cities with four technological levels and an additional all-encompassing security
vertical tier. Also Silva et al. [49] synthesize the commonalities of most of the works they
have analyzed in a four layers architecture for a generic smart city, with a key concern
on sensitive data protection.

Elhoseny et al. [50] performed an elicitation of requirements and capabilities for the
ideal smart city service-oriented architecture (SOA) framework, proposing one of their
authorship. Clement et al. [51] propose a reference architecture for smart cities incorpo-
rating the viewpoints of the traditional city infrastructure, services and business roles.
The authors augment the traditional city architecture layers of environment, infrastruc-
ture, logistics and human elements, with a computing infrastructure based around SOA
principals, traversing these computing elements and business roles across several levels
of city architecture from the utilities through to the service provisions.

The smart cities model advocate by Clement et al. [51] is expected to utilize
simulation so that the system can predict future outcomes and react accordingly.
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ISO 37120 [52] defines and establishes methodologies for a set of indicators (a
quantitative, qualitative or descriptive measure) to steer and measure the performance of
city services and quality of life. The indicators are structured around seventeen themes.
Recognizing the differences in resources and capabilities of cities worldwide, the overall
set of indicators for city performance has been divided into core indicators (mandatory)
and supporting indicators (recommended).

The ITU-T performed a components analysis for a smart sustainable city and derived
a modular Smart and Sustainable Cities (SSC) ICT architecture approach [53] with six
sub-systems organized inmodules. For almost all themodules, a hypothetical assignment
of standards is presented.

The International Electrotechnical Commission (IEC) city model presented in [54]
synthesizes a set of city characteristics where smartness is applied. City subsystems
surrounded by environmental context, city history and characteristics, societal context,
and city governance.

ITU-T [53] andAnthopoulos [55] propose a genericmulti-tier ICTmeta-architecture
for smart and sustainable cities (SSC) consisting of five layers (natural environment,
hard non-ICT infrastructure, hard ICT-infrastructure, services and soft-infrastructure).
The architecture meets existing standardization efforts [52, 56], and more specifically
UN Habitat KPIs [57], can accordingly be the baseline for smart city standardization.

National Institute of Standards and Technology (NIST) and some international part-
ners, convened an international public working group to compare and distil a consensus
language, taxonomy, and framework of common architectural features for smart cities.
First version of the IES-City Framework (Internet-of-Things-Enabled Smart City Frame-
work) was recently released [58] introducing a reference framework for the development
of architectures for incremental and modular smart cities. The framework provides the
tools to evaluate the breadth of functional requirements, assess the readiness of the
municipality infrastructure, and measure the benefits to the citizenry.

The ESPRESSO H2020 project [59] produced a smart cities reference architecture
with three vertical layers formed by groups of services, and six horizontals layers topped
by two services consumer layers for respectively, sectorial specific businesses and city
stakeholders.

The ESPRESSO reference architecture joined with the results of the European Inno-
vationPartnership onSmartCities andCommunities (EIPSCC)urbanplatform initiative,
were on the basis of the German standard [60] for a reference system architecture of
an open urban platform (OUP), with its multi-layered approach where each capability
cluster is represented by a single layer, and three priority vertical areas.

3.3 Urban Platforms

It is also possible to identify the most recurrent components in existing OUPs. City Data
and Analytics Platform (CiDAP) [61] is an analytics platform deployed into the Smart-
Santander testbed. The system architecture of CIDAP has four main modules and three
layers.Modules to collect, store, process, intensive process and perform analytics to data,
along with a CityModel server responsible for interfacing with external applications.

OpenIoT is an IoT platform used by the Vital project, with three planes: physical,
virtualized, and utility-app [62]. Sii-Mobility architecture [63] is presently in place in the
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Tuscany area. Is an evolved solution of the semantic aggregator and reasoner architectural
pattern with two components: a semantic aggregation & big data processing based on
the Km4City Ontology, and a smart city API.

The Open Machine Type Communications (Open-MTC) platform is an IoT/M2M
middleware [64] with a backend assuring several functions and several gateways for ver-
tical domains. The Fiware platform [65] provides a set of APIs that ease the development
of smart applications in multiple vertical sectors, with its library of generic enablers.

4 Discussion

From the analysis of the above contributions, it was realized that there is a great variety
in the way the elements of the smart cities models and the various dimensions per-
ceived as intervening in the complex ecosystem of smart cities, are designated, and even
enunciated. E.g., all the thematic dealing with the mobility of persons and goods in a
city is designated in smart cities literature in several ways, like ‘transportation’, ‘smart
mobility’, ‘smart transportation’, ‘intellectual transport system’, and ‘sustainable urban
mobility’.

In addition to this taxonomic topic, the models do not agree on the same set of
dimensions, and this is immediately visible in the more conceptual models that almost
exclusively include human and institutional dimensions. If we observe the layers or tiers
that constitute the more technological models, this scenario is even more evident, with
a great diversity of ICT components with their functionality and designation.

Though there is abundant literature available on smart cities, there is no standard-
ized and commonly accepted set of terminologies to aptly identify a set of univocal
dimensions that a smart city must take into account. Given the lack of standardized
terminologies, a comparative analysis was performed to map and compare the desig-
nations and definitions of the various smart city dimensions and organize the results to
reveal commonalities and consensual dimensions. This section presents a study of the
dimensions associated to smart and sustainable cities.

For this purpose, several papers were collected from academic literature, as well as
reports and articles from other databases. These sources were reviewed and analyzed to
help consolidate a wide range of dimensional perspectives of smart cities. These dimen-
sions were obtained from a variety of sources comprising academic and research com-
munities, government initiatives including EU, international organizations (like United
Nations, ITU, European Commission, etc.), corporate/company profiles, and standards
development organizations, briefly exposed in the previous section.

More than forty sources of proposals about the components or dimensions to be
considered for a smart citywere analyzed. All sourceswere scrutinized and a spreadsheet
was used to collect the dimensions indicated by each one, what facilitated the subsequent
aggregation.

The decomposition operated for the dimensions pertinent to the overall ecosystem
of smart cities, showed a total of one hundred and one (101) dimensions, even after
somedepuration obtained fromeliminating evident synonyms and aggregating obviously
similar dimensions.

To sort and group all dimensions found, dimension categories have been defined.
These categories were established taking into consideration the classification of Nam
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and Pardo [32] and Lea [66], that arranged the components of smart cities in three major
aspects: institutional, human, and technological.

Some dimensions cross several boundaries just like Nam and Pardo [32] and Lea
[66] conveyed in theirs overlapping classifications, so, two more categories were taken
into account with purposes of univocity and intended and casuistic specialization: city
component-related aspects, and environmental aspects. So, all the viewpoints of what a
smart city is can be segmented into the following categories:

– Human viewpoint - pertains to human infrastructure and social capital, involving
education and governance, lifestyle, historical legacy, culture, recreation, economics,
finance, social equity, engagement, laws, division of power, and politics.

– Institutional viewpoint - relates to institutions, governance, government, policy,
regulations/directives, planning, procurement, safety, emergency response, security,
healthcare, city infrastructure.

– Technological viewpoint - concerns all topics related to ICT, namely software, mobile
and virtual technologies, and digital infrastructure and networks.

– City Component-related viewpoint - is used to denote cities specific resources
and processes like transportation, hard infrastructures, buildings, waste management,
water, energy, and some city functions and services in general.

– Environmental viewpoint - indicating environmental management, protection, and
sustainable usage.

This classification provided the first grouping level and more noticeable than the
five categories is the underlying distinction between technological dimension and all the
others. Each non-technological dimension perceived in literature was uniquely identified
as belonging to one of the categories above, although ambiguity occurred for some of
them.

A second grouping level would have to detail this segmentation, particularly for the
yet not segment technological dimensions. TOGAF [67], the Open Group standard for
enterprise architecture includes four different architectural domains, which are accepted
as sub-sets of an overarching enterprise architecture. A complete enterprise architec-
ture should address all four architecture domains: data, application, and technology
architectures that build on the business architecture. An “enterprise” is any collection of
organizations that have common goals. Could be partnerships and alliances of businesses
working together, such as a consortium or supply chain.

The purpose of enterprise architecture is to optimize across the enterprise the often
fragmented legacy of processes (both manual and automated) into an integrated environ-
ment that is responsive to change and supportive of the delivery of the business strategy
[67]. An intent that is not far from the main objective of smart cities if we take strategy
in a much broader sense than just the business.

This paper’s proposed aggregation and classification of the technological smart cities
dimensions identified in the overall literature, used the TOGAF architecture domains
and influences from the OSI reference model [68] suggesting the following categories:

TypeA –Consumers (include any smart city stakeholder whowishes to interact with and
consume smart city services) and the business services themselves which are demanded
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from the non-technological smart cities dimensions. Represents the application and pre-
sentation levels of the OSI reference model and are contained in the TOGAF application
architecture domain, but also in some extent, in the business architecture domain.
Type B – Includes data services for data management, processing, exploitation and
dissemination capabilities, and the software applications that manipulate that data, to
support the forth Type A application and business services. Modelling & Analytics,
Integration, Data Management, Reporting, Visualization, Systematization, Choreogra-
phy and Orchestration, Technology and Supporting Services (Transaction Management,
Orchestration, BI, Collaboration). Represents the TOGAF data architecture domain.
Type V – Supporting and common services. Some layers shall be ‘vertical’ as they cut
across various other layers within the overall architecture. E.g. sensitive data protection
is a key concern, thus security modules shall be integrated into each layer.
Type C – Includes communications, network & transport capabilities. Represents the
TOGAF technology architecture domain and the session, transport, and network levels
of the OSI reference model.
TypeD – Includes the operation andmanagement of physical devices, sensors, actuators.
Represents the TOGAF technology architecture domain and the data link and physical
levels of the OSI reference model.

5 Proposed Reference Model

Given the various contributions, definitions and the 100+ dimensions or layers for a
smart city, there was a need to perform some more in-depth analysis to determine what
would be a comprehensive and inclusive proposal of a smart city reference architecture.

In the above literature survey, there are divergent visions of smart city architectures.
Through these different expressions, we can still find some common characteristics,
evidenced by the way they were grouped in the categories described above.

The need to have a second level of grouping for non-tech dimensions, such as the
classification presented in the previous section for the technological ones, led to sort
all these dimensions taking into account their similarity. Therefore, groups become
apparent.

Excluding the technological components addressed below, we identified thirteen
main dimensions in the literature (the most referred to), which although mentioned by
different designations as shown in Table 1, fairly represent the same principles and seem
more than consensual given the profusion of citations.

The number of times each dimension is referred to in the selected literature is pre-
sented in parenthesis and contributes to the perception of which dimensions are consid-
ered as most important and inescapable. The table shows the exact designations used by
the selected scholars and professionals, to the right of the aggregating designation that
represents them.

Outside of this unification attempt were placed dimensions that occurred seldom,
such as innovation, only advanced by Zygiaris [42] that dedicates to the cities’ fertile
innovation environment with new business models and opportunities pushed by the
emerging technologies, an entire layer in the top of his smart city conceptual reference
model. However not itemize as an individual dimension, this aspect is not forgotten by
the rest of the authors that prefer to spread it over the remaining dimensions.
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Table 1. Non-technological dimensions

Dimensions Alternative designations and sub-dimensions

Government and
Governance (17 + 2)

Government [15, 25, 33, 35, 39, 42, 52, 54];
Smart governance [16, 24, 46]*[59]; Government services [36];
e-Government [53]; City governance for the smart city & decision
support and participation [45]*;
sub-dimensions: Urban planning [52]; Smart procurement [39]

Economy and
Business (17 + 3)

Economy [15, 25, 33, 52]*[46]; Smart economy [16]; Economic
development [20]*; Sustainable economic development [21]; Economic
capital [22];
Socio-economic development [58]; Urban economics and commerce
[60];
e-Business [53, 59]; Intelligent services layer [43]; Domain application
layer [47]; sub-dimensions: Job growth [20]; Finance [52]; IT economy
[19]

Transportation (16) Transportation(16): Transportation[15, 25, 35, 36, 46, 51, 52, 58, 59];
Smart mobility[16, 24]; Smart transportation [18, 32, 53];
Intellectual transport system [17]; Sustainable urban mobility[60]

Environment (15 +
10)

Environment [25, 26, 33, 35, 38, 46, 51, 52, 54, 59];
Smart environment [16, 32]; Environmental capital [22]; Smart
metabolism [24]; Green city layer [42];
sub-dimensions: Environmental protection [17];
Smart consumption [24]; Solid waste [52, 58]; Waste management [53];
Water and sanitation [52, 53]; Water and wastewater [58, 59]

People (13 + 3) People [25, 26, 33, 46, 51, 59]; People (social) [31]; Smart people [16];
People - human factors (learning) [32]; Human capital [22, 23]; Actors
[54];
Civil society [38]; sub-dimensions: Entrepreneurial capital [23];
Society and entrepreneurship [40]; Coherency [15]

Urban infrastructure
(11)

Urban infrastructure [15, 33, 35, 42]; Smart infrastructure [18, 26, 39,
51];
Infrastructural capital [23]; Infrastructure [54];
Integrated infrastructure & processes [60]

Safety and Security
(11)

Smart safety [32, 52, 53, 59]; Public safety [35, 36];
Public safety policing and emergency response [58]; Public security
[17, 60];
Smart security [24]; Smart surveillance [18]

Smart Buildings (10) Smart buildings [18, 25, 35, 53, 59]; Smart construction [24]; Shelter
[52];
Facilities and buildings [54]; Built environment [58];
Sustainable district and built environment [60]

(continued)
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Table 1. (continued)

Dimensions Alternative designations and sub-dimensions

Energy (10 + 3) Energy [25, 46, 51–53, 58, 59]; Smart energy [24, 32];
Energy consumption management and control [17];
sub-dimensions: (paired with Water) Smart electricity and water
distribution [18];
Energy and water [35, 36]

Healthcare (9) Healthcare [36]; Smart healthcare [18, 32, 53]; Health [46, 52, 58, 59];
Health and welfare [60]

Institutions (8) Institutions [31]; Community - institutional factors [32]; Institutional
capital [22];
Activities [54]; Social capital [22, 23]; Societal context [54]

Education (8 + 3) Education [36, 52, 53, 58–60]; Smart education [24, 32];
sub-dimensions: University [38, 40] IT education [19]

Smart Living (8 + 3) Smart living [15, 16, 25, 38, 46]; Quality of life [19–21];
sub-dimensions: City history & characteristics [54]; Recreation [52];
Knowledge cafes/cathedrals [40]

Almost forgotten seems to be the Industry subject. Only three works from the ones
selected defend a smart industry dimension in the context of smart cities. Leydesdorff
and Deakin [37] and Lombardi et al. [38] in the scope of their evolutionary perspectives
for the triple-helix model for smart cities, and Fromhold-Eisebith [24] that considers the
industry an obvious process field for the potential use of CPS-driven processes. Factories
have their existence in cities, at least in the broader concept of cities adopted by smart
cities, best embodied by regions or territory, and share many resources and restrictions
with cities. ICT has the exactly same role in smart cities and initiatives aiming digital
industries, conducting factories to the fourth industrial revolution, like Platform Industrie
4.0 [69], Industrial Internet Consortium (IIC) Industrial Internet [9], and NIST Smart
Manufacturing [70], behaving has a key factor and acting as an enabling technology. For
production and manufacturing in industry and also to assure an integrated city, ICT is
a tool, not an end in itself. Noticeable key information that needs to be shared between
factories and smart cities are for example traffic, energy needs, energy consumption or
waste-handling. This survey shows the failure to perceive and establish an explicit link
between these two domains that are not even disjointed, but overlapping.

Table 1 shows only the non-technological dimensions. ICT is one additional and
inescapable dimension of smart cities. According to the particular classification of tech-
nological layers discussed in the previous section, that incorporates influences ofTOGAF
[67] and the OSI reference model [68], all layers proposed by the studied reference mod-
els, architectures, and platforms for smart cities were identified and organized by type
in Table 2, that displays each proposed technological layer identified by its original
designation and in-text citation.
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Table 2. Technological dimensions grouped by type

Type A Dimensions

Applications [48], Application Layer [43, 49, 50, 59], Applications (ICT) [53], Services and
Business (ICT) [53], External Applications [61], Application View (Cyber) [44]

Business Process View [44], Business Roles Viewpoint (Management, Integration,
Operational) [51]

Smart City API [63], Utility-App Plane (Request Definition, Config & Monitor, Request
Presentation) [62]

Stakeholder Engagement & Collaboration Capabilities [60]

City/Community Specific Capabilities [60]

User Interface [43], Presentation Layer [50]

Gateways (Protocol Adapters) for Vertical Domains [64]

Type B Dimensions

Service View [44], Middleware [48], Services Viewpoint [51], Common Data and Service
Layer [47]

Open Integration Layer [42], Integration Layer [50], Integration, Choreography and
Orchestration Capabilities [60], Generic City/Community Capabilities [60]

Integrated Databases Management [45], Management (ICT) [53], View Planning and
Management [46]

Data [43] Data Management Layer [49], Data Services [59], View Data & Knowledge [46],
Data View [44]

Data Management & Analytics Capabilities [60], Data Analysis and Modelling [45], Analytics
View (Cyber) [44], Analytics and City Model Server [61]

Data Collection (IoT Broker and IoT-Agents) [61], Semantic Aggregation & Big Data
Processing [63], Data Vitalization Layer [47], Data Context Broker [65]

Data Storage (Big Data Repository) [61], Big Data Management [48], Data Processing
(Intensive Big Data Processing) [61]

Virtualized Plane Cloud and Big Data (Linked Stream Middleware, Scheduler, Service Deliver
& Utility Manager) [62], Backend (Connectivity Management, Data Management,
Authentication & Authorization) [64]

Type V Dimensions

Security [48], Privacy & Security Capabilities [60], Security Services [59], Security &
Authentication [47]

Technology Services [59]

Supporting Services [43, 59], Common Services Capabilities [60]

Development Toolkit [48]

Type C Dimensions

(continued)
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Table 2. (continued)

Interconnection Layer [42], Communications, Network & Transport Capabilities [60],
Transmission layer [49], Cloud and Networking [48]

Device Asset Management & Operational Services Capabilities [60], IoT Backend [65]

Positioning Services [59]

Type D Dimensions

Sensing Layer [49], Field Equipment/Device Capabilities [60], Sensor/Actuator [43],
Sensing Services [59], Physical plane IoT (Sensor Middleware) [62], Instrumentation Layer
[42], IoT Edge (inc. IoT Gateways) [65]

Data Acquisition Layer [47, 50]

Infrastructure View (Physical) [44]

Place View (Physical) [44]

Participant View (Physical) [44]

After this thorough analysis ofmultiple existingmodels and architectures,we derived
the unified reference architecture illustrated in Fig. 1, conjoint with a majority of pro-
posed works. The figure illustrates the dimensions grouped in the categories human,
institutional, city-component related and environmental, having a proportional dimen-
sion to their popularity in the literature studied, and supported by the ICT layers according
to the classification justified above.

The non-technological dimensions appear on the top of the reference architecture
as columns and in their role of consumers of the technological services provided below
by the technological layers. This dimensions are grouped according to the viewpoints
previously presented andwhichwere derived and extended fromNamandPardo [32] and
Lea [66]. The chosen color gradation denotes this categorization. The number of times
each non-technological dimension is referred to in the selected literature, as computed
in Table 1 arises as the height of the respective column in the figure and denotes the
relative importance and inescapability of each dimension.

At the bottomof the reference architecture appears the technological viewpoint. Each
level or dimension provides services to the level immediately above. The exception and
the reason for being a vertical and all-encompassing level in opposition to the others is
the ICT Level V responsible for supporting and common services for all the remaining
ICT levels.

Associated with each level is a list of the components derived from the dimensions
aggregation illustrated in Table 2. Particularly, a component designation that could rep-
resent and identify the set of designations used in the literature for the similar dimensions
that were arranged by row below each type. For instance, dimensions whose authors in
the literature have designated as Applications, Application Layer, Applications (ICT),
Services and Business (ICT), External Applications, and Application View (Cyber), are
recognized as the component Applications inside ICT Level A.
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Fig. 1. Unified reference architecture for smart cities

6 Conclusion

This paper attempts to clarify the meaning of the smart cities concept, trying to reveal
all its mostly accepted aspects. Researchers have been working on models and refer-
ence architectures for smart cities, in order to ease real-world deployment. However,
also because of the variability of concepts and the various arrangements of key com-
ponents for cities, a universal smart city reference architecture for real world deploy-
ment is far from reality, yet theoretically possible. Lack of consensus on a common
language/taxonomy that begin with a multiplicity of names chosen for the dimensions
involved, continues with the variety of the arrangements proposed for them, and ends
in heterogeneous supporting ICT building blocks, lead to divergence on architectural
standardization efforts.

This paper reviewed existing smart city modelling proposals, ranging from the more
conceptual to the more technological, and synthesized them into a unified smart city
reference architecture, contributing to the definition of the components that must be part
of such models. The result is a set of dimensions organized by human, institutional,
city-component related and environmental viewpoints, supported by a services provider
five layers ICT framework.

The study shows that the overall vision of a smart city recognizes the growing
importance of ICT as a core element and driver to foster smartness and the resulting
sustainability and liveability of cities. ICT is inescapable in the smart cities ecosystem
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as services provider for the other dimensions. Although the variety of building blocks
proposed to architect the overall ICT infrastructure of a city, the proper model to present
these components is multi-layered, where each layer uses services from the lower level
and provides services to the upper level. As an exception, some ICT supporting functions
must be arranged vertically as they cut across various other layers within the architecture.
The upper ICT layer must interface with the various domains of smart city stakeholders
who consume these ICT services. The work presents these domains grouped in the
categories human, institutional, city component-related and environmental and testifies
their relative popularity and recognition, also denoting the importance that satisfying
the requirements of each domain may have to achieve the ultimate goal of an increasing
smart and sustainable city.

A critical remark and a perplexity when studying the contributions to this subject: a
domain that, despite its importance, appears much neglected and outside the cast of the
most mentioned - industry.

Although this work came to a reference architecture, the next suitable step could be
to attain a truly reference model for smart cities, a yet easier to understand representation
of the smart cities entire ecosystem that could be used or usable for reference, almost
constituting a standard for. The reference model could extend this reference architecture
providing the common semantics that can be used unambiguously across and between
different implementations for the various smart cities domains.

Also as future research, we recommend studies that evaluate the incorporation of
smart industry in smart cities, establishing similarities and realizing eventual common
paths between smart cities and the current smart manufacturing initiatives that inhabit
the same physical space and seem to have somany common purposes, resources and con-
straints. Moreover, an all-encompassing reference architecture is also currently pursued
for digital factories.
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Abstract. This paper presents preliminary results of a review of tools that claim
to measure aspects of the state of a city, related to the smart, sustainable city
concept. Using academic literature as well as online searches, over 50 tools were
identified, including standards, indices and models, that each measure a range
of city attributes. So far, detailed information about 18 of these tools has been
collected from articles, web sites and correspondence. This paper analyses data
from this subset, looking at the intended purpose of the tools, what they measure,
the nature and transparency of the tools, who is able to use them and for what
purposes. The ultimate aim is to be able to advise cities on how to choosemeasures
that are appropriate for their circumstances.

Keywords: Smart city · Intelligent city · Digital city · Resilient city ·
Sustainable city · Standard · Index · Indices ·Measure · Indicator

1 Introduction

Various measures have been proposed to evaluate smart, sustainable cities [1–4]. They
include international standards for indicators, models of smart city performance, and
composite measures that summarize city performance on a number of indicators. Such
measures are of interest to city stakeholders, including city managers, businesses, non-
profit organisations and city residents seeking to understand, manage, monitor and
improve city performance [5].

Such measures can be used to set targets, measure performance and make manage-
ment decisions. They can also be used to identify opportunities for business or social
enterprise and to hold local governments accountable. Measures which define indicators
for specific city dimensions can be useful for cities to identify what can be measured
and how. Measures which summarize information help cities to navigate the complexity
of evaluating something as multi-faceted as a city [5]. Such tools can also help cities
to build capacity in monitoring over time. Well-defined city measures and the regular
collection of credible data in standard formats are particularly useful for organisations
at national, regional or international levels to be able to compare cities, observe their
progress and better understand the relationships between inputs, outcomes and impacts.

Measures of cities have, however, proliferated. This study has to date identified
over fifty multi-dimensional measures of city performance. These include international
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standards [6–9], academic research [1–4], andmeasures administered byprivate or public
organisations [10], [11]. While many of these could be helpful to cities, it is difficult for
cities to navigate this wealth of choices, to know which measures are most appropriate,
whichwill best serve their goals, how tofindgooddata andwhether to pay the consultancy
fees associated with participating in regional or international indexing and ranking.

Huovila et al. [12] compared recently published indicator standards for smart sus-
tainable cities and argue that indicators for a city should be selected depending on (1)
at what phase in city development (planning or operation) the measures will be made;
(2) the spatial scale (district, city, region or country); (3) the time scale of the evaluation
(from real-time to annual) and (4) the purpose of the assessment (target setting, monitor-
ing, reporting, benchmarking or marketing). They argue that, while standardized indices
have benefits, they “are always a compromise for a large group of different cities with
different agendas, contexts and needs” [12, p150] and that cities should select what they
measure based on their needs. These compromises have been recognised by researchers
who have developed indices for specific contexts in terms of city size and location [13,
14].

In trying to assist cities to navigate these choices, this research examines the purposes
for which the various measures were developed, their transparency and rigour, the ease
of using them, and the benefits of using them. This paper is part of an ongoing study and
reports on preliminary results in answering the following research questions:

Why? What are the stated and unstated purposes of the smart city measures that
have been proposed?

How? What data collection and consolidation methods are proposed and are these
processes transparent and rigourous?

2 Background

The idea of a smart city or community has been around since the start of the new millen-
nium [15], and has been variously interpreted as using networked infrastructure to make
cities more competitive, urban development led by high-tech and creative businesses,
using technology to improve the governance of cities and communities, and the growth
of connected and inclusive communities [15–17].

A working group of the Telecommunication Standardization Sector of the Interna-
tional Telecommunication Union (ITU-T) analysed definitions and conceptions of smart
and sustainable cities to construct a composite definition that would encompass the key
elements. They define a smart, sustainable city as “an innovative city that uses infor-
mation and communication technologies (ICTs) and other means to improve quality of
life, efficiency of urban operation and services, and competitiveness, while ensuring that
it meets the needs of present and future generations with respect to economic, social
and environmental aspects” [18, p. 13]. While this type of consensus definition may not
be the most nuanced approach to understanding the construct, it incorporates the key
ideas of innovation, the use of information and communication technologies (ICTs),
improved quality of life, urban management and competitiveness, while introducing
the need for sustainability, and so provides a useful working definition in an otherwise
shifting landscape.
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As cities grow, and are expected to continue to grow, increased urbanisationmagnifies
the challenges of managing them in a manner that ensures a good quality of life, while
also being sustainable. ICTs and ongoing innovation are seen as key tools for addressing
these challenges by improving efficiencies and communication as well as by continually
finding new ways to tackle problems [19, 20]. A city is complex, with many interacting
systems and the task of keeping a city functioning is shared between city managers,
businesses, non-profit organisations and, increasingly, the residents of the city, all of
whom have a role to play.

All of these role-players would benefit by having information about the current
state of the city and how it changes over time. Such information can inform planning,
help in identifying appropriate interventions, and be used to monitor the state of the
city, manage the city and to establish a common language between role-players [12]. In
addition, national, regional and international bodies are interested in information that is
comparable across cities so that they can understand how cities are faring and to inform
policy interventions at these levels.

Measures of the state of a city, and how well it is performing, are complex because
cities are multi-dimensional [21]. Cities need to function well in providing facilities,
a safe environment, and services, like power, water and waste removal. They need to
cater for residents with transportation, healthcare, education and leisure facilities. Cities
also need to facilitate business activities and trade while preserving the environment and
anticipating future change. Any attempt to understand how a city is performing, needs
to examine a wide range of city dimensions and collect information about each.

Indicators are measures of specific aspects of city performance and form the basis of
higher-level compositemeasures. Six international sets of indicators have been identified
for measuring aspects of city functioning, including smartness and sustainability [12].
While indicators form the basis of measuring cities, there have been many attempts to
combine sets of indicators into composite measures that summarize the performance of
a city [1–4]. One way of creating consolidated measures is through the creation of city
indices. Indices are commonly used to create singlemeasures ofmulti-faceted constructs.
Such measures simplify a lot of information and they facilitate comparisons, in the form
of city rankings [5].

There has been a proliferation of studies that construct indices for smart and sustain-
able cities, as well as indices implemented by private companies and national, regional
or international organisations. This study reports preliminary results of a review that
seeks to understand this proliferation of measures, what they are being created for, their
quality and uses.

3 Methods

This study began with an investigation into smart city indices, in order to understand
how many there were in existence and what they were used for. Searches were made
of web sites and academic literature, initially to establish what smart city measures had
been proposed, by whom and for what purposes.

The initial search in the Web of Science was for journal or conference papers that
included the terms “smart city” and the term “index”, carried out in May 2019. This
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returned 100 papers. An initial search through the titles of these papers identified 41
papers that appeared to be about the construction of or evaluation of a smart city index.
Reading the abstracts of these papers eliminated a further twenty-eight papers that either
duplicated work reported in another paper (1 paper), or constructed indices for only one
aspect of a city, such as transport, happiness or construction efficiency (14 papers). Of
the remaining 26 papers, full text access was not available for ten and the authors of
these papers were e-mailed to request copies.

The remaining 16 paperswere downloaded and read, capturing information about the
index constructed, the purpose, the geographical focus, the target cities, howmany cities
had been evaluated, the dimensions, indicators and data sources, as well as the methods
of construction. Also noted were any references in these papers to other existing indices
and thesewere used to expand the list. For these indices I looked for details either through
any reference given or by searching online for further information.

A review done by the United Nations University [22] identified fifteen smart city
measures and those were included in the list. This work made it clear that it might be
necessary to look beyond indices to other measures of smart cities as that review had
included standards andmaturitymodels, so the list was expanded to include those aswell.
Searches were carried out using Google and Duck Duck Go, for “smart city index” and
“smart city maturity model”, and the first two pages of results were examined for likely
web sites that provided measures for smart cities. Similar information was captured for
these measures, when it was available.

The current list includes references to 57 smart citymeasures.Work is still ongoing to
collect details about each of these and to eliminate duplicates. Not all measures identified
were clearly named and some sources referred to the same measure by different names,
so duplicates are still coming to light as the data collection and analysis continues. New
measures also come to light as the work proceeds, so this number is expected to change
over time. This preliminary paper reports on the 18 measures for which there is currently
comprehensive data.

Not all of the measures analysed were, strictly speaking, measures. For example, the
standard ISO37101 is a standard for city or community management systems, although
it includes how to monitor these systems. The two models are frameworks that describe
the characteristics of smart cities. One of them is used to evaluate city smartness, but
there are no details as to how this is done. The other invites cities to apply for smart city
status and access to government funding for smart initiatives, giving information about
how the application will be scored. The two sets of indicators give details of indicators
that can be used to measure aspects of city performance and how to calculate them. The
remainder of the measures examined are consolidated indices, based on a set of city
dimensions (and sometimes sub-dimensions), with each dimension being measured by
one or more indicators.

The analysis of the data is informed by the research questions. To establish the
intended purposes of the measures I examined stated purposes, and then looked for
commonality and differences between them using thematic analysis. I also looked for
unstated purposes where these could be deduced from the originator of the measure, the
intended users, and the kind of relationship between the two.
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The measures were evaluated for transparency based on how public the information
is. Intended or reported sources of data were examined and compared. While it is not
possible to evaluate the accuracy of data sources used, I did look for efforts to ensure
data quality. Finally, if there was a consolidation process (as in constructing an index),
descriptions of this process, the rationale for the process and indications of rigour, in the
form of statistical analyses, were examined and compared.

4 Why? Purposes of City Measures

Measures of city performance are created with different purposes in mind, some more
clearly expressed than others. To understand what the intended purposes of the selected
measures were, this section starts by analysing the nature of themeasures andwhere they
originated. The 18 measures that were examined for this paper included two standards,
one set of indicators, two smart city “models” and thirteen indices. One of the standards
is for a set of indicators, so there are effectively two sets of indicators.

The measures originate from academic sources, from governments, from interna-
tional bodies and from private companies and individual consultants. Eight of the mea-
sures have academic roots; five of them from groups of researchers, two from a con-
sortium of universities and one from a research institute which is university-based, but
includes local government and business partners. Five of the measures originated from
international organisations, three from private companies or individuals and two from
national governments. Thepredominance of academicmeasuresmay reflect the approach
taken to sourcing the data and the full set of measures, which is still to be analysed, may
reveal different proportions between these sources.

The purposes that are ascribed to the measures show some interesting themes. The
predominant theme (in nine cases) is about measurement and some do not expand in any
way on the purpose of this measurement. For example, one private company’s index is
intended to provide “balanced benchmarking” and an “objective perspective” on where
cities work and where they don’t. One academic index is intended to “simplify and
summarize a complex concept” and another aims to “measure the intellectual capital of
cities”. One international organization’s index is intended for “comparative ranking of
cities” and another aims to “to measure prosperity and sustainability of cities”.

Others are explicit about the reasons for measuring and the most common ones are to
aid decision-making (fourmeasures) and to improve conditions in cities (fourmeasures).
Purposes such as “to steer the performance of city services”, to “prioritize investments”
and to “manage city sustainability” suggest that themeasures are useful to city authorities
in making decisions. Other measures aim at “helping cities, communities and companies
become smart”, or to “foster smartness and resilience” and improve quality of life.

Four of the measures aim at “urban innovation” or to “develop valuable ideas and
innovative tools”, while another three are positioned as tools themselves, to aid learning.
One index, with academic origins, is trying to “find relationships” between city char-
acteristics and innovation and another to “assess and analyse development patterns” in
cities. Other goals are competitive. One index, constructed by a private company, is “for
cities to compete for companies, tourists and talent” while another government measure
was designed for cities to compete for funding. Finally, two of the measures developed
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by international organisations are tools for achieving the sustainable development goals
(SDGs) or to meet other compliance requirements.

There is a clear relationship between the origins of the measures and the cities or
communities to which they are intended to be applied. Those measures with academic
and government origins were looking at cities in specific geographic areas. This is
unsurprising for governments which were creating measures for their own countries
(India and Brazil). For academics, the choice of cities was influenced by where they
were based, usually researching cities in their country, but also by the availability of
data. Six of the studies were based in Europe and two in China. There appears to be
good data available, at least for larger cities, in both Europe and China.

International organisations, not surprisingly, create measures that can be applied
globally (all five cases), and the two standards can be applied at different scales, including
“communities of all sizes, structures and types, in developed or developing countries, at
local, regional or national levels, and in defined urban or rural areas”. Private companies
and consultants focus on their targetmarkets with one onlymeasuring “global or regional
capitals of business and finance” and another aiming to measure smartness in “cities,
communities and companies”.

Observing the targets of these different measures allows some speculation about the
less explicit purposes of themeasures.While the explicit purposes are tomeasurewith an
eye to improving conditions in cities, academic researchers are pursuing knowledge and
national governments are creating tools to measure outcomes or progress on initiatives
they are implementing. International organisations are interested in creating measures
that facilitate global monitoring and analysis, in pursuit of their goals for global devel-
opment, while private companies are seeking to collect information that supports their
business goals through its usefulness to their clients.

5 How? Data Collection and Consolidation

5.1 Indicators

The indices that were examined were based on between five and ten different city dimen-
sions. These dimensions were then associated with between 18 and 96 indicators. The
academic papers that were not from research groups tended to consider fewer indicators
(between 18 and 32), but those produced by research groups considered between 81 and
96 indicators. Private companies and consultants used between 39 and 67 indicators, the
one government index used 81 indicators and the one index produced by an international
organisation used 72 indicators with the option to extend that, depending on budget. (The
other index proposed by an international organisation was still under development, so
the number of indicators was not yet fixed.)

Indicators need to be consistent across cities and across time, in order to allow
meaningful comparisons. For example, city data can be affected by the selection of city
boundaries [12, 23] and so need to be interpreted in their contexts. Consistency depends
on having detailed definitions of each indicators, so as to avoid multiple interpretations,
aswell as guidance onhow the datamight be sourced. The two indicator sets examined for
this study, ISO37120 and the ITU-T Key Performance Indicators for Smart, Sustainable
Cities [9], both provide such definitions and guidance on data sources. As such they
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are valuable resources. Indeed, two other measures that were examined made use of the
ITU-T indicators as the basis of their measures. The ISO37120 standard proposes 111
indicators and the ITU-T Key Performance Indicators for Smart, Sustainable Cities uses
55 core and 36 advanced indicators.

Most measures proposed a mandatory, common set of indicators, while two that
try to be more flexible or developmental, suggest that the set could be negotiated with
the cities. Clearly flexibility limits comparability, but this provision allows the wider
application of the index to cities where data might not yet be available or feasible.

5.2 Data

All measures depend on some kind of data or information about the city or community
being evaluated. Two of the measures did not say what the source of data was. Those
that did, gave three sources of data. Either data is collected by the city itself or data is
collected from the cities through an externally administered survey. In these cases, there
was sometimes an external verification process. The third source of data was trusted
third parties that aggregate and verify data.

Indicators depend on reliable and comprehensive data and trusted third parties seem
to be the most reliable source. Some world regions are well supplied with data. For
example, Eurostat is used by researchers as a reliable source of data about cities in
Europe. Some countries have good national data collection points, but many parts of
the world have limited data sources. This limits the number of cities that can make
effective use of indicators, although, where data is not available for a particular indicator,
various techniques can be used to compensate. For example, national data can be used
to substitute for city data [1].

Where cities collect data themselves there is always a risk that they omit data that
might show the city in a bad light or skew the data collection towards data that is easier to
collect or appears more favourable. Despite this, an important discourse, present in the
measures proposed by international organisations, is that of developing the capacity of
cities to collect accurate data. These bodies are concerned to strengthen data collection
practices at local and national levels in order to fill gaps in our knowledge of the global
state of affairs and to facilitate the kindofmonitoring andpolicywork that theyundertake.
Skills in data collection within cities will also strengthen the ability of national and
regional bodies to provide good data.

Surprisingly, given that smart cities are strongly associated with real-time data, only
one index suggested the use of real-time data “if available”. Real-time data collected
from city residents or sensors in the city would give accurate and timeous information
that might be less open to manipulation. Researchers have argued that “smart cities need
smart indicators” as people, companies and governments “generate digital data on almost
all the urban activities they perform, but it is estimated that only 5% of the available
digital information is currently being used” [5, p618].

5.3 Consolidation and Validation

The level of detail providedonhow themeasureswere to be applied differedwidely. In the
case of the two models one provided no information and the other provided guidelines
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as to how the scoring of applications to be considered smart would be applied. The
indicator sets and standards, however, gave detailed information about how they were
to be used.

Indices are constructed from the indicators through various consolidation techniques,
some more complex and rigorous than others. Again, differing levels of detail were pro-
vided on how that consolidation takes place and the rationale for using a particular
method. The one government index gave no information about how the index was cal-
culated. Of the indices developed by private companies, one gave no information about
the construction, a second gave some information about a board of experts who agreed
on the method and the third explained that the evaluated cities would be ranked on each
sub-index and these scores totaled for the final index. Of the two indices proposed by
international organisations one was similarly short on detail, explaining only that the
final measure is a “weighted mean of standardized indices from each of six dimensions”
and that it would be “adjusted to the priorities of the country and the availability of
information”. The other was still under development.

For many of the academic indices, researchers were trying to arrive at a minimal
or representative set of indicators, that provide an accurate measure of city smartness
or resilience. These papers focused on validating the index as an accurate measure and
explained in detail the techniques used to do this. Academics explain the statistical tech-
niques they use, the reliability of their results and they give their rationale for decisions
made about the consolidation with comments like: “This approach ensures that the cities
being compared have a useful amount of homogeneity and uses the underlying struc-
ture of the dataset to weight and aggregate our data while guaranteeing the consistence,
coherence and reproducibility of our results.” [1, p484]. They are also careful to specify
where indices are constructed for specific regions, and are not applicable more broadly
[24, 25].

Thismeans that the indices produced by academic sources are themost rigourous and
also the most transparent. Those produced by governments, international organisations,
and private companies and consultants appear less transparent. Without transparency it
is not possible to comment on their rigour.

Given the promise of new data analytical techniques one might expect to see some
of these being used in the evaluation of smart cities, but that was not the case in this
set of data. Chinese researchers are beginning to use such techniques. For example, Liu
et al. [26] made use of an “influential network relation map (INRM)” to analyse the
relationships between indicators and compare the performance of two cities.

6 Conclusion and Next Steps

This paper identified measures of city performance, including indicator sets, models and
indices.

Two sets of city indicators were examined, both of which provide details of what can
be measured and how. Such indicator sets are useful base measures for cities and can
save cities the work of agreeing and defining indicators. Indicator sets are transparent,
although not always easy to implement due to the difficulty of sourcing data, but they
do serve as a development tool for cities and communities who want to improve their
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data collection and measurement. Some standards have to be purchased, so there may be
a cost in accessing them. Standard indicators also facilitate comparisons across cities.
Standards for city indicators do not necessarily improve management of cities or quality
of life, but establishing good measures is a step towards those bigger goals.

This paper has not examined models in any depth. The sub-set of data examined
did not give much information about how models might be used for measuring cites,
although many of the indices are underpinned by models of city performance which
inform the dimensions and sub-dimensions to be investigated.

Composite indices that measure city performance originate from three types of
sources and these origins appear to influence the uses and usefulness of the indices.

The first source are academic researchers who construct indices either to test or
illustrate technical aspects of index construction, or to support conceptual understandings
of smart cities. These indices tend to be rigourous in their construction and the norms of
academic publishing ensure that they are transparent. The indices are clearly associated
with specific objectives and types of cities. However, except for cities that fit their criteria,
they are unlikely to be useful. The academic presentation of the techniques also means
that the information is not in an accessible format for cities and communities.

The second source of composite indices is private companies or consultants who use
them to support customers with information about cities. Of the three examined in this
paper, two were using this data to inform clients about the benefits of investing in or
locating in leading cities. A different two were looking to assist cities to improve their
performance. The transparency of these indices varied. They all described the dimensions
they used, two listed some information about the indicators used and one described the
consolidation process. Those that are only measuring leading cities are of little use to
other cities and communities. The third, which purports to help cities, communities and
companies, gives the least information and so would not assist a city in measuring itself.

The third source of composite indices is national or international bodies. This group
were interested in national or international monitoring, comparisons and, in one case,
the allocation of resources to cities. These indices were similarly mixed in terms of
transparency. They all listed dimensions and indicators, but only one gave details of
how all the indicators were measured. All were designed to be applied to cities with the
originating body playing a consulting role. There was not enough information provided
for a city to apply the process entirely independently. This configuration may relate to
a desire to ensure the quality of data collected since these bodies, while supporting a
capacity development discourse, seem to be motivated primarily from a desire to collect
comparable data across cities. There was little information about the process adopted for
consolidation or justification of the choice, missing the opportunity to raise awareness of
the technical considerations in such a process. Marsal-Llacuna et al. advise that “official
normalizing bodies have to take the lead in the elaboration of summarizing indices” [5,
p621], and this seems to be something not yet effectively addressed.

This paper reports on preliminary results of a survey of measures of the performance
of cities. Detailed information about the remaining measures is still being collected and
will be reported in due course. However, patterns are already starting to emerge in the
purposes, construction, transparency and potential uses of the indices. Going forward,
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the patterns need to be confirmed usingmore data. From this work, recommendations are
expected for practitioners as to which measures to use and how to use them effectively.
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Abstract. The creation of smart cities aims to improve the quality of life of
people and the environment that surrounds them, ensuring a better response of
the services they interact with in urban environments. The inhabitants of the cities
tend to make concrete opinions about their own city. The possibility of collecting
and reconciling these opinions is very interesting for those who have to govern
such environments, as these can allow for the identification of some strengths and
weaknesses of the various aspects of a city. With this knowledge, a manager can,
in a more supported way, having information sent by the inhabitants of the city,
knowing the effect of their decisions using a set of dashboards that include well-
being indexes, combining the various elements collected, and reflecting people’s
appreciation of the city in real time. In this work, we will present howwe designed
and implemented a well-being urban index, applying it in a concrete application
of an urban case study – a university campus.

Keywords: Smart cities · Smart governance · Quality of life · Business
Intelligence · Well-being urban indexes

1 Introduction

Throughout the last years, humanity has witnessed a constant technological evolution,
growing constantly at a great speed, and at the same time seeing a great development and
progress of human society itself. The significant increase in human population and the
high adherence to migration of a significant part of the population, from rural areas to
urban areas, showed to the cities a marked decrease in their capacity for supporting such
events, with the consequent emergence of problems related to the management of the
city itself [1]. This increase in the population in urban areas forced the cities, and their
managers, to prepare themselves in the best possible way, so they could respond quickly
and effectively to such new adversities and needs. Thus, with population growth, it is
crucial to evade congestion of new or existing services created in the meantime, avoiding
obstacles to normal life in a city. Increasing the sustainability capacity of the cities is
then essential. Cities now account for more than 50% of the world’s population and it is
estimated that by 2050 this figure is about 70%. Against the background of these figures,
unlesswe adopt preventivemeasures for this demographic change, it can be expected that
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citieswill suffer evenmore fromproblems such as increased pollution, traffic congestion,
or insufficient parking spaces [2–4]. In order to solve the problems related to urban
management caused by this migratory flow of people and guarantee a better social order
to drive economic growth in a sustainable and rapid way, the concept of intelligent cities
has emerged in the last decades, using them more effectively in conjunction with the
knowledge, intelligence and innovation of their citizens. This conjugation allows for
helping in the construction of better solutions to problems such as those mentioned.
The concept of smart city is increasingly popular in the most diverse areas. Although it
has emerged in academic environments, today it can be identified in many existing real
world applications, having been adopted for supporting some well-known international
policies, which makes its application an unstoppable trend [1, 4]. To understand the
concept of a smart city, it is essential to recognize that cities are the key elements for the
future, since them promote growing at all kind of levels. Cities play a key role in terms
of social and economic aspects around the world, which in turn has implications for the
environment with a major impact. The concept also emerged as a response to the major
economic and environmental changes recorded, as well as to the continuous acceleration
of technological progress. All this created the need to find new ways for dealing with the
problems of cities, such as the aging of their population, urban overcrowding, or climate
changes problems [5, 6].

The aim of this work was to exploit a city-based computing infrastructure supported
by a data warehousing system to support applications for monitoring various urban
aspects - social, cultural, climatic, traffic, among others – in order to feed a Well-Being
Urban Index (WBUI), having the potential for classifying a city and its environment at
any given time. Taking such system as our base platform,we designed and implemented a
computational platform that allowed us to set up an application case study for evaluating
the quality of services provided in a university campus. This permitted to demonstrate
the utility of such analytical platform for feeding the calculus of a WBUI, combining
the various elements collected and reflecting student’s appreciation in real time, and
follow its evolution over time. In this paper, we will expose and explain the process
we carried out to study, identify and characterize a WBUI for assessing the quality
of service of a university campus, taken as an urban city case study. In the following
sections, we will expose and discuss some related work (Sect. 2), presenting the concept
of WBUI as well as some real applications cases, and reveal the process of inception
and implementation of a concrete WBUI application taking a university campus and the
services it provides as an application case study (Sect. 3). Finally, in Sect. 4, we present
a brief set of conclusions, pointing out some working lines for future work.

2 Well-Being Urban Indexes

Asmart city is an urban area highly technologically advanced as awhole, ifwe considered
its infrastructures, means of communication, viability in the market and sustainability
with respect to the goods properties. Information technology is the main infrastructure
of a smart city, giving it the possibility for supporting essential services to its citizens.
Usually, in smart cities there are many technological platforms involved, such as data
centres and automated sensor networks, providing real-time data that can be analyzed
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posteriorly for improving the quality of living in a smart city [7–10]. A smart city uses
modern and advanced technical means for processing information in an articulated way
with transmission and communication processes, integrating urban resources, improv-
ing competitiveness and guaranteeing a more sustainable future through the symbiosis
between networks of people, companies, technologies, infrastructures, consumption,
energy and spaces. This connection obviously brings many benefits to all the parts
involved.

A smart city can also use the most relevant information from urban operations for
responding intelligently to urban management activities. Basically, a smart city has the
capacity to carry out a smart management, in a way that it is possible to provide a good
quality of life as well as a good working environment in different areas for the citizens
in the best possible way [1, 11]. However, to analyze all this diversity of information,
it is essential to identify whether the people of a given city are satisfied with the course
of their life and the environment that surrounds them. Therefore, it is necessary the
existence of some indicators for illustrating with accuracy the mood of the people in
(almost) everything concerning their city. These indicators referred often as well-being
indexes. Well-being can be seen as the presence of the best standard of quality of life, by
the state of the life situation of a given individual. In other words, it is a positive outcome
very significant for people and for many sectors of society. Through this concept we can
understand if people perceive whether their lives are going well or not, discovering the
desired state of life in a given community. However, a positive well-being result does not
depend exclusively on the material conditions of life, although these are fundamental for
the definition of well-being, such as housing, employment, financial conditions, among
others. This is because income gains are not always proportionate to happiness, as the
Easterlin Paradox [12] portrays, that people’s levels of happiness seem to remain constant
even in the light of the substantial increase in their income.

AWell-Being Index (WBI) aims to provide results that allow for following the evolu-
tion of well-being and social progress of a population, taking in consideration two main
aspects: material conditions and satisfaction with life. In this way, it is possible to mea-
sure economic behaviour, for example, in a given context of sustainability, emphasizing
as far as possible the well-being of people. With an indicator like this, we can monitor
the main critical factors of the economic and social development of a given city or urban
environment in terms of well-being, and evaluate them according to a logic of concrete
results, integrating statistical information and providing useful readings to facilitate the
process of decision- making. A WBI provides information on the evolution, positive
or negative, of well-being of a particular area, at a defined scale. The value of a WBI
always depends on several factors, such as the index periodicity, the cause for which it
was developed, or the variation of its own characteristics over time. A WBI provides
a one-dimensional representation of well-being, allowing for measuring it through the
combination of several distinct factors that help to improve people’s quality of life. Using
WBI, we have access to a large set of information that reveals the strengths and weak-
nesses of a given population, as well as other determinants of their well-being. Usually a
WBI is a composite index and not a conventional panel of indicators, since it aggregates
and normalizes information in a single indicator, which may include different variables
or even other indexes, providing a statistical evaluation of a given population or sector
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we need to analyse. A composite index has several advantages, namely: it allows for a
richer reading in terms of interpretation, facilitates a systemic approach to the welfare
problem, and generates a great flexibility in the analysis of the results of an index in a
greater or lesser detail in different perspectives. Having an index established, we can
design and set up a panel of indicators for illustrating the evolution of the index and all
the information supporting it. A WBI provides information that allows for a simple and
quick reading of a positive or negative index evolution in a given work area [13, 14].

ConcerningWBUI as an application ofWBI to urban environments, it can be seen as
a weighted “average”, similar to a stock exchange index, of a large set of heterogeneous
aspects and characteristics of a smart city, like leisure, traffic, environment, weather,
and so on. As we know, a stock index is a value that illustrates the general trend of
a particular set of stocks. Its value translates into a calculated average of stock prices
selected from a given market or industry, which is under analysis. We can see it as
an index containing only a few actions of a given sample to explore. The collective
performance of these actions is a good indicator of the trends of the market under study,
be it global or local, allowing for making its monitoring in a more effective way. It
represents the progression of all or part of a market in a very concentrated way, as a
single measure, and provides information for analysing the history of stock events, and
verifying improvements or regressions, facilitating the drawingof conclusions. The index
is a good indicator of analysis for those who want to analyze the direction that a given
market sector is having [14, 15]. WBUI are very useful indicators for monitoring and
managing numerous aspects related to a city, and for determining which cities are more
global. Over the last few years, different types of methods and measurement indexes
have been developed to make this identification. However, these efforts vary according
to the definition of a smart city and, consequently, produce quite different solutions and
results. As such, it is quite complicated establishing a generic measurement process,
without missing specific important information, given the wide variety of characteristics
that cities present throughout the world. Take, for example, two very concrete cases
presented by the company A.T. Kearney [16], based on a very diverse set of data related
to 125 cities in the world, which the company collected since 2008. With this work, the
company monitored the progress of cities considered the most important by measuring
a set of indicators at the level of each of them, creating two very specialized indexes that
used together, namely: Global Cities Index (GCI) and Global Cities Outlook (GCO).
The first index allows making an analysis on the performance of each of the cities
taking into account 27 different metrics. These metrics are grouped into five distinct
dimensions, taking into account commercial activity, human capital, involvement in
politics, cultural experience, and information exchange. The calculation of this index
is carried out through a previous allocation of weights to each of the dimensions under
consideration - for example the commercial activity and the human capital, have aweight
of 30%, while the exchange of information and the cultural experience a weight of 15%
in determining the final value of the index. In the second index, 13 other indicators
are analysed, grouped into a set of dimensions such as personal well-being, economy,
innovation or governance. In this index are measured the characteristics of long-term
success, such as innovation capacity, environmental performance or safety. This index is
calculated by a weighted average, where each dimension has been assigned a weight of
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25%.The values of both indices vary between 0 and 100. These two cases can be analysed
in more detail in the A.T. report [16]. In addition to these two cases, we found a third
case, which we find very interesting and inspiring for this work. We refer to a case that
was carried out in Portugal by INTELI to create a specific index for smart cities the Smart
Cities Index (SCI) [17]. In order to calculate this index, another set of dimensions was
used, namely: innovation, sustainability, social inclusion, governance and connectivity,
each of which, in turn, is organized into sub-dimensions. For example, the innovation
dimension integrates the sub-dimensions competitiveness, research and development,
green economy, social economy or creative economy, while the governance dimension
integrates sub-dimensions public participation, public services, transparency, or urban
policies. TheSCI index is a composite index that incorporates 80 indicators, summarizing
the average of the results of the referred dimensions. This index was applied to 20
Portuguese municipalities, members of the Portuguese Smart Cities Network (RENER),
which is a space for the development, testing and experimentation of intelligent urban
solutions in real practical contexts [18].

3 Inception and Implementation of a WBUI

3.1 The Application Case

We designed and developed the application case having the objective of identifying and
understanding the way students see the quality of some services and infrastructures of
our university. To do that, we needed to conceive a system with the ability to collect in
(near) real time the opinions of students about their experience when using the services
or infrastructures available in one of the university’s campi. Opinions should be collected
according to a predefined evaluation model, and monitored for analysing students’ reac-
tions in real time in order to assess their impact on the academic community. Thus we
conceived aWBUI for analysing the involvement of the various human actors (students)
in the various application contexts (services and infrastructures of a university campus),
as well as the variation of the several analysis metrics for allowing managers or service
directors to view how services and infrastructures under their supervision are evaluated.

Fig. 1. An overview of the WBUI system life cycle.
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In Fig. 1, we can see an overview of the WBUI system life cycle. The first thing
to do is to define clearly the case study that we use to define and maintain the WBUI.
As mentioned before, we decided to implement a small process of analysis applied to
some services and infrastructures of one of our university’s campus. We assumed that
this application case fits quite well in the domain of smart cities, since our university is
technologically advanced and all the people that use the campus (students, in this case)
have mobile phones, which have the most typical characteristics to support an initiative
for a smart city. For this, we needed to define what the target user community would
be. Given the characteristics of the students of the Business Intelligence specialization
profile of the Master of Informatics Engineering, it was felt that these would be the ideal
community to participate in an initiative like this one. The purpose of this application
case for studying the quality of the university’s services and infrastructures, gathering
the opinion of the target community, provided us a real situation of real world, with real
data, and getting valid opinions and lessons about the university itself. In spite of being
a test case, the lessons learned were important and relevant for us.

After this first part of the work, we made the definition and the choice of the anal-
ysis variables that we want to use in the evaluation carried out by the target popu-
lation – students. The definition of the variables was based on the characteristics of
the infrastructures and university services covered by the case study. We organized the
analysis variables into two distinct categories: 1) dimensions – “Academic Services
UM”, “General Library UM”, “Classrooms/Study”, “Information Technology Depart-
ment”, “Bar/Restoration”, “Parking Places”, “Gardens/Green Spaces”, and “Sports Con-
ditions”; and 2) metrics – “Online Services”, “Accessibility”, “Space Comfort”, “Num-
ber of Passwords” “Employees”, “Waiting Time”, “Time/Availability”, “Air Condition-
ing” and “Customer Service Efficiency”. After all the variables defined and analysed, we
designed the system for supporting the execution of the WBUI process, from the initial
phase of data gathering to the last one where we calculate it. During the design of the
system, we realized that its base structure should be able to integrate new cases of study
without the need to be adapted. Thus, we used a JSON configuration file for defining the
incorporation of a new case study into the system, where we define the case and all the
dimensions. Later, the system will import this file by during its initialization, serving as
well for configuring the corresponding WBUI evaluation system, which includes sys-
tem’s dashboards and the data gathering application for collecting the opinions of the
users.

The JSON specification presented in Fig. 2 allows for hosting a structure of analysis
for each case study considered, organized in several levels of interest, according the
following basic configuration:<Service>,<SubService>,<SubSubService>,<…>.
One possible instantiation of this configuration could be<“UM Academic Services”>,
<“Accessibility”>, or <“UM Academic Services”>, <“Number of Passwords”>,
among others.

The configuration file presented in Fig. 2 contains several analysis elements and
the respective specifications of its properties. Additionally, we also see the specification
of other variables, namely: “application”, which identifies the name of the case study;
“image”, which is the image of the application study case and that will function as an
application logo; “dateExpiration”, which is the date set by the body for the closure of
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Fig. 2. A JSON fragment of a system’s configuration file.

the study; “dimensions”, which includes the dimensions to be evaluated; “shortName”,
which is a smaller name for the dimension so that it can appear on themobile applications
display; “longName”, which is the full name of the dimension; “imageUrl”, which is the
image of the dimension; “weight”, which is the weight that the dimension in question has
in the category in which it is included, which can vary between ‘0’ and ‘10’; and, finally,
“metrics”, which is very similar to dimensions only applied tometrics. Complementarily,
the system contains another configuration structure: the equalizer. This is quite similar to
the previous configuration structure. However, it contains only a single variable, which
varies from ‘0’ to ‘1’, and it is used to inform the systemwhether or not a given dimension
or metric will be included in the calculation of the index to which it is associated. It is
counted only in cases where it has a value greater than ‘0’.

Fig. 3. The conceptual schema of the WBUI multidimensional database.

After the materialization of the data model, it was also necessary to create a data
structure specially oriented to provide the data elements required by system dashboards.
For this, we designed a multidimensional database (Fig. 3), with the ability to store the
data about the opinions of system’s users and to perform the calculations of the desired
WBUI. To receive this data structure, we implemented a specific data warehouse for
receive and store the votes, removing unnecessary information and consolidating the
data into a single data structure. In the schema of Fig. 3, we clearly identify the fact
table (“TFact_wellbeing”) of the data warehouse. This table is also stored in a NoSQL
database, adopted by the system in a key space named “cube_well_being”, in which is
store all user identifiers (“User”), metric names (“Metric”), dimensions (“Dimension”),
application (“Application”), for the application case, and the value (“Value”) voted by a
certain user. All this information was associated with the date (“Date”) of the vote and in
which location (“Location”) occurred. In our application case, in particular, the location
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refers to the campus of the university, so that one could verify if a user classified the
canteen in the canteen or in a classroom, for example. The data warehouse allows for
cataloguing the opinions received in the system according to the case study used, storing
the data in a specific data system, organized according to the various previously identified
analysis perspectives. In addition to the table “TFact_wellbeing”, it was also necessary to
create another table, index_table, to accept the WBUI values that were being calculated.
This way, it was possible to store the WBUI history, facilitating later its calculation
and analysis. After defining the main data elements for supporting the operation of
the system, we implemented the WBUI management system (Fig. 4), paying particular
attention how to support the application of data collection and the integration of the data
collected.

Fig. 4. Functional model of the WBUI system.

In Fig. 4, we can see a sketch of the functional model of the WBUI system, having
a representation of each one of its main components. The server component is respon-
sible for providing users with references for the various dimensions and metrics they
can evaluate, and processing each one of the votes in the application, together with
other information relevant to the calculation of WBUI. Then, the server works the data
collected by the application, producing the values for presentation in the dashboard
component. This component generates several graphical elements and key performance
indicators (KPI), revealing the various results that compose the value of the WBUI.

The application for evaluating services and infrastructures (Fig. 5) was designed
especially for collecting the various data elements necessary for calculating the WBUI
of the application case studywe used.We transformed this tool into amobile application,
quite easy to install and use by students, so that the process of gathering opinions was
easy, fast and versatile. In addition to these components, we also have another system’s
component: the monitor. It receives the data it works through the server, periodically
revealing information for analysis, facilitating decision-making by decision-makers.

3.2 Calculating the WBUI

In order to calculate theWBUI, itwas necessary to proceedgradually, adopting and adapt-
ing calculation expressions, improving them gradually to be more effective. Throughout
the process we have taken into account some of the calculation models used by other
systems, in particular the ones used in calculations of indexes of the so-called global
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Fig. 5. Some screenshots of the application used for service evaluation.

cities. The process adopted takes place in two stages: the calculation of the index itself
and its maintenance over time. First, it was necessary to calculate the value of the index
of the day in question, taking into account the values obtained by the application up
to the moment in which the request for calculation of the index value was registered,
guaranteeing that new votes would not adulterate the result of the index calculation
process.

Table 1. Dimensions and metrics relationships.

Metrics

1 … j … S1 S2 S3 … S 

D
im

en
sio

ns

C1 C11 … C1j … C1S1

C2 C21 … C2j … … C2S2
… … … … … … … … … …
Ci Ci1 … Cij … … … … … …
… … … … … … … … … …
CK CK1 … CKj … … … … … CKS

Let us see, how is calculated the WBUI for our application case. We assumed that K
is the total number of dimensions and S is the maximum number of existing metrics for
all dimensions. Variable S is required since the number of metrics that a dimension has
may be different from the other existing dimensions. Table 1 shows a matrix M, which
illustrates the relationship between dimensions and metrics. With it, it is possible to see
that each position (i, j) identifies a metric, and i identifies a dimension, where 1 ≤ i ≤
K, 1 ≤ j ≤ Si and Si ≤ S, being Si the maximum number of metrics of dimension i. For
example, for dimension C1 the maximum number of metrics is S1, which is less than S,
whereas for dimension C2 the maximum number of metrics is S2, since dimensions may
not have the same number of metrics. However, when it is stated that pair (i, j) identifies
a metric, this means that the value of j represents the position and not the denomination
of the metric, which may be different for the same j at different i positions. As for Cij,
this is a trio that is in position (i, j) of matrix M, which may contain three distinct values,
namely: the weight of the metric in the dimension index, pij; the value of the metric,
that is, it represents the sum of all votes, vij; and the total number of votes in the metric,
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nij. Only the last two are determined by voting, the first being previously defined in the
configuration phase of the system. In Eq. 1, we can see the expression representing the
value of the pair (i, j) in the matrix M:

Cij = 〈
pij, vij, njj

〉
(1)

The process of calculating the index begins with the sum of all the values corre-
sponding to the votes made. To do this calculation, the voting date must be lower than
the date of the request – we only consider the values recorded on the day of the request.
The dimension of the vote should be equal to the dimension of the metric that is under
analysis. The samemust succeed formetrics. Thenwe calculate the index for eachmetric
(Eq. 2) and the sum of all weights of a given dimension (Eq. 3). The value of the weight
Pi,j, associated with a given analysis variable, varies accordingly the value we set up
previously in the system equalizer.

Iij = vij
nij

(2)

si∑

j=1

Pij = 1 (3)

Ii =
si∑

j=1

Pij · Iij · Eij (4)

Then we make the sum of all the weights of the existing categories (Eq. 5), which
allows for obtaining the value of the global index (Eq. 6). As for Pi,j, Pi varies accordingly
the value previously defined in the system equalizer for the other dimensions.

K∑

i=1

Pi = 1 (5)

Iglobal =
K∑

i=1

Pi · Ii · Ei (6)

After completing the first phase of the index calculation – the daily index, we need
to calculate incrementally the index, day after day, taking into account the values we
calculated before. This is done using Eq. 7, which allows us to obtain the index value
for a given date. In this equation, ih represents the actual value of the updated index, i0
the value of the index on the previous day, f(i0) the origin of the value of the index of
the previous day, and ic the value of the index calculated for the day in question.

iH ← f (i0) + iC (7)
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iH ← f (i0) · 80% + iC · 20% (8)

When the requested index value is relative to the first day, we apply Eq. 7, since this
value obviously does not exist. However, this equation does not guarantee that the index
value always varies between ‘−1’ and ‘1’. As such, it is necessary to defineweights to the
participants in the calculation of the value of the index, namely to f(i0) and to ic, which
allowed a gradual variation and ensure that the index value will be within the predefined
limits. Equation 8 ensures that these limits are not exceeded. Additionally, this equation
calculates the index at the level of the dimensions and metrics. For example, when we
want to calculate the index value for a given metric, we apply Eq. 2 followed by Eq. 8,
which allows us to obtain the trend value of the same metric. WBUI results were quite
interesting, even knowing that the application case study involved only a student class.
They showed us the potential of a WBUI for the evaluation of services. Just to see one
of the system’s dashboards, we selected to show the values of the WBUI of one of the
most curious dimensions: “Parking Places” (Fig. 6). In this figure, it can be seen that
the metric with the greatest positive impact on “Parking Places” is “Signalling”, with
a value of ‘1’. As already mentioned, all subcategories were “weighed” with the same
value, and, as such, this conclusion holds. Conversely, the metric that most influences
negatively the index of this dimension is “Number of Parking Places”, with has a value
of approximately ‘−0.3’, which lowered, obviously the value of the dimension’s index.

Fig. 6. WBUI results for the dimension “Parking Places”.

4 Conclusions and Future Work

WBUI are very interesting and useful management tools. In fact, when properly imple-
mented, they allow us following the behaviour of a given system, in a given application
context. However, the definition of a WBUI, regardless of its nature, is very subjective,
often depending on the expertise and knowledge of its designers and users, who combine
their life experience with heuristics and mathematical models in a very heterogeneous
“cocktail”. This diversity of aspects, when transformed into a single element, an index,
does not always have the desired effect or fulfil the previously established objectives.
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The greatest difficulties were in the definition of theWBUI calculation process, in partic-
ular in the identification of the various relevant aspects to be included in the calculation
expression, and later in the definition of its relevance, of its weights, in determining the
final value of the WBUI for the case study that we considered. After that, we designed
the architecture of the system and the application used for collecting opinions, a test
case for WBUI. With this work, it was possible to have a rather concrete, although syn-
thetic (an index) view on the level of satisfaction of a set of users on a set of services
and infrastructures of the campus of the university. In spite of being a case we have
idealized, it reflected (and reflects) a concrete opinion of a group of students, during a
given period of time, revealing its behaviour and demonstrating in an unequivocal way
the utility of an WBUI, as it can with the results obtained. In a near future, we intend
to extend the focus of the system, enlarging and diversifying the set of dimensions, and
find a real-world application case having its genesis and materialization in a recognized
smart city.
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Abstract. The General Data Protection Regulation has come into force in the
European Union in May 2018 in order to meet current challenges related to per-
sonal data protection and to help harmonise the data protection across the EU.
Although the GDPR was expected to benefit companies, being private or public,
by offering consistency in data protection activities and liabilities across the EU
countries and by enabling more integrated EU wide data protection policies, it
poses new challenges to companies. However, if we take a step back and think
that this regulation has been in transit for more than 2 years, and that only after
the implementation of this regulation has begun the real concern is: are companies
ready to make this leap?
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1 Introduction

The General Data Protection Regulation (GDPR) has come into force in the European
Union (EU) in May 2018 in order to meet current challenges related to personal data
protection and to help harmonise the data protection across the EU.

Although the GDPR was expected to benefit companies, being private or public,
by offering consistency in data protection activities and liabilities across the EU coun-
tries and by enabling more integrated EU wide data protection policies, it poses new
challenges to companies [1].

The projects of implementing the GDPR have emerged with high frequency, offering
new opportunities and challenges to the companies [2], being private or public. This
situation led these companies to seek support from consulting firms in order to increase
the likelihood of success and achieve compliance in the shortest time possible.

However, the greatest distinction between a public company and a private company
is related to a lack of legal definition and public procurement that the former is obliged
to follow [3], and therefore more time necessary for the implementation of these kind
of efforts.

Throughout this document, it will be described the whole process followed by a local
administration company in Portugal.
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2 What Is GDPR?

The GDPR. was initiated, in 2012, by the European parliamentarian Viviane Reding,
then the vice-president of the European Commission.

According to Viviane Reding, the main concern that led to this regulation was “the
concern about the big companies, like the American GAFA—the French coinage for
Google, Amazon, Facebook, and Apple” and the way they just ignored the old law [4].

A driving force behind all the arguments was the various scandals created around
countless data losses, either voluntarily or involuntarily. For example, the Facebook
Cambridge Analytica scandal, if it had happened after the May 26th of 2018, it would
have cost billions of euros to Facebook, among others [5].

The GDPR aims to take the high ground in order protect all European citizens in the
defence of their personal and sensitive data.

This is driven by philosophical thinking, and stance, as far as data protection is
concerned [6]. Its core is based on the concept of privacy as a fundamental human right
and seeks to extend to the whole EU [7].

This new regulation is intended to cover the personal data of all EU residents, this
takes place regardless of where the data can be stored or processed.

The European Parliament and the Council of the European Union, using their leg-
islative powers conferred under European Union law, deliberated on the subject of Data
Protection, culminating, as such, in the EUGeneral Data Protection Regulation (GDPR)
of the European Parliament and of the Council of 27 April 2016) [7], which has been in
force in the EU since 25 May of this year. This regulation should be considered in the
practices of organisations, as it “is binding in its entirety and directly applicable in all
Member States” [7].

In certain matters under the GDPR, the European legislator allows Member States
to be able to specify some internal rules in certain matters within the GDPR. However,
although Council of Ministers approved Law 120/XIII [8] to specify these internal rules,
it has not yet been approved, so that “until there is national legislation implementing the
GDPR repealing Law 67/98 on matters covered by the regulation, Law 67/98 remains
in force in everything that does not contradict the GDPR.

According to Article 4 of the Regulation, personal data is information that can,
directly or indirectly, identify an individual, in particular by reference to an identifier,
such as a name, an identification number, location data, identifiers by electronic means
(i.e. e-mail) or a more specific element of the physical, physiological, genetic, mental,
economic, cultural or social identity of that individual “ [7]. This is amore comprehensive
regulation than its North American counterpart [6].

GDPR is often confused as one that deals only with technology, however, the GDPR
protects personal data regardless of the technology used for processing that data.

The GDPR is technology neutral and considers both automated and manual process-
ing, provided the data is organised in accordance with pre-defined criteria. It also doesn’t
matter how the data is stored – being in an IT system, through video surveillance, or on
paper [9]. In all cases, personal data is subject to the protection requirements set out in
the GDPR.
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2.1 Territorial Adaptation

Despite the European regulation, there is some flexibility to adapt to the national reality
of each member country of the European Union, however, until a national law to adapt
this regulation comes into reality, this document comes into force on the 25th of May of
2018 [10].

This means that there is a unified and directly applicable data protection law for the
EuropeanUnionwhich replaces almost all of the existingMember States’ provisions and
which is applied by businesses, individuals, courts and authorities without transposition
into national law [10].

Thanks to its broader territorial scope and the definition of personal data, it is a fact
that the application of this regulation has a significant impact on organisations, whether
private or public, and on the perceived fragility of all this information by its owner.

Regarding data processing carried out by competent authorities for the detection,
prevention, investigation and prosecution of criminal offenses and for the execution of
criminal sanctions, the Portuguese law 67/98 remains applicable in its entirety [11].

Thus, taking as its starting point the GDPR [7] and the Portuguese law 67/98 [11], as
it remains in use at the time, this is considered as the relevant legal, statutory, regulatory
and contractual requirements regarding data protection and retention periods dispersed
by various normative acts.

The Portuguese law 67/98 [11] is applied to all forms of personal data process-
ing whether resulting from the context of the business activities or the monitoring of
individual activities.

Another fact that is quite relevant is the fact that the national laws that are more
restrictive or impose requirements not addressed by this policy overlap with it [12].

2.2 Opportunity or Threat?

The GDPR was “the most contested law in the E.U.’s history, the product of years of
intense negotiation and thousands of proposed amendments” [4].

The need to require affirmative consent, which must be freely given, specific,
informed, and unambiguous [1] can be seen as an opportunity because it obtains a
biddable authorization of all the treatment carried out.

It is then a determining factor the ability of each company to make the use of GDPR
and turning that factor into an opportunity.

Regaining control of the data, stored and managed by the enterprises, will bring a
whole host of benefits beyond compliance, demolishing the data silos and obtaining a
more systemic view of all the data and processes that obtain the same data.

The need to change theway that themanagement of information ismadewill produce
more accurate and useful insights [13] and a greater clarity across enterprise data.

The biggest threat, and more noteworthy, lies in the time that Portugal took to imple-
ment European legislation in which it only saw its final version adopted on June 12,
2019, which entered into force in all the member states of the European Union for more
than a year [14].
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3 Case Study

All companies have different scopes. Some exist in business contexts related to industry
or commerce activities, others are public entities and there is still room for those that do
not have any profit objective.

Despite this distinction in their scope they all have internal structures,which represent
their mission, vision and strategy that serve as a foundation for all the objectives of these
same companies.

TeatroCircodeBraga,EM,S.A., (seeFig. 1), is a company located inBraga, Portugal,
that operates in the cultural sector, functioning in one of the most beautiful buildings of
Portugal.

Fig. 1. Teatro Circo de Braga, EM, S.A.

This company is heir to a long tradition, but its ambition leads them to make future
every present day through its dynamic image and continuity, looking continuously for a
program that captivates and brings new audiences to its beautiful theatre room.

Nowadays, customizing the offer is always supported by a huge data processing
regarding the data of its customers and possible clients.

3.1 Theatro Circo de Braga EM, S.A

In the past three years the TCB has been very involved in a process of external validation
of the company, causing restrictions in the regular development of its activity and with
repercussions in the programmatic and management options.

The year 2017 would mark the beginning of a new cycle through the visa awarded by
the Court of Auditors to the contract programme. Thus, TCB could finally establish long-
term commitments, including one to initiate the process that could lead to the compliance
with GDPR, leading to several substantive changes to the day-to-day operation and
processes of TCB [15].
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As a local administration company, it is still imperative tomention that, in addition to
the internal dynamics and TCB’s willingness to reinvent itself and define new objectives
every year, there are still other responsibilities resulting from the commitments made to
the city’s strategy are being proposed by the Municipality of Braga.

3.2 Motivation

TCB is committed to conducting its business in accordance with the European Union
data protection legislation and the national data protection legislation and being in line
with the highest standard of ethical conduct.

This policy establishes the principles that employees and third parties must follow
in relation to collection, use, retention, transfer, disclosure and destruction of data of
natural persons regarding the processing of personal data and the free movement of such
data.

Personal data is subject to legislation and regulations that impose restrictions on how
organisations can handle such data. An organisation that treats personal data and makes
decisions about its use is designated as “controller”. While being the “controller”1,
the TCB is responsible for ensuring compliance with the personal data protection
requirements defined by this policy.

The top management is committed to the continuous and effective implementation
of this policy and expects employees and third parties to share the same principle and
the violation of this policy may result in disciplinary proceedings.

One of the great difficulties identified is the absence of standard documents and
processes. By default, there was no documented process that identifies the necessary
steps or a matrix of responsibilities in order to support the cycle of a said process or to
sustain the decision-making process or improvements.

The absence of these processes creates a gap and therefore an opportunity of improve-
ment in terms of management that, considering the challenge created by the implemen-
tation of the GDPR, can justify the need to create all processes, and its documentation, in
order to identify the owners of the process and all the data treated and the classification
of the same data according to the sensitivity that they have before this same regulation
[13].

3.3 Protection of Data from Conception to Default

It is recognized that the main step towards a correct implementation of the GDPR is the
involvement of all employees, the dissemination of information and the application of
the various processes that are created or improved in order to dramatically improve legal
certainty and coherence in the area of data protection law [10].

According to the regulation, it is recommended, and even imperative in several
situations, that the organisations should have one or more Data Protection Officer (DPO)
[6] in order to ensure the application of the principles of personal data protection in the
institution.

1 See Article 4.º, paragraph 7 of the General Data Protection Regulation.
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The DPO should keep a register of all personal data processing operations in
their institution [16]. Providing advice and making recommendations on rights and
obligations.

This new actor is of extreme importance, for example if there are conflicts between
this policy and the national legislation, the Data Protection Officer (DPO) should be
consulted.

In order to increase the success rate of the implementation, the privacy value for
TCB must be determined. Since the personal data of the stakeholders play a relevant
role for the organisation, all the data must be treated in a way that guarantees a high
level of privacy and a control by each data subject.

Therefore, all the key objectives of the privacy program must be understood in order
to guarantee an adequate level of risk to the rights and freedoms of singular persons; to
achieve a high level of privacy; full control by the data subject; compliance of European
and national privacy rules; raising the awareness of stakeholders and continuing this
process with a perspective of continuous improvement through process monitoring and
metrics, and therefore, privacy by design.

3.4 The Need of Documented Processes

As stated earlier, the presence of a process that defines and helps to determine a special
need in the data processing is of high importance, so a default process, as illustrated in
Fig. 2, has been created in order serve as a basis for all TCB internal processes and which
will ensure unprecedented control over the continuity and continuous improvement that
the GDPR requires.

This way, and in order to achieve the previous objectives regarding the compliance
of GDPR, TCB has developed and followed a strategic model consisting of eight steps
that can be seen on Table 1:

The GDPR compliance project requires numerous changes of functions in terms of
human resources, work processes and documentary.

Table 1. Strategic model of the implementation of the General Data Protection Regulation.

# Step

1 Definition of the context of the organisation and governance

2 Classification, transfer mechanisms and inventory of personal data

3 Awareness of all the internal and external stakeholders

4 Evaluation and treatment of information security risks in the organisation (internal
stakeholders) and in the relationship with third parties (external stakeholders)

5 Operational life cycle

6 Management of personal data incidents

7 Performance monitoring and effectiveness of the implementation of the Regulation

8 Conformity
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Fig. 2. Data privacy by design

4 GDPR – The Effort of Compliance

The GDPR compliance project, already completed in the TCB, required numerous
changes of functions in terms of human resources, work processes and documentary.

This effort was expected to take two months of dedicated work (8 weeks), however,
and as a result of an initial misidentification of the commitment of the employees, the
project was extended by two weeks.
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One of the main steps in the implementation of the GDPR is the commitment of the
top management and the creation of a motivated team [17].

In order to demonstrate the commitment to data protection, TCB has adopted the
role of Data Protection Officer (DPO)2 [7].

It is recognized that the main step towards a correct implementation of the GDPR is
the involvement of all employees, the dissemination of information and the application
of the various processes created.

Therefore, all employees responsible for the processing of personal data and
subcontractors are aware of and apply this policy.

All new programs, systems and processes as well as their revision and expansion are
subject to a change management and approval process in the Privacy Group [7].

For each program, system and process it is necessary to carry out data protection
impact assessment (DPIA)3 [7] - in cooperation with and approved by the DPO.

The following scenarios, seen in Table 2, always require full DPIA and not just an
assessment of their need:

Table 2. Scenarios needing DPIA

# Scenarios needing DPIA

#1 New technologies whose treatments are likely to pose a high risk to the rights and
freedoms of natural persons in accordance with the risk perception methodology in force

#2 Systematic and comprehensive assessment of personal aspects related to natural persons,
based on automated processing, including profiling

#3 Large-scale processing of special data categories

#4 Systematic control of large-scale publicly accessible areas

As part of this process, external stakeholders who may be affected by the project
(such as customers, suppliers, regulators, unions, workers’ commission, lawyers or other
parties who may provide a unique perspective on the privacy risks they see as which
need mitigation) should be heard.

Risks that cannot be mitigated in a timely manner or that cannot be mitigated should
be disclosed to regulators and stakeholders if applicable.

To ensure an adequate level of compliance by TCB to the Data Treatment Policy,
the DPO must perform annually an audit of the processing of personal data on a regular
basis where it should be conducted for the specific purpose of evaluating actions taken
based on an external event such as a complaint, violation, inquiry or exercise of a right.

A deliverable of this kind of implementation is the adoption of the principles stated
in the Table 3.

2 See articles 37.º, 38.º and 38.º of the General Data Protection Regulation.
3 See article 35.º of the General Data Protection Regulation.
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Table 3. Adopted principles of the GDPR

# Principle

1 personal data is processed lawfully, fairly and transparently in relation to the data subjecta

[8]

1 personal data is collected for specific, explicit and legitimate purposes and cannot be further
processed in a way that is incompatible with those purposesb [8]

3 personal data is adequate, relevant and limited to what is necessary in relation to the
purposes for which they are processedc [8]

4 personal data is accurate and up-to-date where necessary, and all appropriate measures must
be taken to ensure that inaccurate data for the purpose of processing are erased or rectified
without delayd [8]

5 personal data is stored in a way that allows data holders to be identified only for the period
necessary for the purposes for which they are processede [8]

6 personal data is processed in a way that ensures their safety, including protection against
unauthorized or unlawful processing and loss, destruction or accidental damage by adopting
appropriate technical or organisational measuresf [8]

7 Presence of the capacity to demonstrate compliance with the six principles previously
announced.

aSee article 5º. (1) (a) of the General Data Protection Regulation.
bSee article 5º. (1) (b) of the General Data Protection Regulation.
cSee article 5º. (1) (c) of the General Data Protection Regulation.
dSee article 5º. (1) (d) of the General Data Protection Regulation.
eSee article 5º. (1) (e) of the General Data Protection Regulation.
fSee article 5º. (1) (f) of the General Data Protection Regulation.

All the efforts made in controlling the information can not only be performed within
the walls of the TCB, for example the web pages.

TCB also trails the following process in order to investigate, allegedly, improper
practices performed by employees in relation to violations of established corporate rules
that may result in violation or affect the rights and freedoms of natural persons, that
process can be seen in the Table 4.

Upon completion of the GDPR compliance project, TCB shall initiate a process for
reviewing and improving the Privacy Management System (PMS) achieved.

However, the effort made it possible to reach a risk mitigation index of around 84%,
and only 15 risks remain and are expected to be solved during the first year after the
closure of this project.
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Table 4. Response Process to the Claim

Processes Description

Policy This process is tailored to the different types of allegations that may be
concerned about the conduct of the employee. Other policies and
procedures such as the rules of procedure and the code of conduct should
be observed in addition to this process and conduct research in full respect
of existing legislation

Risk Not all alleged violations of the rules imposed constitute an adverse risk to
the rights and freedoms of natural persons. The organisation’s risk
methodology should be followed to assess whether the risk requires
treatment or whether it is likely to be classified as residual, and there is no
need to take mitigation actions

Researchers The choice of who will lead the research, one should choose someone who
is independent, objective and not superior to the alleged collaborator

Plan of action The action plan consists of the response to the claim

Evidence These can be in the format of videos, mail exchange, interviewing
witnesses among others. A signed statement from the person who reported
the alleged misconduct or practice should be collected and kept as
evidence. All evidence must be assigned an identification number,
cataloguing and description

Report Create a summary of the research highlighting the evidence gathered and
the actions to be taken. Include evidence of support, applicable laws,
regulations and internal policies that are relevant to the case, and which
highlight the actions required to be taken. This report should be classified
as confidential and restricted access

Corrective action This phase may include training actions for the employee, trigger a
disciplinary process, the creation of new policies or the review of existing
policies. Once the correct action or actions are determined, immediate
action must be taken in the implementation of the solution

Monitoring After the implementation of the action or corrective actions, the parties
involved should be monitored to evaluate the effectiveness and impact of
the measures taken

5 Conclusions

It is notorious that this data protection regulation fundamentally challenges businesses
that trade in personal data, however, which company does not currently handle personal
data? Being this data from customers to suppliers or even employees?

Regaining control of the data, stored and managed is the main objective, and should
not be a threat but rather an opportunity.

Invoking responsibility for themselves, the companies, as TCB has done, is a show
of determination, responsibility and commitment to all individuals within the European
community and theirs mostly unknown rights.
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The fact that Portugal took too much time to implement European legislation in
which it only saw its final version adopted on June 12, 2019, although it did not have
a general consensus in the final document for approval, can be a demonstration that
cultural factors represent an impediment in the understanding of personal rights and in
the information that each one has, especially when there is a grey area between what is
physical information and digital information.

Looking more closely to the case study, and upon completion of the GDPR compli-
ance project, TCB is not looking at this regulation as a threat or a constraint, but rather
looking at the broader compliance picture to find a way to focus all the efforts and make
them more efficient. Turning the compliance effort, a regular business process that is in
constant review and development.

This is a fine example of the opportunity and gains that the implementation of the
regulation offers.
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Abstract. Information systems (IS) play an important role in contemporary soci-
ety, but critical questions remain on their impact on democracy. This study aims
to contribute to a better understanding of this phenomenon. In order to do so,
the study develops an innovative methodological approach. Drawing from Design
Science Research (DSR), we build conceptual pairs between core preoccupa-
tions explored by critical thought on democracy and available problem-solving
information technologies. The study does not aim at an exhaustive analysis of
problems and solutions; this would be unfeasible, considering the limitations of
journal article format. Rather, it aims at early-stage methodology incorporation
across disciplines that draw from different research paradigms. The findings will
offer a preliminary probe on the analytical input of DSR conceptual artefacts in
examining functional links between information systems and political outcomes.

Keywords: Information systems · Democracy · Transparency · Government ·
Social media · Participation · Public services

1 Introduction

Information systems are increasingly supportingmodern decision-making processes and
transforming communication flows and patterns of interaction in society. Over the past
decade, governments have implemented innovative digital solutions, in order to provide
smarter citizen-centric services, to develop more agile and resilient administration struc-
tures and, more generally, to improve effectiveness and efficiency in addressing social
and political problems. The widespread use of IT instruments by public administration
allows decision-makers easier and faster access to data, on the one hand, and expe-
dites access to information by the citizens who are affected by policy decisions, on the
other hand. Furthermore, it multiplies venues of citizen participation in decision-making
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processes. In short, IS significantly reduce transaction costs of civic and political engage-
ment [32, 38, 44, 45, 49, 50, 64, 82]. At the policy-level, the prevailing assumption that
information systems contribute to simplifying the public decision-making process and
to promote accountability and transparency in governance has led to significant struc-
tural reform: International institutions, namely the OECD, the UN and the European
Commission have created policy departments dedicated to promoting ICT-led public
innovation and these organizations produce a growing number of comparative surveys
on e-government development at the national level1. New concepts such as e-democracy
and digital government have emerged [43, 45]. These structural and conceptual inno-
vations signal the advent of technology-induced paradigmatic change in long-standing
models of governance.

As expected in the context of impending paradigm shift, there are growing debates
on the effects of the widespread use of digital technologies in society, in general, and
in politics, in particular. The current tone of public discussions is dominated by alle-
gations on cyber interference in elections and on the spread of misinformation (“fake
news”) suppressing the role of established media and increasing the risk of authoritarian
surveillance. In this context, there are critical questions still unanswered by previous
work on information systems and democracy: How is democracy affected by informa-
tion systems? Are the deliberative, representative and distributive pillars of democracy
restructured by IT? If so, what are the instruments and tools that interfere with specific
functions of democratic governance? Under what conditions do information systems
foster citizen trust and encourage participation?

Previous studies on digital government offer important insights on the impact of ICT-
enabled public governance tools for government openness, public service efficiency and
user-friendliness, and for citizen political participation and societal mobilization [22, 43,
45, 52, 55]. But the literature still lacks a systematic conceptual framework mapping and
assessing the role of distinctive IS instruments in democratic problem-solving and spec-
ifying functional relationships between specific technology and particular democratic
outcomes. Our work aims to contribute to filling this analytical gap.

We propose to identify and pair distinctive problems of democratic governance with
specific information technologies that are designed to address them. We claim that the
effort to develop a paired conceptual framework tying Information Systems´ solutions
with democratic problems will be useful and necessary to obtain a better understanding
of the constituent elements of democracy in the digital age and to examine the factors
that affect them. This will allow to improve proactive contingency planning and to design
and develop more effective and efficient IT solutions, in order to target resilient domains
of democratic underperformance.

Thus, we expect that our findings will encourage theory development in the field of
democracy and governance and at the same timewill contribute to improving technology

1 See http://www.oecd.org/gov/digital-government/; http://www.oecd.org/gov/digital-govern
ment/digital-government-publications.htm; https://publicadministration.un.org/egovkb/en-us/
Reports/UN-E-Government-Survey-2018; https://ec.europa.eu/digital-single-market/en/public-
services-egovernment; https://ec.europa.eu/information_society/newsroom/image/document/
2018-47/egovernment_benchmark_2018_background_report_F21FA84B-0254-F4DB-7B2
FC4567D4AA925_55487.pdf.

http://www.oecd.org/gov/digital-government/
http://www.oecd.org/gov/digital-government/digital-government-publications.htm
https://publicadministration.un.org/egovkb/en-us/Reports/UN-E-Government-Survey-2018
https://ec.europa.eu/digital-single-market/en/public-services-egovernment
https://ec.europa.eu/information_society/newsroom/image/document/2018-47/egovernment_benchmark_2018_background_report_F21FA84B-0254-F4DB-7B2FC4567D4AA925_55487.pdf
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solutions and policy choices. On the other hand, we do not intend to be exhaustive in our
mapping endeavour. Alas, this would not be possible under the space constraints of a
journal article. Thus, the study aims to offer a preliminary probe on the innovative use of
design research methodology to deploy conceptual artefacts that aim to operationalize
interdisciplinary work integrating political philosophy and information research.

The study will be structured as follows. The next section will outline the research
approach and propose the methodological claims on the use of DSR iteration for our
line of investigation. In Sect. 3 we will offer a condensed review of critical thought
on democracy and of the relatively recent literature on ICT and governance. Drawing
from core premises of this literature, we will develop conceptual constructs identifying
categories of problems in democracy and labelling IT tools, respectively in Sects. 3.1.
and 3.2. We will pair those constructs in Sect. 3.3 and display the paired artefacts in
Table 2. Section 4 will analyse the conceptual artefacts against the results of structured
interviews with a set of experts. The study will conclude with a summary of major
findings and contributions.

2 Research Approach

The research proposed here aims to develop an innovative conceptual framework that
draws from findings from two disciplines that are not easily integrated methodologi-
cally, namely information systems research and democracy studies. We establish the
claim that the Design Science Research (DSR) approach is ideal to pursue our inter-
disciplinary research effort. As defined in the Information Systems literature, the DSR
approach combines the construction andanalysis of innovative artefacts in view to expand
knowledge on specific problem-solving [3, 4, 39, 85].

The DSR method establishes a sequential research trajectory, beginning with the
identification of a problem, followed by conceptualization and development of a
problem-solving artefact, and moving to assessment and refinement of the latter. The
goal is to expand knowledge of a specific problem domain via an iteration process that
begins, like other research methods, with a research question, and then proceeds with its
characteristic trajectory of construction, evaluation, and re-dressing of design artefacts.
The problem-solving artefact developed in the DSR process may not necessarily be a
product. Rather, it may consist of an innovative method, technique, and/or conceptual
framework [85].

In this study, the artefacts belong to the latter category: we develop conceptual pairs,
with each pair identifying a problem of democratic governance and the identifiable con-
tributions for that given problem of a specific design information system technology
or platform tool. The goal is to expand knowledge on the role of IS in democracy.
Mapping sets of constructs and developing analytical propositions and functional links
in this complex setting involves diverse analytical domains and is a challenging sci-
entific endeavour. The paired conceptual framework that will embody the output of the
research will bring significant analytical import for the two fields of research and expand
knowledge on design solutions both to long-standing and novel problems of democracy.

In adapting the DSR sequence to the tasks and goals of our research, we began
our study with a comprehensive analysis of the literature that provides the analytical
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Table 1. List and occupational categories of interviewees

Profile Level of education Current profession Year of experience in
E-government

Academic Practice

Expert advisor of the
special secretary of
e-government in Greece

PhD Academic – Professor
assistance

7 3

Responsible for IS at a
municipality.
E-government services

PhD student Software engineer
e-government

20

E-government Consulate Master Sells director
specialized in
e-government segment

18

President of the
Portuguese Association
for the Development of
the Information Society
and eGov development

PhD student Consulting partner for
e-government

43

Former Director General
of the DG Informatic

PhD International
consultants and
E-government

40

Researcher for
e-government
integrability

PhD Researcher
e-governance.

8

Senior Researcher and
Project Manager at the
Information Systems
Laboratory of the same
department, working on
European and National
funded research and
pilot application projects

PhD Project manager for
e-government
integrability

7

Works for the Greek
Parliament

Master IS and E-government 14

Works for the Greek
Parliament

Master Computer Analyst 30

and conceptual framework for developing the paired constructs, namely classic and
contemporary readings on democracy and the recent literature on ICT-enabled gover-
nance. From this literature, we deduced conceptual categories of democratic problems
and identified information systems instruments targeting problem-solving in those cat-
egories. The combined analysis resulted in the development of a paired conceptual
framework (see Table 2 below). The initial framework was then assessed and refined
through observations gained from structured interviews with nine experts (Table 1).
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3 A Critical Review of Democracy and ICT

3.1 The Resilient Problems of Democracy: Procedural Challenges
and Contradictory Goals

Critical thought on democracy goes as far back as Classical Antiquity. In the long line of
political philosophers’ reasoning on democracy, one finds a common set of challenges
persisting across time, political regimes, technological innovation, and cultural diver-
sity. The enduring problems are largely associated with the great paradox of collective
action, itself related to a procedural conundrum: historically, the processes that aggregate
individual will and steer the implementation of collective policy have been inherently
imperfect, subject to interference andmanipulation by narrow interests, and culminate in
outcomes that are inconsistent with the ideal democratic principles of freedom, equality,
fairness, and accountability in political representation. Recent indicators on electoral
participation and political polarization point to significant citizen dissatisfaction with
democratic governance and with party politics and suggest that long-lasting problems
remain unresolved [36, 61]. The gap between the functional incapacities of democratic
institutions and the demands and expectations of citizens has been demonstrated by high
levels of abstention and dissatisfaction with the political system [89].

Contemporary critiques of democracy argue that there is a resilient inequality prob-
lem in democratic governance. Political institutions have lost trust and legitimacy among
their citizens [30]. As argued by scholars, the “one person, one vote” principle of demo-
cratic political representation implies that individuals shouldhave equal say and influence
over decisions that affect their interests [36]. However, as studies on democracy point
out, distribution of influence is unbalanced: not all voices are heard and not all individ-
uals have equal access to governance, even in mature political systems. Furthermore,
political theorists claim that the combination of the principle “one person, one vote” with
the procedural rule of the majority often culminates in an unwanted outcome, namely
in a “tyranny of the majority” which leaves minorities unprotected [29] John Adams [2]
and John Stuart Mill [48].

Scholars also point to the inherent contradictions of the principal-agent model in
a representative democracy. Citizens elect representatives in the expectation that the
latter will espouse their interests [88]. However, along the electoral cycle, the elected
representatives have the freedom to act according to their judgment and their decisions
may not be aligned with the will of those who elected them. In other words, there is a
misalignment between the interests of the mass of electors and the few representatives
who determine public policy outcomes. Ultimately, this contributes to dissatisfaction and
people not participating, since most representatives are selected or self-selected from
elites with economic power and market influence [21, 45, 53, 69, 88, 89].

Some studies also claim that the transient character of political representation may
produce unwanted outcomes in democratic representation too. Accordingly, electoral
cycles yield frequent government turnover and the latter induces policy instability,
which plays a part in citizen dissatisfaction [19, 37, 71]. Furthermore, the electoral
cycle creates incentives for politicians to sponsor interests that will support reselection.
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Corruption may emerge as a result, especially in less developed political systems, under-
mining effective legal systems and the protection of human and civil rights [36, 60, 71,
83]. Corruption breaks the relationship between the collective decision-making process
and people’s powers to influence the decision-making process, damages the culture of
democracy and as a result generates inefficient public services. All this discomfort leads
to a lack of participation and security with ineffective and inefficient governments, citi-
zens are judging and criticizing the inefficiency of all democratic process including the
bureaucratic processes [25, 30].

External factors are also pointed out as determinant of inequality in access to policy
and political representation [88]. As argued by some scholars, global economic com-
petition, itself an outcome of dramatic advances in communication throughout the past
century, creates obstacles to fairness and equality in contemporary democracies, erod-
ing trust and creates suspicion. Democracy is harmed and corruption of this sort cuts
representative connections. Accordingly, multinational economic interests and global
competition hold great sway over governments. More concretely, they can manipulate
electoral processes and to impose a policy that undermines social rights and accentuates
social, political and economic inequalities [18, 25, 88]. Other more recent outcomes of
globalization, namely mass immigration and terrorism seem to have intensified citizen
dissatisfaction with the social costs of unfettered market pressures. Political polarization
and radical political parties and movements are the ensuing outcomes [19, 37, 71].

Studies have also pointed out the role of subjective factors in challenging democracy.
In his classic writings, Dahl argued that a significant percentage of citizens are not able
to participate in governance in a competent or meaningful way because they do not have
the necessary experience, education or knowledge [19, 71]. Lipset’s classic essay on
democracy also suggested that education is a key factor for a democracy to emerge [9]2.
More generally, scholars have argued that citizen lack of information allows politicians
to manipulate electors; furthermore, the lack of adequate information undermines policy
[14, 16, 18, 19, 36, 88].

From these analytical premises, we establish the following conceptual constructs on
the core problems of contemporary democracy:

• Globalization and unfettered market forces
• Influence of powerful economic interests
• Problems of fairness and lack of transparency
• Lack of education of citizens and representatives
• Inefficient processes
• The tyranny of the majority, which does not protect minorities and human rights
• Unequal distribution of influence, not all voices are being heard, there is no equality
in access to policy-making

• Lack of participation in the political system
• Imperfect representation of social groups.

2 Other authors, however, argue that education alone is not a sufficient condition to maintain
democracy [13].
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3.2 The Functional Ties Between Information Systems and Democracy

Studies on the relationship between information technology and politics suggest that the
use of information systems and platforms in public governance and democratic prac-
tice contributes to adjust long-standing problems and imperfections of political systems,
namely issues of accountability and participation, which culminate in low levels of trust.
Allows governments to serve citizens in a more effective, timely, and cost-efficient way
[28]. The general assumption is that, as amedium for human communication and expres-
sion, information systems have escalated knowledge sharing, have addressed resilient
communication gaps between public administrations and citizens, and have facilitated
public service delivery as well as citizen participation in policy [43, 45, 52].

Mark E. Warren argued in more than one paper that modern technologies and IS are
the solution to more than one pathology of democracy, such as corruption, trust, security,
and inefficient public services, and that the new technologies promise the power to expose
those pathologies [25]. Information systems can be used to create different forms of par-
ticipation in the decision-making process, including those who have little voice within
electoral politics, structuring deliberation and working across and beyond jurisdictions.
Information systems can enable collaborative research and form the basis for improving
democratic inclusion, civic engagement, and effective public problem-solving. Infor-
mation systems can enhance equality and/or inclusion in political processes, tries to
improve public services and enhance public accountability [30].

More concretely, the widespread use of information systems and recent platform
technology allow citizen access at any time to up-to-date information and knowledge
on political and public issues, sustain public debate beyond geographical and time dis-
continuities, and expedite interaction with public authorities, including collaboration
on resolving local issues. In other words, the use of information technology in gover-
nance has dramatically lowered the transaction costs of political communication and has
vastly expanded the scale and scope of citizen engagement and opportunities for input
in policy implementation. Therefore, scholars agree that information systems contribute
to enhancing the core components of collaborative political participation, empowering
individuals, and ultimately, advancing the common good [8, 10, 12, 51, 56, 58, 74, 81].
The literature suggests a set of functional ties between specific technologies and demo-
cratic outcomes. For a start, information systems operate at the very core of democratic
procedures, namely by allowing citizen electronic participation in elections, polls, and
referenda. [87] Information systems also provide electronic access to government ser-
vices and information, such as electronic filing of taxes and direct deposit of government
checks [6, 7, 10, 72, 86].

Moreover, the lowcost andwidespreaduse of information technology and the internet
have transformed the scale of deliberative democracy: millions of voices and point of
views can be shared across the world instantly and such fast and global exchange of
ideas supports civil society and freedom of speech, inducing pressure on governments to
become more transparent and fairer [33, 46, 47, 54, 56, 76, 78]. According to Hilbert´s
study on thematuring character of e-democracy, theWeb2.0 and socialmedia technology
have spurred outright revolutionary transformation in democracy practice, suggesting it
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is possible to overcome the traditional problem of the size of participation in democratic
processes [41]3.

Other scholars highlight the role of social media in enabling intense and sustained
collaboration between citizens and governments, thus enhancing public policy and social
innovation [59, 90]. And existing studies also suggest that information systems have been
used to increase young people political knowledge, and awareness of processes of public
choice. For example, the Highland Youth Voice in Scotland allows individuals between
the age of 14 and 18 to participate in the decision-making process via websites and
online fora. The goal is to involve teenagers in expressing needs and opinions via online
political debate and to try out e-democratic models for online-voting [5, 17, 40]4.

Drawing from these insights, we will next label a set of IT tools and explore their
respective functional role of problem-solving in contemporary democracy.

3.3 Developing Paired Conceptual Artefacts

Web 2.0 is the evolution of content platforms to focus on user-generated content, such as
forums, discussion boards, social networks, wikis, collaborative platforms, knowledge
sharing tools, blogs, micro-blogging, and participative budgeting platforms [57, 63, 65,
79]. It can be used to solve the problems of (see Table 2):

Table 2. Conceptual framework

a) Not being fair: Tools provided by theweb 2.0 promote the participation of individuals
willing to contribute with their ideas in the democratic processes [30, 35].

3 One should note that Hilbert also highlights the problematic aspect of the unstructured character
of data in social media, which, in his view, can be overcome by new technologies, such as big
data analytics.

4 One should note that scholars have expressed preoccupations with the manipulation of youth
participation in politics resulting from insufficient experience and knowledge [5, 17].
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b) The problem of transparency: Tools provided by the web 2.0 allow greater trans-
parency over how a consensus is reached, as contributions can be archived and
remain accessible to examination. Especially useful for facilitating access to public
records and information. Improve public services quality [30, 35].

c) The imperfection of the representative political system: Tools provided by the web
2.0 facilitate and expand the participation of interested parties. It is possible to mea-
sure the inclusiveness of political representation accounting for how many people
participate in discussions [30, 35].

d) Lack of participation: Forums, discussion boards, social networks, wikis, collabo-
rative platforms, knowledge sharing tools, blogs, micro-blogging, and participative
budgeting platforms expand access to policy-making and increase collaboration
between citizens and the public. Policy-makers can use web 2.0 to gather informa-
tion about what people need and about public opinion. These tools enhance open
source government and inclusive decision-making [30, 35].

e) Lack of education: Not all participants have the same level of education and under-
standing of issues. Easy access to prolific information sources allows citizens to
increase knowledge about important policy issues [30, 35].

Internet of things/Ubiquitous Computing, such as automaticmeters that support bidi-
rectional communications to allow for accurate billing of utilities such as gas, electricity,
and water [20]. This can be used to solve the following problems (see Table 2):

a) The problem of transparency: The heavy use of these tools will generate a big
volume of records that can be used to audit existing bureaucratic processes and
communications, resulting in more transparent processes [30].

b) Inefficient government services: IoT-enabled dynamic capabilities that can empower
digital transformation and unlock the potentials of digital government into smart
government and developed policies and services of public interest and public value
[15, 35].

Electronic voting has been considered an inevitable development that simplifies and
reduces the cost of, and speeds up processes around, elections. It also can improve the
integrity of elections and can reduce the errors of the election process [1]. Scholars argue
it increases the engagement and turnout of citizens and contributes to restoring relation-
ships between citizens and political institutions [11]. E-voting systems are engineered
for the specific purpose of voting and are not used online, while I-voting systems allow
a voter to vote from any computer connected to the internet, even from their homes,
through an online voting platform [68]. It can be used to solve the following problems
(see Table 2):

a) Not being fair: Using electronic and internet voting, it is possible to provide a
platform where all interested parties can express their views [1].

b) The problem of transparency: Using a voting platform, it is possible to have an
auditable record of who voted and in whom, resulting in added transparency in the
decision-making process [1, 25].
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c) The imperfection of the representative political system: As all parties can cast their
votes one can assume that all interested parties are adequately represented.Moreover,
it allows the government to survey the general opinion of the population in a fast
and efficient way at any time [41].

d) Lack of participation: An electronic voting system increases participation because
citizens can vote from everywhere, even from their homes via a user-friendly
environment implemented in cloud computing services [91].

Artificial Intelligence is the use of algorithms to obtain deeper insights into various
subjects. Through the analysis of massive amounts of data, it is possible to infer useful
information about trends and preferences [62, 70]. It can be used to solve the following
problems (see Table 2):

a) Not being fair: If implemented correctly, artificial intelligence is not biased and
not subject to corruption. Decisions are based only on the data provided. The data-
driven decision-making process should allow for more effective and efficient, and
fairer decisions [67].

b) The problem of transparency: Artificial intelligence will apply the set of defined
rules consistently. Any decision can be traced back to the set of rules; all decisions
should be able to be replicated assuming the same data and the same set of rules are
used. If the rules are published, any citizen can understand why a certain decision
was made. This provides a fully transparent decision-making process [30, 67].

c) Inefficient government services: Artificial intelligence is orders of magnitude faster
than humans in analysing and applying a set of rules to reach a decision. This could
provide nearly instantaneous decisions [67, 75].

Systems Integration/Inter-Operability, such as web services and data standards
provide common sets of technologies that allow different information systems to
transfer information between themselves using a standardized data format. Systems
Integration/Inter-Operability can be used to solve the following problems [30] (see
Table 2):

a) The problem of transparency: The ability of the various system to work together
requires the use of common data formats. Common data formats allow citizens and
data scientists to independently analyse data and reach their conclusions. The ability
to independently replicate results or analyses data is a fundamental requirement to
implement transparent systems [30].

b) Inefficient government services: Public administration services have traditionally
not talked to each other and required citizens to retrieve paper records from other
services. This is highly inefficient and time-consuming. Systems integration makes
it possible to connect information systems of different governmental services so that
they exchange information and provide citizens with a more efficient service. Most
bureaucratic procedures can be automated using online platforms, thus allowing easy
and quick access to governmental services. The use of national identity cards that
include a digital certificate allows authenticating the citizen using a state-managed
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public key infrastructure. Once all citizens have digital certificates it becomes pos-
sible to benefit from advances in cryptography that allow for legally binding digital
signatures and the dematerialization of most bureaucratic processes, as is the case
in Estonia [24, 26, 30, 75].

Distribution of Information is the flow of data through the internet. It can be used to
solve the following problems [30] (see Table 2):

a) Not being fair: Various tools for the distribution of information allow people to
be informed about important policy issues, therefore improving fairness in access.
Technologies such as RSS feeds allow the user to subscribe to sites and get a feed
of content updates. An example is Ushahidi which is being developed by Ushahidi
Inc in Nairobi, Africa. It is an application that allows users to upload real-time data,
respond to issues, election monitoring, and crisis response [30, 84].

b) The problem of transparency: Tools that distribute information contribute to make
decision processes more transparent and expand the number of people who have
access to knowledge. Emails lists, mobile computing and P2P networks, such as
the open data services cooperative developed by Tim Davies and his team in the
UK help people publish and use open data to support activities that promote social
impact [30, 73, 80].

c) The imperfection of the representative political system: As information about pro-
cesses gets distributed, more people become aware of processes that affect their
interests. Portals, websites, and knowledge sharing tools allow users and organiza-
tions to publish and share information. Most modern governments make use of this
kind of portals [24, 30, 66].

d) Inefficient government services: By leveraging tools for the distribution of informa-
tion it is possible to keep governmental employees aware of important information
that they require to be more efficient at their job. Moreover, obtaining feedback is
important to improve efficiency in governmental services. Blockchain can be used
for all kinds of public services such as health and welfare payments without the need
for central validation or human intervention. For example, the Dutch Government
is exploring blockchain in several pilot projects, such as digital identity, income
tax, autonomous vehicles, logistics, and debt counselling [23]. This redistributes
power away from central decision-makers, makes service delivery more efficient,
and increases transparency [11, 30, 75, 77].

e) Lack of participation: Distribution of information expands the number of individuals
whoobtain knowledge onprocesses that directly affect their interests. This stimulates
participation [30].

f) Lack of education: Distribution of information using tools stimulate knowledge
sharing [30].

Geography information systems applications take advantage of the recent develop-
ment and general availability of online maps with high-resolution imagery of the earth
to improve services provided by the state, such as land registry and other services where
geographical data is relevant [27, 42]. They can be used to solve the following problems
(see Table 2):
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a) The problem of transparency: The use of geographical information systems allows
people to visualize information. This intuitive way of looking at information makes
it easier to see incorrect information and interpret it. For example, catching tax
evaders by recognizing signs of wealth such as swimming pools. Another example
is visualizing voting patterns by reviewing how electoral districts voted at the polls
[31, 34].

b) Inefficient government services: The use of geographic information systems applica-
tions in government services allows information to be represented and displayed in a
more understandable format and can improve the quality of several public services.
For example, encouraging citizen involvement through web-based applications for
the redistricting process (Redistricting QGIS Plugin) [31, 34].

4 Expert Assessment of the Conceptual Artefacts

In assessing the conceptual framework proposed above, experts agreed that low lev-
els of political participation constitute a lasting and critical limitation of contemporary
democracy. As argued, citizens are largely disconnected from the decision-making pro-
cess, perceive government services as inefficient and ineffective and question the return
on their paid taxes. Questioned if any important problems of democracy were missing
from the above table, two of the nine experts mentioned the problem of accountabil-
ity. Another missing problem was the lack of trust, which, according to the experts,
aggravates the low levels of political participation, especially among young people.

All experts strongly agreed that information systems help to foster the elements of
democracy under examination. Furthermore, they argued that IS will be a necessary
venue in the future of practice and in problem-solving. However, interviewees pointed
out that, when assessing the role of IS in democracy, the risk of manipulation must be
considered. It is imperative to examine how and who is using information systems and
what the intentions are when using IS.

All experts agreed that the proposed categorization of information systems tech-
nologies is valid but pointed out open data as an important and missing element of the
conceptual framework. Accordingly, open data is a necessary condition to ensure the
fairness of political systems and government services, and essential to promote trans-
parency. One expert suggested that simulations technologies and chats bots for public
services should be added to the conceptual framework (see Table 3).

All experts except one agreed that web 2.0 and the sub-categories defined above play
a determining role in solving the examined problems of democracy. One expert claimed
that web 2.0 has also contributed to making problems worse, as revealed for example by
foreign interference in US elections. Experts also argued that social media technologies
have improved the possibilities of communicating within a community, but at the same
time have been misused.

According to the interviewees, crowdfunding platforms for e-government purposes
have been designed to make processes faster and easier, by matching relevant prob-
lemswith governmental funding. Furthermore, they have stimulated active participation.
Experts also noted that participative budgeting platforms are growing in city halls and,
more generally, a concept that is gaining momentum.
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On electronic voting, interviewees claimed that adoption has been slow because the
average voter is not fluent in the use of technology and the concept has not been ade-
quately marketed. Accordingly, electronic voting introduces strong challenges but also
great opportunities for government to increase participation by making people believe
their vote is important.

Most of the experts argue thatWeb 2.0 technologies can also contribute to solving the
problem of inefficient government services, by making public services less bureaucratic,
allowing citizens to report issues and allowing public services to incorporate feedback.

Experts pointed out that the Internet of things/Ubiquitous Computing and their sub-
categories can be used to automate several public services processes and information
dissemination processes aswell. In automating decisions bymeasuring everything every-
where, data becomes available for decision-making. As a result, interviewees claim,
transparency increases, the quality of services improves, and citizens deal with simpler
procedures.

According to interviewees, artificial intelligence capabilities will be fundamental in
solving problems of authentication, detecting fraud rapidly, measuring people sentiment
on what the government is doing, wants to do or has done. This will ensure the participa-
tion of citizens in governmental projects. Experts also claimed that systems integration
and inter-operability technologies constitute one of the most fundamental technologies
- together with AI and the distribution of information - in implementing e-government
solutions. Accordingly, one of the resilient challenges of e-government is to connect
different services within public administration and to connect the services with citi-
zens as well. Experts argued that the referred technologies can increase the efficiency
of government services with just one click. Ultimately, interviewees claimed, this will
also contribute to increase transparency and to make citizens see the value for money in
government services, therefore increasing participation.

According to experts, the distribution of information technologies will be at the core
of trust and security. All agreed that open data and blockchain concepts will change the
way citizens think, feel and behave in online processes and services. As stated, trans-
parency will be part of political culture, and fraud will decrease and be easier to detect.
This will improve trust in e-government services and increase political participation.

To conclude, experts argued that geographic information systems canmitigate demo-
cratic problems such as not being fair. Interviews claimed that, for example, building
systems that use ubiquity computing,mobile technologies, geographical information sys-
tems, and their interconnectivity, provide a workflow that follows the decision-making
process and enables citizens to participate. Such systems allow citizens to find informa-
tion about a specific point of interest as they pass by, and to receive data about related
public decisions. Citizens can vote on a topic related to a location or point of interest
and be part of the decision-making process. Furthermore, the applications can be used
for fraud detection, security, and fairness: for instance, the records of the ownership
of properties is fundamental for the ministry of agriculture. Police and the ministry of
health use them too.

Table 3 displays the revised conceptual framework and paired artefacts resulting
from the experts’ assessment of our original proposal.
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Table 3. Revised conceptual framework

5 Conclusion

Over the past decade, the spread of digital technologies and the use of social media as
channels for individual expression, political debate, and social mobilization has trans-
formed democratic practice and lowered the transaction costs of political participation.
In order to understand if, how and under what conditions these new technological tools
contribute to improving the historically resilient and unresolved problems of democracy,
we began our research by identifying a set of challenges of contemporary democracy.
Next, we examined specific applications of information systems that aim to address those
problems and developed the conceptual pairs between the constructs. We then tested the
resulting conceptual framework against an assessment by a set of experts.

The conceptual pairing of problems and information’s systems solutions suggests
that the combined adoption of artificial intelligence, systems integration, and blockchain
technologies will play a determining role in the capacitating public delivery of smart,
citizen-centric services, and will contribute to encouraging citizen trust and political
participation. In stimulating transparency and making fraud easier to detect, open data
is expected to transform the way citizens think, feel and behave while engaging in
online processes, ultimately fostering citizen confidence in participatory venues. Web
2.0 technologies, geography information systems and collaboration tools are expected
to stimulate information sharing and learning between public organizations that have
traditionally operated in silos, as well as between public administrations and citizens.

In analysing the functional relations between specific information technologies and
identifiable problems of democracy, the study aims to contribute to a better understanding
of how democracy and information systems work together. The preliminary findings of
the study aim open a methodological agenda that will help select effective combinations
of tools to address specific problems of democracy, as well as design public policies
that stimulate and coordinate the intervention of technology in society and politics.
Theoretically, the study also offers contributions on howdemocracy is expected to evolve
in the digital era.
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Annex 1

(See Table 4).

Table 4. Conceptual framework

Annex 2

(See Table 5).

Table 5. Revised conceptual framework (more details Annex 2)
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Abstract. Royal Oman Police (ROP) began its virtual engagement with the cit-
izens by enforcing its presence in social media such as Facebook and Twitter.
The purpose of this paper is to explore the type of information shared through
Facebook by the Royal Oman Police and analyse the extent of citizen engagement
through the ROPs Facebook page. This study collected data from 1st January 2019
to 11th June 2019 from the ROPs Facebook account and supported through con-
tent analysis and statistical tests. The findings reflect that ROP had posts under 18
categories and the highest number of posts were on safety advice for the citizens,
followed by the awareness sessions organized for schools, universities and other
institutions. The citizens interacted virtually on the Facebook page by demonstrat-
ing likes, shares, and comments for the posts. This study contributes to providing
detailed insights on the type of information exchanged between ROP and citizens.
The results of this study can be used for developing strategies in increasing citizen
engagement as part of Oman’s development plan of building smart cities.

Keywords: e-participation · Social media · Facebook · Police

1 Introduction

Law enforcement agencies have adopted social media strategies for expanding their
scope of communication and benefiting from the breadth and depth of its influence [1].
Social media is a powerful tool that provides platforms for people to establish interact
and also provide information about the individual’s social life. Tang and Liu [2] clas-
sify the different forms of social media as blogs (Wordpress), forum (Epinions), media
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sharing (YouTube), microblogging (Twitter), social networking (Facebook), social news
(Reddit), social bookmarking (Diigo) and wikis (Wikipedia). Law enforcement agen-
cies are increasingly using social media to interact with communities and also collect
information required for criminal investigation.

Socialmedia is known for its fourmajor strengths that include collaboration, empow-
erment, participation and time [3]. Organisations and local governments have been
increasingly using Facebook sites for official purpose to reach out to customers as
they live online [4]. Police departments acknowledge the potential of social media and
are using it to enhance citizen input to police investigations, establish and strength its
image, use it as a tool to control crowds and crisis and encourage input in policy-making
processes [5].

Mergel [6] identifies four different social media strategies being adopted by the
government agencies which include: push, pull, network and tactic strategies. Under the
push strategy, the governments only broadcast information through the web content and
there is no interaction. The pull strategy demonstrates the government attracts citizens
to or users to provide information and usually limiting the level of interaction with them.
The networking strategy exhibits high interaction whereby the government actively or
passively participates in networking with the diverse constituencies. The final tactic
strategy encompasses government services with actual transactions being implemented
through social media applications. Thus, when government agencies choose to apply
a social media strategy it also needs to anticipate citizen’s social behavior and also be
proactive in adopting technological trends.

Sultanate of Oman has begun its smart government initiatives under the hegemony
of the Information Technology Authority. ‘Omanuna’ has been introduced as the official
Oman eGovernment Service Portal which maintains all the eParticipation platforms
for government agencies. It manages 64 social media accounts of various government
entities. In comparison to the Arab region and the world, Oman is ranked 2nd and
43rd respectively in the 2018 eParticipation index [7]. The ranking was a significant
improvement to the 2016 position where it stood at 33rd position in comparison to the
world reflecting that the government placed a special emphasis on the effective utilization
of eParticipation channels and establishing contact with the public.

Meijer and Thaens [5] point out that the police departments are distinct from the
other government operations. The police are in contact with all citizens and have diver-
sity in their communication. The use of social media has been extensively investigated
however very limited research exists that explores how police use social media and inter-
act with the public [8]. One of the noteworthy extant literature that explored the usage
of Facebook and Twitter by seven police departments in the USA suggested that the
contents of the information posted had an impact on how citizens interacted with them
[9]. Lieberman et al. [8] investigated Facebook posts of 23 largest US police depart-
ments over three months in 2010. The findings suggested that departments with a high
posting frequency sharedmore crime-related information whereas those with a low post-
ing frequency shared more public relations information. Another research investigated
Canadian police Twitter usage as a response to the 2011 Vancouver Stanley Cup riot
[10]. The Canadian police used media to garner citizen cooperation, gather evidence and
mediate communication for community involvement.



238 T. Dalwai et al.

There is a dearth of research that explores the social media content from the police
perspective. World over police departments are adopting social media strategies to con-
nect with the community, thus there needs to be a systematic evaluation on the extent and
purpose of why social media is being used by the police. To have a grasp on the poten-
tial of social media for the police department, this research specifically focuses on the
Facebook page of Royal Oman Police. The central research question that this research
investigates is: what type of information does the Royal Oman Police send through its
Facebook and what is the extent of citizen engagement through the Facebook page.

The article is structured into the following sections. Section 2 addresses and discusses
the literature review related to e-participation related studies for the government entities
and police department. Section 3 describes the research methodology adopted to investi-
gate the research question. This is followed by Sect. 4 that presents results and discussion
of the study. Finally, Sect. 5 is on the discussion, implications, and recommendations
related to the results of the research.

2 Literature Review

As the world is moving to a more internet-based environment where people are becom-
ing more connected, the law enforcement agencies in many of the countries have started
using social media as a powerful platform for interacting with communities and collect-
ing information for criminal investigations. Social media is used frequently by police
departments to interact with the public and to get and provide information. Social media
is helping the police departments to gather information for the effective deployment
of resources and existing practices. The police agencies can get a feel of community
sentiment about their policies, procedures, and practices. Good police-community rela-
tions are vital for developing trust between citizens and police. The use of various social
media helps the police departments to build community ties which in turn improves the
people’s trust in police.

A study was carried out by Dai et al. [9] to systematically examine and analyze the
varieties in the use of social media by traditional American local police departments and
their interactions with citizens. The study collected data between October 1, 2013 and
March 31, 2014 from Facebook and Twitter accounts of seven city police departments
in the area of Virginia in the USA. Content analysis and text mining were used to
identify the patterns of social media posts by police departments, and then statistically
analyzed citizen interactions on social media with the police. The authors have applied a
commonlyused automated text analysis approach to analyze textual contents inFacebook
and Twitter posts [11]. The authors also observed that during the six-months of study
there were a total of 1,293 posts and tweets on Facebook and Twitter for the seven
agencies under observation and every agency had at least one post on Facebook or
Twitter a day. The study used a number of Facebook likes and Twitter followers as
indicators of community interaction with the police agencies. The findings of the study
proved that there was a lot of variation in the way citizens interact with police on
social media. It was observed that people on Facebook did more on networking as they
visited the Facebook page of police agencies to like posts about the agency and police
officers and provided some comments. However, people on Twitter tried to get access to
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information they like from the police Twitter sites such as general information required
for everyday life, weather updates etc. The study finding had important implications
for the police agencies to attract more citizen interaction for effective functioning. It
was observed in the study that the contents of information play an important role in
citizen engagement and interaction. The authors had recommended police agencies to
adopt a problem-solving approach and analyze which category of information on their
social media would likely to promote citizen interactions. The authors have suggested
future research on how the citizen interchanges viewwith the police departments through
social media will give more insight into the understanding of people’s expectations and
perceptions on policing.

Recently, the use of social media by governmental agencies has been considerably
increased. For example, Mossberger et al. [12] state that 92.4% of local governments
in USA has a Facebook page and 87% of the municipalities in the USA were active on
Facebook by 2011. A study conducted by Bonson et al. in 2015 shows that all German
local governments have a Facebook page [13]. The study by Ellison and Hardy in 2014
shows that themajority of local governments inUKuses Facebook andTwitter to interact
with people [14]. Bertot et al. state that the use of social media by governments began
as a way to improve transparency and openness and also highlighted collaboration,
participation, empowerment and time as major potential strengths of social media [15].

Bellstrom et al. [16] conducted a study to identify the type of information exchange
that happens between a local government and its citizens using socialmedia. The research
involved a qualitative single case study of the Facebook page of theKarlstadmunicipality
in Sweden. The authors have used content analysis on Facebook data collected between
May 2015 and July 2015 to find out different categories that determine the analysis. The
frequency of content category proves that the municipality has used the Facebook page
to promote different happenings in the municipality while the page users were asking
questions to the municipality. The research involved analyzes of the type of information
disseminated through the Facebook page of local government, the type of information
received through the Facebook page of local government and the relation between the
type of information communicated on Facebook page and the engagement between the
government and citizen. The authors have suggested further study onmotivational factors
of posting comments and community engagement.

Al-Aufi et al. [17] examined the perceptions of Omani citizens towards the use of
the government’s social media for participatory and interactive relationships. Mainly the
study investigated and explained the views of social media users on the transparency,
engagement, responsiveness, and trust about the use of social media by the Omani
Government. The study found that even though the citizens are increasingly accessing
the governmental social media, governmental departments are not utilizing social media
effectively and failed to engage citizens to design and deliver more collaborative and
efficient services. The major emphasis of the study was to strategically frame the use of
participatory social media by the governmental departments for interactive governance.

According to Warren et al. [18], the governmental departments have been obliged to
listen and engage with citizens as the citizens are empowered by the use of social media.
The study states that governments are now expected to regulate and professionalize their
engagement with citizens through social media platforms.
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Gohar Feroz et al. [19] exploredTwitter usage byKorea’s central government by clas-
sifying Twitter-based networking strategies into G2C and G2G which are Government
to Citizen and Government to Government respectively [10]. The authors investigated
the nature of networking and social media interaction strategies of the Korean govern-
ment by analyzing the tweets of 32ministries. The results found that Korean government
institutions have made extensive use of Twitter in their daily interactions with the public,
but their networking strategies did not necessarily motivate the public to participate in
their social media activities. The research findings indicated that the ministries focused
more on addressing the needs of the citizens rather than an increase in the number of
followers.

Police departments in many countries have started using social media sites widely as
the main method of communication with people. Liberman et al. [8] performed a study
on Facebookmessages posed by 23 police departments inUSAover a threemonth period
during 2010. The researchers used content analysis and the result finding indicates that
the content pattern was related to the frequency of department’s Facebook postings
to some extent. Crime-related messages were posted by the police departments who
have used Facebook more frequently and the departments who have used Facebook less
frequently have posted mostly public relations messages. The researchers also analysed
the policy implications of these trends in posting messages.

A study conducted by Sadulski [20] states that Twitter and Facebook are frequently
used by police departments to inform the public about crime incidents. The study also
informs that police department and other law enforcement agencies can improve com-
munity trust through transparency in communication with citizens. The police depart-
ments use Facebook and or Twitter for informing the public about progress in case
investigations.

According to the Law Enforcement Use of Social Media Survey, Law Enforcement
Agencies use social media for a wide variety of purposes [21]. The survey results show
that 91% of enforcement agencies use social media for notifying the people about safety
concerns, 89% use social media for community outreach and engagement with citizens
and 86% use social media for public relations and managing reputation.

Unlike the developed countries, those have utilized the advantage of social media in
increasing the trust and transparency of governments, the governments in Arab countries
use social media mainly for news broadcasting and updating information [22].

As per the reported information from the Omani National Center for Statistics and
Information [23], almost 50% of the public uses social media regularly in Oman. The
report also states that people with Higher Educational Qualifications use social media
more frequently than people with lower education levels. According to the report, even
though the Information Technology Authority (ITA), Oman has been promoting e-
government and e-services through “Digital Oman Strategy”, the use of social media by
Omani Governmental departments remains unregulated.
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3 Research Methodology

This study uses the case study approach [16, 24] that involves content analysis of
the Facebook usage of the Royal Oman Police (ROP), Sultanate of Oman. This app-
roach is suitable as it explores the understanding of a complex and contemporary social
phenomena.

3.1 Data Collection and Coding

This study uses the manual data collection of Facebook content. A web content analysis
is used to explore the Facebook posts for the period 1st January 2019 to 11th June 2019.
This period is chosen to investigate the communication by the ROP during the year that
includes the month of Ramadan. During the holy month of Ramadan, Muslims abstain
from eating and drinking from dusk till dawn. Sultanate of Oman is one of the Arab
countries that has mandated reduced working hours for certain categories of employees
[25]. The period of study makes it unique as the activities are different for the citizens,
residents, and tourists in comparison to other times of the year.

The steps observed for investigating the posts are illustrated as follows:

1. Identification of the official Facebook page of ROP;
2. The capture of the Facebook posts in the period 1st January to 11th June 2019;
3. Codes being assigned to the posts based on the content and media type
4. Exploration of the engagement rate of the posts
5. Analysis of the post types, purpose and engagement rate

In line with the prior literature, Netvizz service is being used to collect data from the
Facebook page [16, 26, 27]. Netvizz is a Facebook application that can archive the page
activity by delimiting it based on the number of posts or a time interval. This research
uses the latter approach to cover the specified timeframe as identified above. The page
consisted of 43 posts by the ROP, 37 comments and 738 reactions. The data was collected
on 13th June 2019.

The research followed the approach advised by Miles and Huberman [28] to use a
‘first list’ of codes generated by the extant literature [9]. The first list of codes is used
before reading the actual data and is modified and expanded based on content analysis.
The coding took place using seventeen classifications that included: crime information,
lawenforcement, asking for tips, crimeprevention, safety advice, community interaction,
community events, traffic updates, agency-related information, recruitment, other gov-
ernment services, information sharing, holiday greetings, non-police related, advertising
and road conditions.

The data coding and analysis were performed using three steps. Step 1 involved
coding by the first author using the first list of codes and any subsequent inductive mod-
ification. Step 2 involved coding by a second co-author and also two graduate students
not affiliated with the study to ensure the reliability of the coding process. Step 3 as
the final analysis led to clarification of category names. A Cohen’s Kappa inter-rater
reliability score of 80%was found for the co-author’s results for the categorization. This
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reflects a substantial agreement between the two coders and is also consistent with the
findings of Williams et al. [29].

The framework of Bonsón and Ratkai [30] was adopted to investigate the stake-
holder engagement on the ROP’s Facebook page. The framework is evaluated using
three metrics that reflect popularity (P), commitment (C) and virality (V). All three met-
rics are aggregated to calculate the overall engagement score. The metric components
are discussed in Table 1.

Table 1. Stakeholder engagement metrics for Facebook

Popularity (P)

P1 (Percentage of posts liked) Number of posts divided by total posts

P2 (Average number of likes per post) Total likes divided by total number of posts

P3 (Average number of likes per post per
1000 fans)

(P2 divided by number of fans) multiply with
1000

Commitment (C)

C1 (Percentage of posts commented) Number of posts commented divided by total
posts

C2 (Average of comments per post) Total comments dividend by total posts

C3 (Average number of comments per post
per 1000 fans)

(C2 divided by number of fans) multiply with
1000

Virality (V)

V1 (Percentage of posts shared) Number of posts shared divided by total posts

V2 (Average of shares per post) Total shares dividend by total posts

V3 (Average number of shares per post per
1000 fans)

(V2 divided by number of fans) multiply with
1000

Engagement (E)

E (Stakeholder engagement index) P3 + C3 + V3

Source: Bonsón and Ratkai [30]

4 Results and Discussion

4.1 Classification of ROP Facebook Posts

The findings of ROP Facebook posts collected from 1st January to 11th June 2019 are
presented in Table 2. The Facebook page has a total of 29,558 followers as of 11th

June 2019. A total of 185 posts are found in this period and based on content analysis
these were classified various categories. A total of eighteen categories were identified to
capture the information posted on the Facebook page. The highest number of posts were
made by the ROP under the safety advice category that accounts for 39%. This suggested
that ROP is using Facebook with a community orientation tactic and disseminate related



An Investigation of Citizen’s e-Participation 243

information. This is an interesting finding in comparison to the study by Williams et al.
[29] that suggested its two most common categories were traffic and accidents. Table 2
highlights that the secondmost important category of postswas related toROPawareness
sessions for schools which accounted for 14%. Also, a cumulative of 28% is assigned
to all awareness session categories (exhibition, other agency, schools and university)
that reflect that ROP is continuously involved with various sections of the community
to educate them.

The posts also actively gave information on law enforcement and agency-related
information. On average there were at least 34 posts per month which almost accounts
for one post per day. Consistent with the findings of prior studies, the ROP tended to
have no postings on information that was not related to the police unless it was to do
with safety advice which was driven on religious account [9].

The safety advice postswere highest during themonthofRamadan.Thepost included
a verse from the Quran that advocated safe driving practices. This strategy by the police
was being adopted to reduce the number of accidents in the month of Ramadan as fatigue
is attributed during fasting and it was one of the main reasons for fatal accidents. The
safety advice posts also advocated child safety belts, car maintenance checks, tips on
driving at night, avoiding phones while driving and tips on driving during rainfall.

Table 2. Classification of ROP Facebook posts

S. No. Categories Freq % S. No. Categories Freq %

1 Event related 10 5.41 10 Crime information 1 0.54

2 Exhibition
Awareness

1 0.54 11 Holiday greetings 1 0.54

3 Other agency
awareness

18 9.72 12 Information sharing 8 4.32

4 Schools
awareness

26 14.05 13 Law enforcement 12 6.49

5 University
Awareness

6 3.24 14 Non-police related 4 2.16

6 Advertising 3 1.62 15 Other government
services

1 0.54

7 Agency related
information

12 6.49 16 Road conditions 4 2.16

8 Bus driver
awareness

2 1.08 17 Safety advice 72 38.92

9 Competition 2 1.08 18 Traffic updates 2 1.08

The school, university and other institution awareness posts communicated the
awareness sessions conducted by the ROP to propagate traffic safety. Law enforcement
category posts included information on the penalties imposed for wrongly overtaking,
rash driving, speed limits, intentionally risking lives by crossing flooded valleys and
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allowable vehicle load. The agency-related information included information on their
work timings, holidays, participation in events and meetings. The ROP posts also cov-
ered diversions on the roads and traffic updates in various other categories however at a
lesser frequency.

Crime information category did not have many posts considering that it is one of the
first job priority of the ROP. The avoidance of posts on crime-related information may
be due to the sensitivity associated with it and a strategy to avoid creating a bad image.
It might also be a source of unrest and the possibility of creating fake news in the future.
This is consistent with the approach followed by the police in the USA on their social
media as reported in by Williams et al. [29].

4.2 Citizens Interaction on ROP Facebook

Social media is a ubiquitous tool that allows its users to interact with one another in the
virtual world. The ROPs Facebook page is also a tool for the agency to allow community
interactions related to their posts. A follower gets the opportunity to ‘like’ the posted
information, ‘share’ with other users or ‘comment’ on the posted information. Table 3
presents the citizen interaction on the ROP Facebook for the period 1st Jan to 11th June
2019.

The likes, shares and comments were classified for each of the eighteen categories.
There were a total of 2506 likes, 136 shares and 127 comments (refer Table 3). The safety
advice posts received the highest number of likes. This is also reflective of the fact that the
highest number of posts were for safety advice. The law enforcement category received
the next highest record of likes. This was followed by school awareness, agency related
information and other agency-related awareness information. The findings of this study
are partially consistent with Dai et al. [9] which also reported the highest number of
likes for agency-related information and law enforcement categories.

Table 3 reflects the highest number of shares were again for the safety advice fol-
lowed by the law enforcement categories. The remaining shares were negligible for
the posts. The posts also garnered comments which were in the order of safety advice,
law enforcement and crime information. In comparison to the number of followers, the
citizen engagement has not been too strong with the posts on the ROPs Facebook page.

The overall engagement levels of the citizens with the ROPs Facebook post is rep-
resented in Table 4. The average number of likes per post per 1000 fans (P3) score is
0.46 which reflects on weak popularity. The average number of comments per post per
1000 fans (C3) is 0.02 considering that very few comments were made in the period of
study whereas the average number of shares per post per 1000 fans (V3) was 0.02. The
overall engagement level was only at 0.51. This indicator is useful to motivate the ROP
in encouraging more citizen engagement.

4.3 Types of Facebook Posts

Table 5 presents the statistics on the type of posts found on ROP Facebook page. Photos
were used extensively for the posts and it accounted for a total of 96% of the 185 posts
found over the investigated period. Therewere only about six videos and two links posted
on Facebook.
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Table 3. Citizen interaction on ROP Facebook posts

S. No. Categories Likes Shares Comments

1 Event related 97 2 1

2 Exhibition Awareness 2 0 0

3 Other agency awareness 176 0 5

4 School awareness 223 6 4

5 University Awareness 76 2 0

6 advertising 102 1 9

7 agency related information 189 7 8

8 bus driver awareness 11 0 0

9 competition 16 5 0

10 crime information 53 0 14

11 holiday greetings 23 2 5

12 information sharing 119 2 5

13 law enforcement 300 25 24

14 non-police related 69 4 3

15 other government services 21 1 0

16 road conditions 73 2 6

17 safety advice 931 77 42

18 traffic updates 25 0 1

Total 2506 136 127

Table 4. Citizens engagement

P1 P2 P3 C1 C2 C3 V1 V2 V3 E

ROP Facebook post 1 13.54 0.46 0.10 0.69 0.02 0.17 0.73 0.02 0.51

Table 5. Types of ROP Facebook posts

Type Link Photo Video Total

Freq. 2 177 6 185

Percent 1.08 95.68 3.24 100
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5 Conclusion and Recommendations

This research contributes to the scarce literature on how police are using social media
strategies and interacting with the public. This study uses content analysis of ROP’s
Facebook page. The findings suggest that there are 18 categories under which Facebook
posts can be classified.

ROP is active in posting information daily by using more photos than links or videos
which is consistent with the recommendation offered by He et al [11]. The content
analysis reflects that the postswere heavy titled towards thewell-being of the community,
therefore, there was a high percentage of posts that advocated safety. The ROP has also
been active in community awareness programmes that catered to the schools, universities
and other organisations. Citizens engagement in terms of (likes, shares and comments)
was limited to the posts however in comparison to its followers the engagement is
considered weak. Currently, the ROP Facebook posts can be termed as a push strategy
as described by Mergel [6].

The practical implications of this research suggest that ROP can do better in improv-
ing its interaction with the community on social media. By reaching out to more people,
the messages on public safety can be more effective. In line with the recommendation
by Dai et al. [9], the ROP needs to adopt a more problem-solving approach to increase
community engagement.

This study has certain limitations. The research is restricted for a few months and
can be extended to cover a longer period. The investigation is limited to the Facebook
account only and needs to also consider other socialmedia such as ROPs Twitter account.
The use of social media by the ROP and other government agency are set to promote
Oman’s commitment to building smart cities and thus it requires that strategies are set
to encourage e-participation by the community.
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Abstract. The need of citizens engagement in modeling the vast
amount of services provided by governments has led to mechanisms where
people are seen as sensors. Development policies, processes, and aims are
evolving regarding urban planning in order to use citizens-generated data
as input in the intelligent systems. This data may be a rich source to
mine citizens’ current requirements, detect serious problems in a city and
determine what is urgent and what is not. Citizens as sensors is a new
paradigm that transforms the idea of efficiency implemented in a “smart
city” into the notion of resilience oriented to “cognitive cities”. In this
regard, a systematic literature review of how intelligent systems have
been employed towards modeling cognition in urban planning was con-
ducted. This work propose a classification on how intelligent systems are
being approached: Implementations in intelligent governance, big data
and analytic solutions, fuzzy methods, and application scenarios toward
cognitive urban planning. Moreover, this study details a comparison of
the approaches mentioned above in terms of technology targeted and/or
computing methods employed, as well as the advantages of the proposed
works and their limitations. The results of the present review revealed
that previous studies contributed with combined strategies that apply
soft computing methods, but the implementation of empirical valida-
tions has not been studied in depth.

Keywords: Cognitive cities · Urban planning · Collective intelligence ·
Big data · Fuzzy methods · Cognitive computing · Smart cities

1 Introduction

Knowledge and the learning process that emerge from people-to-people and
people-to-data interactions transform them and the social environment around.
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In information applications, this social and data-oriented phenomenon is known
as collective intelligence [49]. When collective intelligence serves as a baseline in
information sciences, generalizations may be inferred because the system learns
patterns from the behavior of the whole community. For example, the local
government of certain city might propose a specific Web-based recycling pro-
gram taking into account the ideas, participation and the particular conditions
of the community. Then, improving the functioning of the city is an effect of
self-empowering initiatives performed by heterogeneous social actors (and not
as an outcome of technology companies or business strategies) [9].

People engaging in community-based platforms may offer a collective under-
standing of the world around them, get involved in discussions and contribute
with solutions. Then, new forms of generation of knowledge are experienced.
The use of intelligent algorithms to solve complex problems is extended to vari-
ous domains. However, as cognition is recently considered in areas such as town
planning, territory organization and e-participation, the application of artificial
intelligence merged with collective intelligence strategies is hardly used to solve
the resilience challenges of cities. Generally, collective intelligence is applied in
scenarios where machines are deficient and are unable to perform a task [35].
The identification of how human factors and technology are approached together
may be relevant, guide systems design and give directions for future research.

Classifying, comparing, recognizing, and explaining the social environment
are cognitive factors that have proven to be useful in information systems. Then,
from this arises the idea of seeing “people as sensors” in E-Government and
E-Participation applications. This paper aims to survey and analyze existing
cognition-based systems to detail the opportunities for innovating and support-
ing the progress of cities. We adopt a systematic approach to analyze and aggre-
gate the outcomes of significant empirical studies in Urban Planning. Such stud-
ies may apply different methods and address various problems in the context of
cognitive urban planning. Thus, our objectives are:

– Presenting a systematic review and analysis of the different domains related
to the methods and strategies applied towards cognitive cities. We highlight
the advantages and limitations found;

– Analyzing the main challenges in the field of cognitive cities and addressing
them with options or solutions;

– Describing the key areas where future studies could change the cities while
improving their resilience.

The remainder of the paper is structured as follows: Sect. 2 classifies the
relevant articles in methods for cognitive urban management systematically.
Section 3 discusses cognition modeling mechanisms and categorizes them; Sect. 4
reflects the results and comparison of the reviewing strategies; finally, in Sect. 5,
we conclude the work done in this study.
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2 Systematic Literature Review

With regard to urban management, the concept “smart cities” leaves new urban
challenges out of reach. These challenges not only require improved efficiency,
but also demand approaches based on sustainability and resilience [18]. To better
understand how the problems related to Cognitive Urban Planning have been
addressed, this section describes a systematic literature review (SLR) of the
technological strategies applied in the domain. To provide an evidence-based
transparent study, we analyzed the methods, cases and experiences gained from
different research works. Then, to obtain a balanced and objective summary we
formulated a question, identified the relevant studies, evaluated their quality,
summarized the research evidence, and interpreted the findings [7]. We use a
repeatable methodology that supports the presented SLR where the different
experimental contexts may be assessed and the outcomes aggregated [3,6]. The
SLR selection procedure is presented in the following section.

2.1 Article Selection Process

The strategy performed to select the articles have four steps: i) Build the search
query from keywords; ii) Article selection based on the year of publication and
its language; iii) Article selection based on the reputation and validity of the
publisher; and iv) Article selection based on the content of its ‘Abstract’. The
first step consists of combining some keywords to formulate the search. The
use of logical operators may enhance the query. We established the relevant
words and noun phrases and employed them to create the query: “cognitive
cities” OR “cognitive city” urban plan citizens requirements information systems
data. This has been searched in Google Scholar which presented us with the
related academic articles ordered according to the ranking algorithms employed
by the Google search engines (a general explanation may be found in [4]). As
a result, the search system extracted 135 articles from books, chapters, master
and PhD thesis, journals, conferences, executive reports, working papers, notes
and workshop papers. In the step ii), to make sure that the most recent research
works are considered, the adopted strategy was oriented to remove the articles
published before 2010. Moreover, a quality criterion that we applied was to filter
out the articles that were written in a language other than English. After this,
we obtained a total of 105 papers. The step iii) was conducted with the aim
of choosing only high-quality articles for their further analysis. To do so, we
focused on the articles retrieved from journal publications, book chapters, and
conferences published by Springer, Elsevier, IEEE, and ACM. Journals that were
indexed in Scopus or listed in Scimago Journal Ranking were also included in
our study. Then, reports, working papers, books, and thesis, as well as invalid
journal/conference articles were excluded. The amount of the remaining articles
was of 53. In last step, the ‘Abstracts’ of the articles were studied by the authors.
If they contained a part of the keywords and were related to cognitive cities they
were considered as relevant to the subject matter. In this regard, 42 academic
articles were finally selected for their analysis.
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2.2 Articles Classification

To have an overview of the selected articles, we classify them considering the year
of publication and the publisher. The papers in our study were published in the
range of 2010–2019. Figure 1 presents a matrix with the number of articles found
per year and publisher. As it can be seen, before 2016 there was a small quantity
of papers related to the topic (10 articles that represent the 23.81%). Besides, in
2010 and 2013 no article was presented. In the last four years (2016–2019), the
interest in researching methods which involve cognitive and information systems
for urban planning has increased (32 out of 42); so much so that in the first
two months of 2019 there are already nine articles. In 2016, Springer stands out
among the publishers with eight articles. This result was expected given that in
this year the Springer book “Towards Cognitive Cities” [45] was released and
most of the chapters were chosen for our study. If we consider as categories the
publishers Elsevier, Springer, IEEE, and ACM, as well as the ‘Other’ (high-
quality) indexed journals, it is shown that 45.24% of the chosen articles were
published by Springer. This publisher commonly seems to lead the number of
publications over the time. Moreover, it should be noted that 26.19% of the
articles belong to the IEEE. Figure 2 shows that the majority of the articles are
book chapters (17 papers that represent the 40.48% of the total). The presence
of journal papers in our study is of 33.33% while the 26.19% belongs to the
conference papers. Most of the IEEE and ACM articles are conference papers.
On the other hand, only one journal article was extracted from Elsevier.

Fig. 1. Number of selected academic articles per year and publisher.
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Fig. 2. Number of selected academic articles per kind of paper.

Table 1. Classification of the articles according to categories

Category NumArticles Percentage (%) Articles in

Intelligent governance implementations 17 40.47 Table 2

Data-oriented problems 9 21.43 Table 3

Fuzzy models-based 9 21.43 Table 4

Application scenario solutions 7 16.67 Table 5

Based on the content of the articles, we classified them in four categories
depending on their adopted strategy:

1. Intelligent governance implementations. Articles whose concerns were related
to transformations in cities, theoretical contexts and the use of cognitive
computing.

2. Data-oriented problems. Articles that target (big) data processing, privacy
and visualization.

3. Fuzzy models-based. Articles that employed fuzzy theory as a main approach.
4. Application scenario solutions. Particular solutions to address a specific citi-

zen/location/service problem.

According to the presented categories, Table 1 details the number and the
corresponding percentage of the articles classified in each of them. Almost 41%
of the articles belong to the category ‘Intelligent governance implementations’
(Table 2). The categories ‘Data-oriented problems’ and ‘Fuzzy models-based’
have 9 articles each (Tables 3 and 4, respectively). Finally, only 7 papers were
fund as ‘Application scenario solutions’ (Table 5).
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Table 2. Articles whose strategy is based on intelligent governance implementations

Publisher Year Article and reference Journal/Conference /Book

name

IEEE 2019 A Conceptual Model for Intelligent

Urban Governance: Influencing

Energy Behaviour in Cognitive

Cities [34]

Designing Cognitive Cities

Springer 2019 Designing Cognitive Cities [50] Designing Cognitive Cities

Springer 2019 Possibilities for Linguistic

Summaries in Cognitive Cities [20]

Designing Cognitive Cities

Springer 2018 Advancing Cognitive Cities with the

Web of Things [14]

New Advances in the

Internet of Things

Taylor & Francis 2018 Intelligent or smart cities and

buildings: a critical exposition and a

way forward [19]

Intelligent Buildings

International

IEEE 2018 Smart Governance for Smart Cities

[47]

Proceedings of the IEEE

Taylor & Francis 2017 Computing Brains: Learning

Algorithms and Neurocomputation

in the Smart City [54]

Information,

Communication & Society

Springer 2016 Granular Computing as a Basis of

Human-Data Interaction: A

Cognitive Cities Use Case [53]

Granular Computing

Springer 2016 Maturity Model for Cognitive Cities

[52]

Towards Cognitive Cities

Springer 2016 From Smart to Cognitive: A

Roadmap for the Adoption of

Technology in Cities [40]

Towards Cognitive Cities

Springer 2016 Innovative Urban Governance: A

Game Oriented Approach to

Influencing Energy Behavior [33]

Towards Cognitive Cities

Springer 2016 Digital Personal Assistant for

Cognitive Cities: A Paper Prototype

[25]

Towards Cognitive Cities

Springer 2016 Towards the Improvement of Citizen

Communication Through

Computational Intelligence [44]

Towards Cognitive Cities

Inst Construction

& Architecture

2016 Stratigraphy of the Smart City

Concept [30]

Architektura &

Urbanizmus

IEEE 2012 Intelligent Governance of

Large-Scale Engineering Systems: A

Sub-Systemic Approach [10]

IEEE International

Systems Conference

SysCon 2012

IEEE 2011 Citizens as Sensors: The Cognitive

City Paradigm [38]

8th International

Conference Expo on

Emerging Technologies for

a Smarter World

Wiley Online

Library

2011 Informational Cities: Analysis and

Construction of Cities in The

Knowledge Society [48]

Journal of the American

Society for Information

Science and Technology
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Table 3. Articles that offer big data and analytics solutions

Publisher Year Article and reference Journal/Conference/Book

name

Springer 2019 The Role of Interpretable

Fuzzy Systems in Designing

Cognitive Cities [1]

Designing Cognitive Cities

Springer 2018 Using Geocoding and Topic

Extraction to Make Sense of

Comments on Social Network

Pages of Local Government

Agencies [31]

Electronic Government

IEEE 2018 Enabling cognitive smart cities

using big data and machine

learning: Approaches and

challenges [36]

IEEE Communications

Magazine

Springer 2017 Managing Urban Resilience

Stream Processing Platform

for Responsive Cities [28]

Informatik-Spektrum

ACM 2017 City Ranking Based on

Financial Flux Indicator

Clustering [2]

Proceedings of the 18th

Annual International

Conference on Digital

Government Research

Open Access Journal 2016 Data-Driven Participation:

Algorithms, Cities, Citizens,

and Corporate Control [51]

Urban Planning

Springer 2016 Cognitive Cities, Big Data and

Citizen Participation: The

Essentials of Privacy and

Security [8]

Towards Cognitive Cities

Springer 2015 Big Data and Analytics for

Government Innovation [37]

Big Data and Analytics:

Strategic and

Organizational Impacts

IEEE 2014 Visual Analysis of Public

Utility Service Problems in a

Metropolis [55]

IEEE Transactions on

Visualization and

Computer Graphics

3 Cognition Models in Urban Planning

The recent advancements in technology have made human experiences and abil-
ities to reason be considered as part of intelligent systems’ adapting processes.
For cities that evolve quickly -and are expected to be resilient- this means to
merge computing (automation) which provides a collaborative platform for dis-
covery with the responses, actions, data and feedback of human users [21]. One
of the seminal works on “Cognitive Cities” is the proposed by Novak (1997) [42].
His research provided the theoretical foundations to invent intelligent environ-
ments which people could interact with. Once our behavior is recognized, these
real or virtual environments would know our strengths, weaknesses and needs
and respond to us. Therefore, various strategies to provide these new environ-
ments (or resilient cities) with the abilities to perceive, retain, retrieve, repeat,
compare, transform and generate patterns may be developed. Next, we analyze
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Table 4. Articles whose strategy is based on fuzzy models

Publisher Year Article and reference Journal/Conference/Book
name

Springer 2019 Using Fuzzy Cognitive Maps to
Arouse Learning Processes in
Cities [15]

Designing Cognitive Cities

IEEE 2018 Fuzzy Reasoning in Cognitive
Cities: An Exploratory Work
on Fuzzy Analogical Reasoning
Using Fuzzy Cognitive Maps
[12]

2018 IEEE International
Conference on Fuzzy Systems

IEEE 2017 Striving for Semantic
Convergence with Fuzzy
Cognitive Maps and Graph
Databases [13]

2017 IEEE International
Conference on Fuzzy Systems

ACM 2016 Synchronizing Mind Maps with
Fuzzy Cognitive Maps for
Decision-Finding in Cognitive
Cities [17]

2017 Proceedings of the 9th
International Conference on
Theory and Practice of
Electronic Governance

IEEE 2016 Personal Digital Assistant 2.0
– A Software Prototype for
Cognitive Cities [22]

2016 IEEE International
Conference on Fuzzy Systems

IEEE 2015 Enhancing Multidirectional
Communication for Cognitive
Cities [23]

2015 Second International
Conference on eDemocracy
eGovernment (ICEDEG)

IEEE 2015 Fuzzy Knowledge
Representation in Cognitive
Cities [24]

2015 IEEE International
Conference on Fuzzy Systems

ACM 2014 Applying the Fuzzy Analytical
Hierarchy Process in Cognitive
Cities [27]

Proceedings of the 8th
International Conference on
Theory and Practice of
Electronic Governance

ACM 2014 Applying Fuzzy Ontologies to
Implement the Social Semantic
Web [46]

SIGWEB Newsl

the 42 selected articles according to the categories explained before with the
purpose of presenting an in-depth understanding. Additionally, we discuss the
employed approaches, advantages and limitations, as well as differences between
the articles.

3.1 Intelligent Governance Implementations

Intelligent governance allows cities’ authorities to innovate their services and
structures by embedding learning, memory creation and experience retrieval. In
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Table 5. Articles that provide application scenario solutions

Publisher Year Article and reference Journal/Conference/Book name

Springer 2019 A Dynamic Route Planning Prototype

for Cognitive Cities [26]

Designing Cognitive Cities

Springer 2019 Towards Cognitive Cities in the Energy

Domains [11]

Designing Cognitive Cities

Springer 2019 Extending Knowledge Graphs with

Subjective Influence Networks for

Personalized Fashion [5]

Designing Cognitive Cities

Elsevier 2019 A System View of Smart Mobility and

its Implications for Ghanaian Cities

[43]

Sustainable Cities and Society

Public Library of

Science

2017 How Green are the Streets? An

Analysis for Central Areas of Chinese

Cities Using Tencent Street View [32]

PloS one

Springer 2016 Cognitive Cities: An Application for

Nairobi [16]

Towards Cognitive Cities

SAGE Journals 2011 Spanish Cities in The Knowledge

Economy: Theoretical Debates and

Empirical Evidence [41]

European Urban and Regional

Studies

this regard, the introduced intelligence through information technology improves
urban governance constantly. Intelligent governance is one of the cognitive strate-
gies that includes human beings and other cognitive entities to implement tech-
niques that reconfigure cooperation capabilities and build a sustainable, respon-
sible individual/collective behavior [39]. In this section, we describe and summa-
rize the 17 articles that presented diverse intelligent governance implementations.
Finally, they are compared in Table 6.

The book “Designing Cognitive Cities” (2019) gathers the most current
research in the domain of cognitive urban governance. Three of these arti-
cles ([20,34,50]) address problems by proposing intelligent governance solutions.
For example, in [34], Maunsouri and Khansari study the impact and use of
ICTs (information and communication technologies) in urban planning regard-
ing the efficiency of cities’ energy systems. They present a government multi-
layered model where human-institutional, physical, and data factors are brought
together to improve sustainability. Tabacchi et al. focus on the design of cog-
nitive cities [50]. They present the approaches ‘Action Design Research’ and
‘Ontological Design’ to explain how their principles can be applied in urban
planning. Moreover, the authors summarize intelligent techniques that may be
useful in citizen communication in a cognitive city. To communicate with citi-
zens in comprehensible ways, in [20], the authors propose linguistic summaries
based on fuzzy logic. In other words, the extracted and processed city-related
data may be verbalize through linguistic summaries.

D’Onofrio et al. propose the use of the Web of Things (WoT) in cognitive
cities [14]. WoT is the IoT extended by using Web standards and the authors
present a comparison of the two technologies. Features like maintainability, pri-
vacy, programmability, security and standards are analyzed in both cases show-
ing that the WoT has some advantages over the IoT. In [19], the difference of
the meaning of ‘smart city’ and ‘intelligent city’ is established. In this article,
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the authors present a study of the related literature to motivate their research in
intelligent buildings design. Finally, they demonstrate that the two terms com-
plement each other and explain this with a cognitive city model. In the same
way, Razaghi and Finger detail a conceptual governance approach in [47]. They
offer insights about the combination of technology complex sociotechnical sys-
tems, systems theory, and governance literature for adaptation of city models.
Another conceptual research is presented in [54]. Its authors analyze the new
kinds of ‘brain/code/spaces’ where the environment is provided with brain-like
functions of learning and ‘human qualities’ of cognition.

In [53], Wilke and Portmann study the implementation and representation of
information granules for data legibility. Human-data interaction is the center of
their investigation as a means to support collective decision making in pervasive
computing environments. Terán et al., in [52], analyze the cognitive processes
for government decision-making as well. They propose a five-layer eGovernment
framework and assess its performance in three different applications. With regard
to decision making for citizens’ quality of life, in [40], technology infrastructure
for smart cities is analyzed. Moreover, the authors propose a roadmap to a
planned adoption of technology based on the detail of the different current chal-
lenges that cities face. In [33], governing mechanisms where quantitative and
computational processes are included are presented as strategies for policy mak-
ing. The authors employ city sensors and smart devices to create an interactive
environment for collaboration.

After proposing theoretical models, in [25], the authors of the article develop
and evaluate a meta-app prototype named cogniticity. The goal is to ensure a
good work-life balance for citizens and help them to manage their time and be
productive. On the other hand, to deal with the communication gap between
citizens and government, [44] proposes the use of computational intelligence
approaches such as CWW (Computing With Words) and Fuzzy Classifiers. In
this article, collective cognitive systems are raised as a solution for social exclu-
sion and incomprehension in terms of the efficiency of communication among the
government actors. In order to understand what a green, sustainable, open, and
rational city means, Legény et al. analyzes the concept of Smart City by con-
sidering several distinct layers of ‘introduced intelligent components’ [30]. The
layer-based structure considers the ‘smart people’ as a core element to transform
people lives and the environment. In [10], the authors implement the concept
of intelligent governance in Hoboken, New Jersey following the Complex, Large-
scale, Inter-connected, Open and Socio technical (CLIOS) methodology. With
the aim of providing a view of its general application in large-scale urban sys-
tems, performance indicators and key subsystems are identified and interrelated.
Mostashari et al., in [38], propose an architectural process approach where cog-
nition is integrated into the urban processes. The sub-systems like energy, water,
transportation, the emergency services system, and the system of information
and communication were analyzed to identify their role in a cognitive city frame-
work. In [48], the bias in informational cities is studied. The clusters and spaces
for personal contacts and implicit information sharing could cause polarization.
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Therefore, this conceptual article details the indicators that measure the degree
of ‘informativeness’ of a city.

Summary of Articles Whose Strategy Is Based on Intelligent Gover-
nance Implementations. In the previous section, we analyzed 17 intelligent
governance strategies. In Table 6, we compare the most important advantages
and limitations of each article.

3.2 Big Data and Analytics Solutions

Technology advancements and social changes have given decision power to citi-
zens and enhanced democracy. In this regard, online collective decision making is
oriented to solve urban infrastructure problems and contribute in public policies.
Therefore, governments are implementing big data applications where the huge
amounts of citizen-generated data can be processed and transformed in useful
information. Next, data-oriented solutions are detailed.

In [1], Alonso et al. present the extraction of valuable knowledge as a chal-
lenge generated in the Big Data era. In the article, it is explained how the interac-
tion of cities’ intelligent devices and people should be addressed to be effective.
Besides, in order to handle (or interpret) large amounts of high-dimensional
and heterogeneous data, fuzzy logic and its application to Cognitive Cities is
presented. A more specific research is presented in [31]. To analyze the users’
comments on a social network page of the local government of Rio das Ostras,
Brazil, a method based on Part of speech (POS) tagging is proposed. In fact,
the authors’ strategy is based on the identification of mentioned locations and
most frequent topics in comments to be shown for real-time decision making.
Mohammadi and Al-Fuqaha study the problem of the waste of unlabeled data
which is extracted from smart devices [36]. They propose a framework which
employs Deep Reinforcement Learning combined with semi-supervised learning
to build a Smart Agent that senses the environment. In [28], a cognitive gover-
nance framework with the name of ‘Stream Processing Platform for Responsive
Cities’ is presented. Different applications are revised by the authors in the con-
text of urban resilience. In [2], the authors present a method that implements
clustering and regression strategies in order to group cities based on their finan-
cial features. The motivation behind this is the need for comparison of cities that
are similar and later identifying their degree of ‘smartness’. In [51], Volunteered
Geographic Information (VGI) is studied as a means to enhance passive civic
participation. The goal of the proposed research is to make a city truly respon-
sive through people’s data analysis. A detailed analysis of the motivations to
employ VGI in local planning and citizen engagement is carried out. Cavoukian
and Chibba, in [8], analyze the concerns about privacy and security in a cogni-
tive city. They state that the 7 Foundational Principles of Privacy by Design,
which are detailed, may introduce the required trust in applications of cognitive
cities.

In [37], Morabito analyses the use of crowd-sourced human observation, or
Crowdreporting to train artificially intelligent public systems. As a result, he
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Table 6. A comparison of the most important advantages and limitations of the intel-
ligent governance implementations in cognitive urban planning
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details a recommendation list towards Smart City development. His study is
based on the use of sources of data and their application in public engagement,
in the creation of new models in public management and the challenges of big
data in the public service transformation. The oldest article presented in this
section was published in 2014 [55]. Here, a visual analytics process based on the
main tasks of utility service management to make the related issues more under-
standing was implemented. The aim is to address the daily issues or emergencies
related to utility services that arise due to the increasing rate of city construc-
tion, vandalism and infrastructure failures. Then, as part of their strategy, they
used aggregation and clustering methods to find some patterns and events that
could help administrators in making informed decisions.

Summary of Articles that Propose Big Data and Analytics Solutions.
Previously, we analyzed 9 data-oriented solutions and how citizens information is
employed. In Table 7, we compare the most important advantages and limitations
of the seen articles.

3.3 Fuzzy Models-Based Research

Knowledge representation is required for a better understanding of the citizens’
information and the data generated from urban processes. However, acquiring
and processing the imprecise urban data which is mostly expressed in natural
language is a challenge. Fuzzy models are employed to represent concepts or
objects and establish fuzzy relationships between them [29]. Generally, when
fuzzy models are used, approximation errors or strong assumptions are intro-
duced to maintain the ability to deal with uncertainty and create soft decision
boundaries. Then, by using fuzzy models it possible to represent complex urban
constructs.

In [15], the authors analyze how Fuzzy Cognitive Maps (FCMs) are used in
the design of a cognitive city. Based on the state-of-the-art related to the domain
of FCMs and learning algorithms, [15] concludes that the implementation of
FCMs facilitates the acquisition and representation of the interconnected urban
data. In the same way, in [12], D’Onofrio et al. propose a conceptual framework
based on fuzzy analogical reasoning and FCMs. Its goal is to emulate human
analogical reasoning by using cognitive computing so it can be implemented in an
urban dialogue system. In [13], the use of FCMs combined with graph databases
as a solution for urban data management is also explored. In this research, issues
about storing FCMs are analyzed; consequently, 47 graph databases employed
for this purpose are evaluated and compared. D’Onofrio et al., in [17], analyze
the role of cognitive computing when working with FCMs to process information
that was acquired using mental models (MMs).

The research presented in [22] shows a mobile application prototype of a
personal digital assistant. The goal of the project is to improve calendar and
mobility management in cognitive cities by implementing soft computing strate-
gies. Likewise, in [23], Kaltenrieder et al. describe the technical foundations of
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Table 7. A comparison of the most important advantages and limitations of the data-
oriented solutions in cognitive urban planning

a meta-app for cognitive cities in the context of e-governance. They implement
the Fuzzy Analytical Hierarchy Process (FAHP) for decision making which is
embedded as part of the app architecture in the data processing phase. In [24],
the transition of smart cities to cognitive cities is explained through the analysis
of cognitive computing. Here, also FCM is studied as a strategy to represent
cities’ information or knowledge and oriented to the interaction of users and
technology. In [27], the Fuzzy Analytical Hierarchy Process is introduced as a
method to extract cities’ information. It is used as part of an interactive frame-
work where fuzziness is present in the interactions between city entities and
citizens. On the other hand, [46] shows how fuzzy ontologies may be used in
Web Knowledge Management (representation, reasoning and aggregation) for
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cognitive cities to address the uncertainty in data. Besides, Social and Semantic
Web are combined to improve human-computer interactions and enhance results
of the application of digital humanities research.

Summary of Articles Whose Strategy Is Based on Fuzzy Models. In
the previous section, we analyzed 9 solutions that employed fuzzy theory. In
Table 8, we compare the most important advantages and disadvantages of each
article.

Table 8. A Comparison of the Most Important Advantages and Limitations of the
Solutions based on Fuzzy Logic
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3.4 Application Scenario Solutions

The strategies to use technology, theories and data in the development of cogni-
tive cities have been presented in the previous sections. Next, certain implemen-
tations, application scenarios and cases where those strategies have been applied
are detailed. In [26], a prototype applied to dynamic route planning in the city
of Bern, in Switzerland, is presented. The software prototype uses Bern’s data
taken from Google Maps as input and target the travel industry to improve users
experience. Cuenca et al., in [11], address issues like efficiency, sustainability and
resilience in the energy domain. The use of Semantic Web and Semantic Ontolo-
gies in the management of cities energy is presented. In [5], fashion is targeted
as a leisure and consumption activity in cognitive cities. The authors propose an
ontological approach to model subjectivity in the domain and extract knowledge
(categorizations of entities) useful in the economic development of cities.

Peprah et al., in [43], target the vehicular traffic as an urbanization problem
in Ghanaian cities. They propose a conceptual framework to first evaluate the
mobility-smartness of Ghanaian cities and then the authors discuss how it can be
operational. As conclusion, the article proposes road infrastructure investment
and involvement of people in technological government solutions. In [32], Long
and Liu propose a method to quantify cities greenery automatically. The authors
implemented their method in 245 Chinese cities to measure how green their
streets are. In [16], the authors analyze through a case study how ‘smartness’
and ‘cognitivism’ may be applied in an emerging country’s city. A method for
processing text messages based on cognitive computing is proposed regarding
sanitation problems in slums of Nairobi, Kenya. Méndez and Sánchez, in [41],
analyze the indicators that make Spanish cities join the knowledge society. Their
findings show that cities in metropolitan areas have implemented services based
on knowledge and are supported by qualified human resources. Medium-sized
and small cities have made more effort than the former to introduce technology
and have specialized industries.

Summary of Articles that Provide Application Scenario Solutions. In
Table 9, we compare the most important advantages and disadvantages the 7
studied articles.

4 Result and Comparisons

Some of the approaches to model cognition in urban planning have been detailed
in the previous section. The analyzed articles have based their proposals on
diverse mechanisms in order to introduce cognition in urban governance ans/or
government services. According to this, we considered four main categories where
the authors provided 1. intelligent governance implementations, 2. Big Data and
analytics solutions, 3. strategies is based on fuzzy models, and 4. application
scenario solutions. Considering these categories, it was seen that each presents
some challenges. For instance, there is a lack of implementation of conceptual
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Table 9. A comparison of the most important advantages and limitations of the solu-
tions presented through application scenarios

frameworks in real cases. In fact, many of the frameworks and/or prototypes
were not validated with empirical studies.

Big data processing, analysis and visualization is one of the most relevant
topics among the articles. It has been explored in research where city features
like responsiveness and resilience are central. Indeed, data generated in a context
of collective intelligence or extracted from crowdsourcing platforms is used in the
governance of urban complexity. Computational efforts for meaningful informa-
tion discovery seem to be the limitation to deal with. On the other hand, soft
computing methods have been broadly used to address natural language process-
ing. These methods include fuzzy logic, granular computing, graph databases and
computing with words strategies. An entire category of articles has covered this
topic and the recent research shows mature models and solutions. Mostly, pro-
posed future work specifies the need of evaluation of theoretical approaches in
diverse domains in order to generalize their application. Some of further research
suggests the employment of combined solutions to cope problems like constrains
regarding existent technology or devices. In this sense, experiments consider-
ing the wide variety of cities and their own cultural and societal characteristics
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are required to improve cognition in urban planning in future works. During
this review, the researchers found that one of the open issues that stands out
between the selected articles is related to the privacy of citizens. Privacy con-
cerns are pointed out whenever citizens data is used in governance solutions.
Then, it becomes the major challenge to be addressed and regulated.

5 Conclusions

Cognitive human factors such as perception, retention, retrieving, repeti-
tion, comparison, transformation and pattern generation are being modeled in
machines to provide them with levels of intelligence. However, when we enhance
machines’ abilities with the collective intelligence of users, we are embedding
cognition in the system. Given this, the active participation of the citizens in
the construction and transformation of towns provide the places with degrees
of resilience. The cities capability to adapt to certain circumstances and, in
this case, offer a specific solution has been studied recently in order to cre-
ate new opportunities. Then, we have presented a SLR of the state-of-the-art
papers. Depending on the publication year, publisher and journal rank, each
article was either included or excluded. To verify the relevance of these arti-
cles, their ‘Abstract’ and how related they were to cognitive computing and
related concepts were studied. Finally, 42 academic articles have been analyzed.
The first articles that talk about cognitive urban planning were published in
2011. Moreover, the largest quantity of articles in the studied topic appeared
in 2016. Springer is the publisher with most articles extracted. We have com-
pared and evaluated the content of the articles after classifying them in four
main categories. The classification depended on the kind of solution or approach
implemented. Furthermore, we identified the advantages of the diverse proposals
and the limitations or challenges that have to be addressed in future research.

The methods and frameworks summarized in this SLR paper, show that
intelligence may be embedded as a component of future cities. Indeed, the effort
for combining machines, humans and communities have promoted research top-
ics where technologies like IoT, Big Data, Semantic Ontologies, Crowdsourcing,
Ubiquitous Computing and Web 2.0 are significant. Various disciplines such as
urbanism, computer science, sociology, ethics require to work and converge to
promote opportunities for innovating in various application areas. Specifically,
Social Collective Intelligence opens research challenges and opportunities for sci-
entists in both computer science and social sciences to tackle relevant problems.
Novel approaches to benefit policy-makers, local governments and citizens will
be based on understanding the ways how technological advances support the
progress of society and economy.
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Abstract. The design of an intelligent building management system is a fun-
damental problem in designing new modern buildings. The energy management
structure is a set of main input devices and relationships between them. The paper
presents the issue of thermal comfort conditions with regard to intelligent build-
ings. Thermal comfort describes the human satisfactory perception of the thermal
environment. It refers to a number of conditions in which the majority of people
feel comfortable. Thermal comfort is dependent onmultiple factors such as indoor
environmental conditions, user behavior and properties of building materials. For
inclusion in the design process this data must first be categorized in a standard-
ized manner. We present some aspects related with the impact of the new digital,
communication and facilities technology development in the implementation of
building management systems. This systems are used for monitoring, controlling
and ensuring the control, comfort and efficiency in use of intelligent buildings. The
integration becomes possible due to the applications of advanced IT technologies.

Keywords: Intelligent ·Management · System · Building

1 Introduction

Although the successful use of advanced technologies, including information technolo-
gies, is the main feature of intelligent buildings, the implementation of technologies
should not be the sole objective of intelligent buildings. Performance is definitely a key
objective of intelligent buildings, although performance can be interpreted very differ-
ently as discussed above. As regards the hardware facilities, intelligent buildings cannot
be separated from the architecture design, building façades and materials, which are
among the essential elements of intelligent buildings note that the first paragraph of a
section or subsection is not indented.

Intelligent architecture refers to build forms whose integrated systems are capable of
anticipating and responding to phenomena, whether internal or external, that affect the
performance of the building and its occupants. Intelligent architecture relates to three
distinct areas of concern: intelligent design, appropriate use of intelligent technology,
intelligent use and maintenance of buildings.
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Intelligent design requires that the building design responds to humanistic, cultural
and contextual issues; that it exhibits simultaneous concern for economic, political and
global issues; and that it produces an artificial enclosure which exists in harmony with
nature. Existing in harmony with nature includes responding to the physical laws of
nature and the proper use of natural resources.

Appropriate use of intelligent technology. The mere availability of a large variety of
smart materials and intelligent technologies often results in their use in inappropriate sit-
uations. Integrating intelligent technologies with an intelligent built form that responds
to the inherent cultural preferences of the occupants is a central theme in intelligent
architecture. As an example, in areas where people place a high premium on operable
windows for conservation of electricity, themost appropriate and efficient air- condition-
ing strategy for a building may be the use of thermal mass and night- time free cooling
instead of a high-tech air-conditioning system. In other cases, the use of carefully selected
electric lighting and environmental control strategies may be more appropriate.

Intelligent use and maintenance of buildings. Truly intelligent architecture incorpo-
rates intelligent facility management processes. For a design to be intelligent it must take
into consideration the life cycle of a building and its various systems and components.
Although an intelligent building may be complex, it should be fundamentally simple to
operate, be energy and resource efficient, and easy to maintain, upgrade, modify and
recycle [1–3].

2 Energy Efficiency and Energy Management

The demand for electrical energy has increased tremendously over the last 25 years; its
importance is such that it is now a vital component of any nation’s economic progress.
Increase in population has increased the energy requirements, coupled with the indus-
trialization & socio-economic responsibilities; the energy supply has not kept pace with
the demand. This has led to a bleak energy scenario whereby power generation and
utilization from alternate energy sources has become very much a necessity.

The impact of rising energy cost has a disastrous impact on the day-today activities
of industrial and domestic consumers wherein the prices of commodities, products and
even essential services tend to cost more. One option is to improve the working effi-
ciency of the process and systems. This will ensure the reduction in the product cost in
addition to efficient energy management. The other option is the use of energy derived
from non-conventional energy sources i.e.; ensure a balance between conventional and
nonconventional energy sources in the process [4].

Energy management embodies engineering, design, applications, utilization, and to
some extent the operation and maintenance of electric power systems to provide the
optimal use of electrical energy [5]. The most important step in the energy management
process is the identification and analysis of energy conservation opportunities, thus
making it a technical and management function, the focus being to monitor, record,
analyze, critically examine, alter and control energy flows through systems so that energy
is utilized with maximum efficiency [1]. Every industrial facility in a particular location
is unique in itself; hence a systematic approach is extremely necessary for reducing the
power consumption, without adversely affecting the productivity, quality of work and
working conditions [6, 13].



Analysis of Building Management Systems to Ensure Optimal Working Environment 275

Building management systems is specialized software application (Sauter-Reliance)
solution that enables regular energy data gathering and analysis, used as a tool for con-
tinuous energy management. The main advantage of building management application
is the possibility of data collection, processing, maintenance, analysis and display on
a continuous basis. A modern management system is integrated into an organization’s
systems for online process monitoring and control. This system provides sensitive infor-
mation to manage energy use in all aspects and is therefore an important element of an
energy efficiency [6–8].

3 The Building Management Systems of the Research Centre

Our building have a low-energy construction (with a heat energy consumption of less than
15 kWh/(m2.year)) with a higher equipment level of the building (intelligent building) in
terms of diversity of sources of heat, cold and energy. Themain objective is to understand
the functioning of all intelligent building systems and ensure optimal use of all energy
sources.

The Research Centre building has intelligent control systems for lighting, exterior
blinds, thermal control and air conditioning. And as separate subsystems connected
similarly as themeasurement of power consumption. For research activities it is equipped
with a photovoltaic system on the roof - that is why it also includes a cable route to the
roof. Building’s Ethernet is connected by a multi-fiber cable in the date center in the
basement (Fig. 1).

Fig. 1. Photovoltaic system on of the building. Last panel tracks the Sun

The whole building is functionally divided into three parts - on five floors. The first
underground floor disposes of a building, technical and storage premises. At the entrance
through the foyer and in the lobby there is a porter’s lodge and facilities for its staff and
in the hallway of the lounge. On the second to fifth floor, other research center premises.
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3.1 Measurement and Regulation

The measurement and regulation systems are divided into two parts measurement and
regulation of the device in technical room and measurement and regulation in rooms.
Measurement and regulation in the technical room in order to control the production of
heat, hot water and water for heating. It is used for radiator, floor, ceiling heating and in
the summer also ceiling cooling. The source of heat and cold is preferably a group of
heat pumps if the geo-drills are not sufficient, then a gas boiler and a chiller on the roof.

On the floors there is a special regulation - regulation of heat in the building by
means of controlled floor heating distributors or ceiling panels with its own autonomous
systems. It is also heated and cooled by air conditioning, and intelligent measurement
and control system is also mounted for lighting and external blinds. And as separate
subsystems connected similarly as measuring the consumption of electric power over
Ethernet, with the possibility of software management on control computer in network
protocol – building automation and control network.

3.2 Heating and Cooling Systems

To ensure the heat demand, the following heat sources are installed: condensation boiler,
two ground-to-water heat pumps, a gas heat pump with combined air-to-water and
ground-to-water operation, and a solar system for heating support, hot water and heat
storage into the earth tank. For heat storage, a heat storage vessel is installed indepen-
dently, in which heat is stored from heat sources - heat pumps and a solar system. The
following cold sources are installed to ensure the need for cold: two ground-water heat
pumps, a gas heat pump with combined air-water and ground-water operation. For cold
storage, a cold storage vessel is installed independently, in which cold is stored from
cold sources geo-bores and heat pumps (Fig. 2).

Fig. 2. Sources consist of heat pump for transformation heat and cold from earth and air. Left
is combined heat pump of systems air-water and earth-water, middle and right is heat pump of
system earth-water

The whole heating system is divided into six separate branches connected to individ-
ual pump groups: hot water heating, radiators, underfloor heating, ceiling cooling and
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fan coils. Each branch is controlled by equithermal control using an algorithm to calcu-
late operating temperatures via the measurement and regulation system and a three-way
valve to maintain a stable branch temperature. Each branch has a set maximum and
minimum operating temperature according to the nature of the heat exchange system
used.

The first prerequisite for switching the system to heating mode is to set the three-way
valves to the transfer position of the heat transfer medium. This ensures that the entire
system will only heat.

Solar system - when the bivalent hot water tank is heated, the three-way valve
switches and the heat storage tank is heated. In case of excess heat in the solar system,
the three-way valve is switched and the heat is stored in the ground tank (Fig. 3).

Fig. 3. Distributor and collector of heat and cold to heat exchanger systems of building.

When heating with a gas boiler, which is connected to the system via a hydraulic
switch to the manifolds, if the heat pumps are not in operation, the solar system does
not heat the storage tank, the heat transfer medium goes directly to the manifolds for
hot water. The return heating water is returned through an accumulation tank in which
the excess heat from the gas boiler is stored. If the temperature from the storage tank
is sufficient for heating, the gas boiler is switched off if not the heat transfer medium is
heated to the desired temperature. Any heat source is connected to the duct in a storage
vessel and can be used for heating.

The first prerequisite for switching the system to cooling mode by automatically
switching the three-wayvalves to the heat transfermediumpassage position. This ensures
that the entire system will only cool, except for the heating of the hot water, which can
still be heated.

It will preferably be cooled by a passive cooling system, i.e. by cooling only from
boreholes by adjusting the three-way valve. These heat transfer fluid flows will be driven
by thepumpgroups through the exchanger. If passive cooling is not sufficient by adjusting
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the three-way valve, the heat pump duct will open and these will accumulate the cold of
the cold storage tank (Fig. 4).

Fig. 4. Panels of solar system on the roof of building.

The hot water is heated in the bivalent hot water tank using hot primary water from
the manifold so that if necessary, the hot water circulation pump blows hot water into
the hot water tank. The tank is also charged from solar heating, which is automatic and
independent.

If the hot water tank temperature drops below 50 °C, the circulation pump will be
started and will continue to run until the hot water tank temperature reaches 55 °C. For
homogeneity of hot water in the bivalent tank, a three-way regulating valve is opened
a valve that returns a portion of the water from the hot water outlet to the return from
the circulation circuit according to the hot water outlet reference temperature. The mon-
itoring of the critical temperature of the bivalent storage tank is used for emergency
discharge of the hot water storage tank in case of overheating (from the solar system in
summer) above 75 °C. The hot water is then discharged into the drain by the solenoid
valve at its outlet and the tank is cooled to 75 °C - the maximum operating charging
temperature of the tank. Charging another heat storage tank from a solar unit that is
connected in parallel from its output is through its pump. Thus, any excess heat from
the bivalent storage tank is preferably stored therein in the event of an excess of thermal
energy in the solar system, the heat is stored in the ground storage tank.

A separate autonomous measurement and regulation system is used to control the
heat on the floors of the building. In addition to the function of heat and cooling (one type
of its installation is distributed over the floor), in scientific experiments measurement and
regulation onfloorsmeasure the consumption of single-phase electrical circuits - selected
circuits of 230 V sockets, but there can also be light circuits. It is a ratio measurement
that is realized by measuring transformers up to 63 A. These are simply mounted on a
rail by snapping the measuring transformer circuit and around the phase conductor of
the circuit under test, while this phase is also connected through the measuring module
- three-circuit modules are installed by network analyzers.
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The measurement can also be done in three phases on the entire sub circuit - other
connection. In order to make this possible, sub-distributors have been designed for the
size of the sub-distribution boards in the framework of the heavy current, where on rails a
width of 50 cm is possible to install this configuration of the control information system.
The connection is thus preferably close to the potential el. The measuring transformers
concept enables their variable connection and disconnection either above the part of the
secondary distribution lines or in a separate second switchboard for measurement and
regulation, fitted next to the secondary switchboard and connected by bushings.

Installation of electrical measuring system energy is exclusively in the secondary
switchboards on the floors of the building. They work autonomously on their own Eth-
ernet connected network – building automation and control network protocol. The other
polarized pair of wires is used for supplying (26 V) between the rails - through the con-
nection modules or even in the floor space outside them. It is applied in the installation of
heat and cooling - thermostats, person detectors, window contacts. Blinds and ventilation
lighting - hygrometers, CO2 sensors, luxmeters, person detectors. The installations are
connected to the Ethernet within the building via communication control modules to the
internet protocol - building automation and control network as transmission network.

In this way, the installations are connected within the storey and the whole building,
but also between the groups of e.g. heat and cooling and electrical measurements. The
program components then enable visualization, reports, statistics and control, according
to access rights and the scope of installed correct and user program resources.

The regulator switches the valve circuit of the floor or ceiling wiring, as required
by the thermostat. If it is lower than the equithermally set water in the heating system,
the control will switch off the water supply to the zone’s heating circuit. If a higher
temperature is required than is sent in the form of equithermal water in the distribution,
the control will switch on the supply until the temperature rise reaches the setpoint in the
heating zone. The system works similarly in cooling in the summer, with the difference
that the ceiling panel system is preferably used for cooling. In order for the regulation
to function up to plus values, the equithermal water must be slightly elevated from the
against the equilibrium curve. Heating and cooling blocks the opening of windows, or
automatically the absence of people - a centrally adjustable energy saving program.
On occupancy sensors, it is possible to press the upper part of the sensor to switch the
presence signal to permanent, regardless of its passive infrared detector for a maximum
of 4 h (then switches itself to the normal state of guarding the space). The system
also allows lighting control - luxmeter controllers and dimming or switch controllers,
blinds, meteo controllers as well as air controllers - controllers - humidity sensors, CO2
(input 0–10 V, contacts) flap control output 0 (1) −10 V, contacts. Everything can be
managed by an extension application in the local area network. Local area networks are
interconnected into one unit.

The controller is integrated into the M&C in the technical room and proportionally
controls the valve head with diameter nominal 15 kvs = 2.5 m/s2, which is located
under the ceiling on the pipe in technical room on the machine diagram room at the
outlet of the common branch “cooling ceilings” - “stair” (all cooling ceilings on the
floors of the stairs). The control valve is at the outlet and the mechanical return valve
(which adjusts the flow rate in the staircase cooling ceiling circuit. Cooled ceilings in
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the staircase are connected from a pipeline which is led vertically upwards in the central
pillar of the staircase. The valve is controlled by a separate new reference thermometer
and hygrometer on the 1st floor (to be placed on the non-dazzling side of the pillar).
If the temperature rises above 21 °C in the summer, the ceilings will start to cool to
their maximum cooling capacity in this space, unless condensation occurs - according
to the dew point that is still calculated, as in room configurations in rooms in the ceiling
cooling section. The temperature of the cold water is the same as in the entire cooling
of the ceiling in the building. From, the cold water outlet - ceiling cooling, The valve
can also be operated independently according to requirements of inputs: thermometer
(Nickel 1000), outputs: 0–10V hygrometer: 0–10V control head and valve actuator head
according to implementer 0–10 V proportional, 24 V supply of valve head. Input 2 ×
0−10 V and output 1 × 0−10 V in measurement and regulation configuration (Fig. 5).

Fig. 5. Base station controlling of heating, cooling and ventilation systems.

3.3 Blinds and Lighting

These installations from distribution modules in separate switchboards are divided on
floors according to the suitability of the place (for air-conditioning, blinds - actuators and
their modules) or the suitability of the control points (on the wall in the box hl= 40 mm
- for lux meters, hygrometers and passive infrared sensors) at a height of 120–140 cm
as light switches. The connection between them and the switchboards of the installation
is a four-wire cable. The routes descend from separated or safety low voltage horizontal
installation routes in a double ceiling (space height approx. 50–60 cm). Connection of
installation switchboards as well as local area network connections is from the closest
installation point.

Lighting is chosen according to light comfort, which is continuously variable through
dimmers. Dimmable elements – light-emitting diode lights are required as well as cen-
tral adjustment and lighting scene programs (alternative to dimmable controls that are
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designed - the target is digital addressable lightning interface control of dedicated lights)
as well as individual lighting. Ventilation serves as additional heating or cooling, it regu-
lates the air quality in the building (humidity and CO2). For scientific purposes, air flow
is also measured by the measurement and regulation system. Channels. Blinds can be
controlled from different places and in groups, they automatically unfold in glare, roll
in windy weather, and follow the meteorology module, which is on each floor.

4 Thermal Comfort

Human thermal comfort is an important issue in the built environment. Environments
either too cold or too hot can be dangerous to human life. Less satisfactory environments
may lead to discomfort, resulting in a loss of productivity. When the environment is
cold, the reduction of the flow of blood to the skin results in a low skin temperature. The
spontaneous activity, like shivering, will occur to increase the production of heat energy.
In a hot environment, large amount of heat has to be dissipated from the human body
due to metabolism and physical activities. Then, blood flow to the skin is increasing and
sweat is secreted from the sweat glands. When sweat evaporates, latent heat is absorbed
and a thermal equilibrium can be achieved [9, 12].

Space temperature uniformity, asymmetry of the radiation temperature, and turbu-
lence intensity of the flow air affect thermal comfort. People are capable of detecting
heat and they can feel changes in temperature globally on the entire surface of the body
but also locally on body parts. It has been shown that humans can acclimate to ambient
temperature physiologically and psychologically. It is therefore important to address the
issues of thermal comfort in the interiors (buildings) and to experimentally determine a
suitable way of creating the optimal conditions of the environment.

The goal is to ensure a sense of satisfaction from the environment and also to increase
work performance and a sense of comfort. We use the Dantec ComfortSense system to
investigate operating conditions comply with International Standards EN 13182, ISO
7726, 7730, ASHRAE standard 113 and ASHRAE standard 55 [10, 11].

4.1 Ashrae Standard 55

ASHRAE Standard 55 (Thermal Environmental Conditions for Human Occupancy) is
a standard that provides minimum requirements for acceptable thermal indoor environ-
ments. It establishes the ranges of indoor environmental conditions that are acceptable to
achieve thermal comfort for occupants. Percent dissatisfied (PD) represent percentage of
people predicted to be dissatisfied due to local discomfort. Predicted mean vote (PMV)
is an index that predicts the mean value of the votes of a large group of persons on the
seven point thermal sensation scale.

Predicted percentage of dissatisfied (PPD) is an index that establishes a quantitative
prediction of the percentage of thermally dissatisfied people determined from PMV [8,
10].

Index PPD is expressed according to the relation:

PPD = 100− 95.e−
(
0,03353.PMV 4+0,2179.PMV 2

)
(1)

PMV index predicts the mean comfort response of a larger group of people.
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5 Measurement in the Building with BMS

The measurement was carried out in the Research Centre of the University of Žilina in
July. The room is located on the first floor on the southwest side. The room is located
in the middle of the building. The room has a rectangular floor plan with dimensions of
3.40 × 5.70 × 3.00 m.

All intelligent control systems are installed in the room. There is a room sensor
- movement of workers in the room, CO2 sensor, humidity sensor, fire sensor, open
window sensor, temperature sensor and lighting sensor. The windows are fitted with
external blinds with the function of shading according to the intensity of solar radiation.

Heating is provided by underfloor heating. Cooling is provided by an acoustic cool-
ing ceiling and a central ventilation system with support for heating and cooling. The
influence of intelligent control system on ensuring optimal operating conditions in space
- thermal comfort has been studied. Three basic types of cooling system settings have
been investigated. Setting the intelligent control system for the cooling section to 17 °C
(system: −5 °C), 22 °C (home position), 27 °C (system: +5 °C).

The positions of the measuring probes are located in the living areas of the rooms.
These are known places of residence of workers. These places are defined as work-
stations or seating positions depending on the function of the space. The measurement
takes place in the center of the room or 1 m from the wall inwards from the center of
the largest window. Measurements shall be made at locations where the extremely high
values of thermal parameters are estimated or observed. The operating temperature is
measured or calculated at 0.6 m for seated persons and 1.1 m for standing persons.

The following figure shows graphical measurement results for various settings of the
building measurement and control systems (Fig. 6).

Fig. 6. Operative temperature at various setting of the intelligent buildingmanagement and control
system
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The main parameters that were measured are the outdoor temperature, the operating
temperature in the room and the setting of the intelligent control system for the cooling
sections in the summer.

PPD parameters were also evaluated in the evaluation of the impact of the working
environment on the thermal comfort of workers. These parameters determine the mean
warmth of a group of people and the predicted percentage of dissatisfaction with the
operating conditions. They are designed for each measurement day with respect to the
setting of the intelligent control system (Fig. 7).

Fig. 7. PPD parameters and different settings of building management system

6 Conclusion

Our aim is to create conditions for the implementation of applied research in the field
of low-energy construction and technology for the construction of low-energy build-
ings, high-efficiency energy sources using renewable energy sources and fossil fuels,
the optimal control, optimal control of energy consumption in buildings and premises
suitable choice of hot and cold sources, ensuring optimum energy consumption, safety
and comfort in intelligent passive buildings, reducing the emission load environment.
Our main priority is to establish a functioning, modern system and achieving economic,
environmental and proper functioning of several systems.

Three different setting states have been evaluated. The position of the blinds was
also evaluated in down position. The intelligent control system can adjust the blinds in
seven other positions, which will be subject to further investigation. Thermal comfort is
ensured in the range of optimal values of operative temperature, including the values of
othermicroclimatic variables. The optimum temperature is the range of temperatures that
the employer should strive to maintain at his workplace all year round. The permissible
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temperature is a limit value that the workplace temperature should not exceed even
if the employer is unable to maintain optimal temperatures. The optimum operating
temperature range in the office space is set at 23–27 °C. This condition was not exceeded
in any of the room settings examined.

The functionof the correct settingof the intelligent control systemhas been confirmed
in every state under investigation when connected on. In all cases, the PPD parameters
are comfortable - neutral. The function of the correct setting of the intelligent control
system has been confirmed in every state under investigation for connecting on.
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Abstract. Air pollution is becoming an important environmental issue
and attracting increasing public attention. In urban environments, air
pollution changes very dynamically both with time and space and is
affected by a large variety of factors such as road type, urban archi-
tecture, land use and variety of emission sources. In order to better
understand the complexity of urban air pollution, hyperlocal air pol-
lution monitoring is necessary, but the existing regulatory monitoring
networks are typically sparse due to the high costs to cover a full city
area at the necessary spatial granularity. In this paper, we use the city of
Antwerp in Belgium as a pilot to analyze the temporal and spatial dis-
tribution of four atmospheric pollutants (NO2, PM1, PM2.5 and PM10)
at street level by using mobile air pollution monitoring. In particular, we
explore how the atmospheric pollutant concentration is affected by dif-
ferent context factors (e.g., road type, land use, source proximity). Our
results demonstrate that these factors have an impact on the concentra-
tion distribution of the considered pollutants. For example, higher atmo-
spheric NO2 concentrations are observed on primary roads, compared to
secondary roads, and some source locations such as traffic lights have
shown to be hot spots of atmospheric NO2 accumulation. These findings
can be useful in order to formulate future local air quality measures and
further improve current air quality models based on the observed impact
of the considered context factors.

Keywords: Air pollution monitoring · Smart city · Internet of Things

1 Introduction

With industrial prosperity, urban development and growing traffic, the air pol-
lution caused by the combustion of fossil fuels such as coal, oil and natural gas
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has gradually attracted worldwide attention due to its great threat to human
health and to the natural environment. On one hand, atmospheric pollutants
have a significant negative impact on human health, leading to cardiovascular
diseases, lung cancer and thus reducing life expectancy. On the other hand, air
pollution is responsible for many environmental problems, such as eutrophication
and acidification of ecosystems.

The European Environment Agency (EEA) has listed seven types of atmo-
spheric pollutants that people may be exposed to: particulate matter (PM),
ozone (O3), nitrogen dioxide (NO2), sulfur dioxide (SO2), carbon monoxide
(CO), heavy metals, as well as benzene and benzopyrene [3]. In Europe, the
most problematic pollutants in terms of harm to human health are particulate
matter (PM), nitrogen dioxide (NO2) and ground-level ozone (O3) [1]. In an
urban environment, particularly at street level, these pollutants are directly or
indirectly related to the process of burning fossil fuels such as road transport,
electricity generation, industry and households [2].

Unfortunately, many European citizens live in places with serious air pollu-
tion. Air pollution monitoring is imperative to provide the government accurate
data to assess air quality and the influence of counter measures such as low
emission zones. It also provides the public with detailed and accurate air pol-
lution information. This can help them plan some activities (e.g., location and
time of sports activities). Nowadays, air pollution is measured by regulatory
networks of static monitoring stations. Tian et al. [20] investigated the relation-
ships between air pollution and various factors in the urban landscape including
socioeconomic, urban form, and morphological characteristics based on hourly
data at 35 monitoring stations in Beijing.

Although the static measuring stations are highly reliable and able to accu-
rately measure various pollutants, the network of these stations is not suitable
for street-level air pollution monitoring since the pollutants, especially traffic-
related, can show high spatial and temporal variability within a small neigh-
borhood. Their spatial resolution is typically sparse due to the high installation
and maintenance costs (1–10 km [11]). For example, there are currently only 108
static measuring stations in Belgium, a country with an area of 30,688 square
kilometers and a population of more than 11.4 million inhabitants [12]. There-
fore, the static measuring stations may not always accurately characterize the
high spatio-temporal variation in atmospheric pollutant concentration at street
level and may thus not be representative for the whole city.

Meanwhile, advances in sensor technology and the emergence of portable and
lower-cost sensing devices give rise to new opportunities for mobile air pollution
monitoring. There have been many studies on the feasibility of mobile monitoring
to measure air pollution at the high spatial and temporal resolution [23]. SM et
al. [19] developed a smart personal air quality monitoring system (SPAMS) for
urban air quality monitoring and personal exposure assessment. The monitoring
campaign was designed to assess both pedestrian and public transport passenger
exposure in Chennai city, India. The pedestrian exposure monitoring was carried
out at three locations for 10 days, whereas personal exposure monitoring while
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travelling in bus was carried out at selected routes over a period of three months.
In order to achieve fine-grained and realtime air pollution monitoring, Kaivonen
et al. [10] deploy wireless sensors on public buses running on two selected routes
to complement the coverage of stationary sensors in the city center of Uppsala,
Sweden. McKercher et al. [14] assess the capability of low-cost mobile monitors
to acquire useful data in a city without a monitoring network in place based on
30 days of data resulted from a bicycle platform along a 13.4 km fixed concentric
route in Lubbock, Texas. Van den Bossch et al. [5] explored the potential of
opportunistic mobile monitoring to map exposure to air pollution in an urban
environment at a high spatial resolution. This was based on a total of 393 h of
measurements collected by city wardens in Antwerp, Belgium. Hofman et al. [8]
evaluated personal exposure to ultrafine particle (UFP), black carbon (BC) and
heavy metals while cycling near Antwerp, Belgium. The mobile monitoring was
performed along two commuting routes for about two months.

However, these studies are often limited in spatial and/or temporal coverage.
This is because they usually choose certain locations and time periods to carry
out the monitoring campaigns. For example, the studies in [10] and [14] choose to
use fixed routes to move carries (buses and bicycles). The fixed and short routes
obviously can not prove the impact of various context factors on atmospheric
pollutant concentration. Besides, the duration of monitoring campaigns in [19],
[14] and [5] is very short, ranging from ten days to several months, which ignores
the effects of climate and seasonality on atmospheric pollutant concentration.
In our study, we perform a one-year opportunistic mobile monitoring campaign,
where the routes of mobile sensors cover almost the entire city center of Antwerp.

The main contribution of this paper is in the following aspects: (1) we provide
a systematic guideline on how to process and analyze air pollution datasets with
time sequence and geographic information; (2) we analyze the temporal and
spatial distribution of the considered pollutants and investigate the impact of
various context factors (e.g., road type, land use and different emission sources)
on the atmospheric pollutant concentration, which will facilitate the construction
of a new air quality model [6,7] in the future.

The rest of the paper is organized as follows. Section 2 introduces the methods
and dataset adopted in this study. Section 3 describes and discusses some results
we have found in present study and Sect. 4 presents the conclusions.

2 Materials and Methods

This section firstly describes the monitoring campaign that this study used to
collect air pollution data and the details of the collected dataset. Secondly, this
section provides a systematic guideline on how to process and analyze air pollu-
tion datasets with time sequence and geographic information, as shown in Fig. 1.



288 X. Qin et al.

raw data matched data
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Data Analysis context information
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Air Pollution 
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Air Pollution 
Prediction and 
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Fig. 1. The main workflow of the system

2.1 Data Collection

Opportunistic mobile monitoring is defined by [5] as a data collection method
that installs the measurement devices on existing mobile sensor platforms. It
differs from targeted mobile monitoring in that the measurement devices in
targeted mobile monitoring follow the fixed routes designed by the researcher
in advance, while the measurement devices in opportunistic mobile monitoring
follow the daily routines of existing mobile sensor platforms. Therefore, oppor-
tunistic mobile monitoring enables the collection of large amounts of data at a
relatively small cost.

The data used in our study has been collected as part of the opportunistic
mobile monitoring campaign in Antwerp (with a population of 520,504 inhab-
itants, covering an area of 204.5 km2), Belgium based on the City of Things
(CoT) framework [18]. 20 air quality sensors were mounted on the roofs of the
Bpost (Belgian Post Group, the Belgian company responsible for the delivery
of national and international mail) vans since January 2018. In this paper, we
use the data from January to December 2018. These sensors deliver a record
every 30 s, including measurements of four pollutants (NO2 and three particu-
late matters with aerodynamic diameters below 1µm (PM1), 2.5µm (PM2.5)
and 10µm (PM10)) and meteorological information, such as temperature and
relative humidity, which are linked with corresponding GPS locations and time
stamps. As each Bpost car is driving around in the city, the set of sensors can
cover the entire city in terms of measurements enabling the collection of real-time
air quality information with broad city coverage, as opposed to an approach with
static sensors, which only allows for local information. Furthermore, the number
of static sensors necessary to cover the entire city is huge when compared to the
needed number of cars and, thus, the installation and maintenance costs are also
higher, which represent a considerable restriction when extending these kind of
deployments.
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2.2 Map Matching

In an urban environment, the occlusion of buildings will affect the reception of
GPS signals. Coupled with the geographical error of the GPS device itself, we
found that there is occasionally a big difference between the GPS location of the
collected data points and their actual location.

The simplest way to improve the quality of the collected data points is to
snap their locations to the nearest road segments. However, this method has
great drawbacks. Without considering the consistency of the trajectories, it may
lead to a point being snapped to an inconsistent road, or successive data points
jumping from one road to another. Specifically, this can result in unfeasible
trajectories, e.g., with unconnected roads.

To overcome this issue, Newson et al. [16] present an approach to use a Hidden
Markov Model (HMM) to select the best candidate by combining the spatial and
temporal component. Therefore, unconnected roads cannot be candidates and
trajectories of data points must be consistent with the road network. For each
GPS location, a number of map matching candidates within a certain radius
around the GPS point is computed. To complement this approach, Luxen et
al. [13] exploit the Viterbi algorithm to compute the most likely sequence of map
matching candidates. An implementation of this approach is available in OSRM
(Open Source Routing Machine) project. This framework can use a referenced
road network (e.g., OpenStreetMap) to generate a hierarchical routing network.
Xie et al. [22] proposed a novel approach to infer the road network by aligning
the tracks for each road segment using a “stretching and compression” strategy.
In this paper, we applied OSRM project to improve the data quality. Fig. 2
displays an example of the original locations and the improved locations after
map-matching.

2.3 Data Processing and Data Cleaning

Further processing steps include filtering out data located outside of the study
area and data not in working hours. These are described in more detail later in
this section.

Step 1. Filtering Out Data Outside the Study Area. This study focuses
on the city of Antwerp. To determine which measurements are located in the
study area, we set two simple thresholds: 51.1430 < latitude < 51.3780 and
4.2170 < longitude < 4.4980. We found that more than 90% of the measure-
ments for each pollutant were located in the city of Antwerp.

Step 2. Activity Pattern Detection and Filtering Out Off-Hour Data.
Since the mobile sensors are measuring continuously day and night, we need
to determine the working period to distinguish when the vehicle is on the road
(working hours) and when it is parked in the garage (off-hours). We calculated
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Fig. 2. Spatial data quality improvement by map matching

Fig. 3. The activity pattern of vehicles. It indicates the average speed (km/h) of vehi-
cles for each hour and each day of the week.

the vehicle speed (km/h) from the geographical locations of subsequent measure-
ments. Then, we applied the vehicle speed to detect the daily activity pattern
of these devices.

As shown in Fig. 3, the daily working periods (working hours) can be defined
as follows:
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– Monday to Friday: 08:00–21:00
– Saturday: 08:00–15:00
– Sunday: no activity

Based on that, nearly 40% of the collected data is recorded in the streets, and
is used in our analysis.

In this study, we measured, processed and analyzed four pollutants NO2,
PM1, PM2.5 and PM10. In the following sections, we only choose one or two
pollutants (e.g., NO2 and PM2.5) to show representative analysis results, since
our main purpose is to use Antwerp as a pilot to illustrate the feasibility of the
system, rather than investigating the actual urban pollution levels.

2.4 Data Aggregation

Spatial Variability. We generate the air pollution map at street level for the
entire city to see if we can identify general distribution patterns of these pol-
lutants. Figure 4 shows the resulting map of atmospheric NO2 concentration.
Different colors represent different NO2 concentration levels. The darker the
color, the higher the NO2 concentration level and the worse the air quality. It
is obvious that the concentration of NO2 on the main roads is much higher
compared to secondary roads in residential areas. We can also find that the con-
centration of these pollutants exhibits high spatial variability in the considered
urban environment. The concentration of NO2 in two adjacent streets may vary
considerably.

Temporal Variability. All analyses of the temporal variation in atmospheric
concentrations in this paper are based on the work-hour data, as defined ear-
lier. From Fig. 5, we can observe the daily and weekly distribution patterns of
the exhibited NO2 and PM2.5 concentrations. During the day, atmospheric con-
centrations of NO2 and PM2.5 increase during the morning and evening rush
hours, especially during the morning peak (at 8 am and 9 am). This is proba-
bly because the morning rush hour is more concentrated between 9 am and 10
am, whereas the evening rush hour seems to be spread out over a longer period
of time (4 am–8 am). During the week, the concentrations of NO2 and PM2.5

in working days are generally higher than that on Saturdays. This pronounced
diurnal variation, including rush hour peaks and difference between working and
weekend days is typically observed for traffic-related pollution in urban environ-
ments [8,9,15,17,21].
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3 Result and Discussion

In this section, a series of data analysis tasks are conducted to understand the
relationship between the considered pollutants and various context factors (e.g.,
road type, land use) and then find whether these context factors have an effect
on the concentration of pollutants.

Fig. 4. Map of NO2 concentration: average NO2 concentration for each road segment
with at least one measurement. The NO2 concentration levels correspond to the Euro-
pean Air Quality Index [4].
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(a) (b)

Fig. 5. The temporal pattern of (a) NO2 and (b) PM2.5. It indicates the average NO2

and PM2.5 concentrations (µg/m3) for each work-hour of the day and each day of the
week.

3.1 Road Type: Primary Roads and Secondary Roads

In this study, the primary roads refer to roads with reference number like N173
and E19, as shown in Fig. 6. In fact, these primary roads usually have high
traffic flow as they connect popular regions and have higher capacity. As for
secondary roads, they tend to have relatively lower traffic capacity but higher
traffic density. In this paper, traffic flow refers to the number of vehicles passing
a reference point per unit of time while traffic density is defined as the number
of vehicles per unit length of the road. From Fig. 7(a), we can see that the NO2

concentration on primary roads is slightly shifted towards higher values. Based on
the T-test, there is a statistically significant difference in the NO2 concentrations
observed along primary roads and secondary roads (p < 0.05). Also, the NO2

concentration on primary roads is always higher than that on secondary roads
during most hours of the day, as shown in Fig. 7(b). This confirms that the road
type has a significant impact on the distribution of NO2 concentration. The ring
road is a 6–8 lane road with a much higher capacity, when compared to a single-
lane secondary road. This higher capacity (vehicles per hour per lane) will lead
to the higher atmospheric NO2 concentrations.
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Fig. 6. Classification of road types in Antwerp, where the red lines represent the pri-
mary roads and the blue lines represent the secondary roads. (Color figure online)

3.2 Source Proximity: Traffic Signals

The reason that we are interested in the locations of traffic signals is that these
locations usually have relatively high traffic density and are prone to congestion,
as the vehicles stop at the traffic signals frequently and many traffic signals are
deployed at road intersections. We define a threshold to determine if a measure-
ment is close to the traffic signals. In this study, we set the threshold to 30 m. If
the distance between a point and a traffic signal is less than 30 m, then the point
belongs to the subset close to the traffic signals, otherwise the point belongs to
the other subset. From Fig. 8(a), we can find that the NO2 concentration close to
the traffic signals is slightly shifted towards higher values. As confirmed by the
T-test’s result (p < 0.05), there is a clear difference in the NO2 concentration
close to traffic signals and others. Figure 8(b) shows the NO2 concentration of
data close to traffic signals is higher during most time of the day and shows
higher temporal variability within a day.
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Fig. 7. (a) The normalized histogram and boxplot of the NO2 concentration on primary
roads and secondary roads: they both indicate the NO2 concentration on primary roads
is slightly shifted towards higher values; (b) The temporal distribution of NO2 concentra-
tion on primary roads and secondary roads: it indicates the average NO2 concentration
on the two kinds of roads for each hour of the day and each day of the week.

Fig. 8. (a) The normalized histogram and boxplot of the NO2 concentration close to
traffic signals and others: they both indicate the NO2 concentration close to traffic sig-
nals and others is slightly shifted towards higher values; (b) The temporal distribution
of NO2 concentration close to traffic signals and others: it indicates the average NO2

concentration of these two subsets for each hour of the day and each day of the week.
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Fig. 9. Classification of land use types in Antwerp, where the purple polygons represent
the industrial area and the yellow polygons represent the residential area. (Color figure
online)

3.3 Land Use: Residential Regions and Industrial Regions

In this study, we acquire the land use types from OpenStreetMap, a collaborative
project to create a free editable map of the world, as shown in Fig. 9. We define a
threshold to decide whether a point belongs to the industrial region or residential
region. In this study, we set the threshold to 10 m. If the distance from a point
to the industrial/residential region is less than 10 m, then this point belongs to
the industrial/residential region.

From Fig. 10, for both NO2 and PM2.5, we can observe that the concentration
in residential regions is slightly shifted towards higher values compared to that
in industrial regions. According to T-test’s result (p < 0.05), there is a signifi-
cant difference between the concentrations in industrial regions and residential
regions. Figure 11 shows the NO2 and PM2.5 concentrations in residential regions
are always higher than that in industrial regions during most time of the day.
This is not surprising as this study focuses on urban traffic-related pollutants
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Fig. 10. The normalized histograms and boxplots of the (a) NO2 and (b) PM2.5 con-
centrations in industrial regions and residential regions: they indicate for both NO2

and PM2.5, the concentrations in residential regions are higher than that in industrial
regions.

Fig. 11. The temporal distribution of (a) NO2 and (b) PM2.5 concentrations in indus-
trial regions and residential regions: it indicates the average NO2 and PM2.5 concen-
trations in these two kinds of regions for each hour of the day and each day of the
week.
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Fig. 12. (a) The normalized histogram and boxplot of the PM2.5 concentration inside
LEZ and outside LEZ: they both indicate the PM2.5 concentration outside LEZ is
slightly shifted towards higher values; (b) The temporal distribution of PM2.5 concen-
tration inside LEZ and outside LEZ: it indicates the average PM2.5 concentration of
these two subsets for each hour of the day and each day of the week.

(e.g., NO2 and PM), while industry in the city of Antwerp is mainly petro-
chemical. Due to the obvious higher traffic density in the city center and urban
architecture impeding natural ventilation, higher pollutant concentrations can
be expected in the residential areas.

3.4 Low Emission Zone

Since February 2017, the city of Antwerp has introduced a Low Emission Zone
(LEZ) in the entire city center. The entry restrictions of the LEZ will be gradually
tightened. In the first stage between 2017 and 2020, vehicles with high pollutant
levels are no longer permitted to enter the environmental zone. The LEZ of
Antwerp is permanent, that means 24 h a day for 7 days a week, also on Sundays
and public holidays. The environmental zone covers 20 km2 and affects about
200,000 inhabitants. Figure 12(a) shows that the PM2.5 concentration outside
LEZ is hugely shifted towards higher values. In addition to the T-test’s result
(p < 0.05), there is a significant difference in the PM2.5 concentration inside
LEZ and outside LEZ. As shown in Fig. 12(b), PM2.5 concentration outside
LEZ is always higher than that inside LEZ during most time of the day. This
may be because in the face of additional taxes, people are more likely to choose
environmentally friendly modes of travel, such as taking a bus or riding a bicycle
instead of taking a private car with high emissions.
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4 Conclusion and Further Steps

First of all, this study proofs the feasibility of collecting meaningful air quality
data from opportunistic mobile monitoring platforms. Based on the data col-
lected from Antwerp, we analyzed the spatial and temporal distribution of the
considered pollutants (NO2 and PM) and found that the atmospheric pollutant
concentration is highly variable in both time and space. The results show the
value of fine-grained air pollution monitoring. We also identified general distri-
bution patterns of the considered pollutants. For example, the main roads are
very conspicuous in the NO2 concentration map. In particular, we investigated
the impact of various context factors (e.g., road type, land use and some emission
sources) on the atmospheric pollutant concentration. For example, some source
locations, such as traffic signals, tend to have higher NO2 concentration levels.
We believe that these findings are of great value in assessing current air pollution
control measures and formulating future air quality improvement measures.

Next, we intend to construct more effective air quality prediction and air
pollution early warning models based on the context aware analysis.
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Abstract. This paper shows an implementation of an Industrial Internet of Things
(IIoT) system designed to monitor electric motors in order to detect operating
anomalies. This system will also be the basis for a future predictive maintenance
system. The design and testing of the prototype, developed using multisensor
microcontrollers and single-board computers as gateways, are presented. Each
microcontroller gathers real-time data about the vibrations and temperature of an
electric motor. The IIoT prototype has been designed using low-cost hardware
components, open-source software and a free version of an IoT analytics service
in the cloud, where all the relevant information is stored. During the development
of this prototype, vibration analysis in the frequency domain was carried out
both in the microcontroller and in the gateway to analyse their capabilities. This
approach is also the springboard to take advantage of edge and fog computing as
complement to cloud computing. The prototype has been tested in a laboratory
and in an industrial dairy plant.

Keywords: Low-cost sensors and gateways · IIoT · Vibration frequency analysis

1 Introduction

Equipmentmaintenance is a critical aspect in industry. The correct operation of industrial
equipment relies on exhaustively scheduled maintenance plans. This helps to avoid
equipment failure, but some failures are inevitable.

Predictive maintenance has arisen as an ideal approach for saving costs and pre-
venting equipment failure in industry. Traditional reactive maintenance only carries
out maintenance activities after failure detection. Widespread preventive maintenance
implies periodic maintenance activities based on previous experience about the period-
icity of failure. The predictive approach to maintenance is the Industry 4.0 alternative,
failures are predicted based on real-time information received from sensors in industrial
equipment [1].

In this paper, we present a prototype of a real-time monitoring system based on
wireless sensors. It will be used for detection of operating anomalies and predictive
maintenance of electrical motors. The rest of the paper is organized as follows. Previous
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works in the research context are outlined in Sect. 2. The proposed monitoring system
is presented in Sect. 3. Section 4 details the experimental plan carried out. Results are
discussed in Sect. 5, and finally, Sect. 6 presents conclusions and future work.

2 Background

Real-time monitoring is one of the bases of Industry 4.0 [2], and many systems have
been developed tomonitor currents, pressures, temperatures and other variables in indus-
trial plants. With the advances in micro-electro-mechanical systems, it is possible to
deploy myriads of low-cost sensors capable of sensing, computing and communicating
wirelessly to gather information for environment and equipment monitoring [1]. These
sensors are connected using wireless sensor networks. They send data to the cloud for
storage or further processing using IoT protocols and technologies [4]. Many of the
public cloud service providers offer IoT services using standard protocols for real-time
storage and extract analytics from the data. This makes it possible to use historical data
to predict future failures of equipment.

On occasions, the amount of data to be sent to the cloud or the latency of sending data
to the cloud and back to the sensors/actuators is excessive. In these cases, moving part of
the computation close to the sensorsmay alleviate the resources consumed in the network
and the cloud. The fog-computing paradigm promotes the use of resources of smart
sensors and gateways interconnecting sensors in conjunction with the cloud resources
[3]. Fog deployments require defining the topology for interconnecting sensors among
them and with the gateways providing access to the cloud. Sensors usually generate
data streams that can be pre-processed, aggregated or filtered before reaching the cloud
[5]. Similarly, some of the data analytics may be carried out by gateways. Thus, the
organization of the fog is critical for balancing computing load and network resource
consumption in order to save public cloud costs and reduce latency.

Detection of operation anomalies is the kind of predictive maintenance that can be
carried out even when no data from previous failures in the equipment is available [8].
When available, machine-learning models based on binary classification are used to
predict failures in the near future in order to plan repairs or substitution of equipment
[7]. The prediction models are trained and tested using the historical labelled data with
information about previous failures in the equipment. The amount of historical data can
be huge, so real-time storage in the cloud is an effective solution, giving rise to cloud
based predictive maintenance [9].

Induction electrical motors are major actuators in most industrial factories, so cloud
based predictive maintenance of electric motors is of special importance. This state is
supported by the amount of research work on this field in recent years [6].

Mechanical failures produce vibrations in electrical motors with different amplitude
and frequency [10]. Thus, solutions monitoring the health of motors mainly focus on
measuring vibrations and temperature.

An IoT solution for the monitoring of industrial machinery in an electric plant is pre-
sented in [11]. The authors use an IoT protocol stack composed of 802.15.4, 6LoWPAN,
RPL and CoAP to monitor temperature and vibrations of several pumps. However, they
do not analyze vibrations in the frequency domain nor include any cloud processing.
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There are also solutions using the cloud as storage for further processing of the
monitored temperature and/or vibration signals of inductive motors [12, 13]. The main
drawback of this approach is data is rarely filtered or pre-processed taking advantage of
intermediate systems between the sensors and the cloud. The authors in [18] propose
sending raw data to a private cloud in order to prepare training and testing data sets to
be sent to a machine-learning model in the public cloud.

Finally, there are deployments using low-cost equipment to monitor vibrations in
industrial equipment [14, 16, 17]. A framework for distributing computational demand-
ing tasks across sensors, fog nodes and the cloud is presented in [15]. Gateways at the Fog
layer perform computation and classification of vibration signals coming from sensors
attached to motors. However, this solution does not analyze vibrations in the frequency
domain.

After this background revision, we can state that the IIoT prototype presented in this
paper brings together low-cost sensors and gateways, vibration frequency analysis and
fog computing to propose an innovative way towards predictive maintenance in Industry
4.0.

3 Monitoring System

The following subsections present the architecture, components and software features
of the proposed monitoring system.

3.1 System Architecture

As can be seen in Fig. 1, the system architecture is composed of three layers in which the
information can be processed. The first layer is the “Edge” layer, which is composed of
all the IoT sensor networks. The second layer is the “Fog” layer, which is formed of the
gateways. The last layer is the “Cloud”, where all the relevant data is stored. visualized
and analyzed.

All the layers have computing capacity. In the first one the filtering, aggregation
and data transformation is carried out directly on the sensors. The Fog layer allows
the gateways to collect data from multiple sensors using wireless communications (p.e.
Bluetooth Low Energy, BLE) and continue processing them. Both the Edge and Fog
layers help to distribute the processing of the information between sensors and cloud,
improving latency and reducing the amount of data to transfer to the cloud.

3.2 System Components

The multisensor microcontroller used in the Edge layer is the low-cost SensorTag
CC2650 from Texas Instruments shown in Fig. 2, which has an ARM Cortex-M3 pro-
cessor, 128 KB of programmable flash memory and five integrated sensors, including
movement and humidity sensors. The movement sensor is the MPU9250. It has an
accelerometer, a magnetometer and a gyro, measuring vibrations with a capture fre-
quency of 1 kHz. The humidity sensor is the HDC1000. It measures the relative humid-
ity and also the temperature. The microcontroller support wireless communication with
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Fig. 1. System architecture

Fig. 2. Wireless multisensor microcontroller

the Bluetooth Low Energy (BLE) protocol. The wireless nature of the microcontroller
allows for a very fast and economical deployment in the industrial environment.

The gateway used in the Fog layer is the low-cost single-board computer Raspberry
Pi 3Model B+, shown in Fig. 3, which has 1 GBRam, 1 HDMI port and 4USB 2.0 ports,
as well as a CSI and a DSI port to connect a camera and a touchscreen. The Ethernet data
rates up to 100 Mbps. It also allows Wi-Fi, Bluetooth 4.2 and Bluetooth Low Energy
(BLE). The CPU + GPU is the Broadcom BCM2837B0, Cortex A-53 (ARMv8) 64-bit
SoC @1.4 GHz.

Finally, the Cloud layer is implemented using a free version of ThingSpeak, an IoT
analytics platform service that allows aggregation, visualization and analysis of live data
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Fig. 3. Gateway

streams in the cloud (see Fig. 4). It provides instant visualizations of data posted by the
system gateways and can also perform online analysis and processing of the data as it
comes in. ThingSpeak is often used for prototyping and proof of concept IoT systems
that require analytics.

Fig. 4. IoT analytics platform

3.3 System Software

The movement sensor returns the accelerations in time domain, but this does not give
enough information about the vibrations of the electric motor. It is necessary to use the
Fast Fourier Transformation (FFT) over the accelerations of the vibrations measured on
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the motor. The output of the FFT is the vibration amplitude as a function of frequency.
FFT has been computed in both multisensor microcontroller and gateway. With the
microcontroller, the library used is CMSIS DSP software library, designed for use in
Cortex-M processor based devices. The FFT compute using this library is done using
an array of 256 continuous accelerations over time because no more accelerations could
be stored in the internal memory of the microcontroller. With the gateway, the function
used is FFT from the library Scipy, using an array of up to 4096 accelerations formed
of 16 arrays of 256 accelerations, which are continuous over time, covering the whole
dynamic behavior of the motor.

Multisensor microcontrollers and gateway are communicated with the BLE proto-
col, that is used to transmit small packets of data read by the sensors, while consuming
less battery power than other protocols. The main drawback of this protocol is its com-
munication range, because only about ten meters is what can be achieved between two
BLE devices indoors in normal use. Finally, data is transferred from the gateway to the
Cloud layer via HTTP calls from the REST API.

4 Experimental Plan

The IIoT prototype developed has been tested in two different scenarios. The first one
was with a low power motor in laboratory with no workload. After performing this initial
test, the prototype was installed in an industrial diary plant, where the monitored electric
motors work with a real workload.

4.1 Scenario 1: Low Power Motor in Laboratory

The first scenario (see Fig. 5) corresponds to a single-phase asynchronous electric motor
with a permanent condenser and a frequency of 1500 rpm. It has a power output of
0.25 kWand a voltage of 250V/50Hz. As indicated in Fig. 6, thismotor was bolted to the
floor of the laboratory. Themultisensormicrocontrollerwas fixed to themotor plate using
double-sided adhesive tape. The gateway was positioned close to the microcontroller.
The gateway processes the data received from the microcontroller and sends only the
high amplitude harmonics to the Cloud layer.

Fig. 5. Scenario 1 in laboratory
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Fig. 6. Scenario 1 in laboratory

4.2 Scenario 2: Pumps in an Industrial Diary Plant

The second scenario corresponds to an industrial dairy plant. In this case, the electric
motors monitored are two pumps located close to each other. These pumps have a
frequency of 3000 rpm, a power output of 15 kW and a voltage of 230 V/50 Hz. Each of
them works for a different sterilization line. The main difference between them is that
pump 1 is in the third month of the annual maintenance cycle for changing bearings,
while pump 2 is in the eleventh. Both microcontrollers have been fixed to the pumps as
in scenario 1 and connected to a gateway that communicates with the Cloud layer via
a WiFi Access Point (AP), as shown in Fig. 7. Figure 8 shows where the gateway and
pump 1 are placed in the diary plant.

5 Results

The preliminary results presented here were obtained after computing the Fast Fourier
Transformation over accelerations from the Z axis for both scenarios of the experimental
plan.

In scenario 1, as seen in Fig. 9, computing the Fast Fourier Transformation in the
multisensor microcontroller gives worse results than when it is computed in the gateway.
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AP

Fig. 7. Scenario 2 in an industrial dairy plant

Gateway

Pump 1

Fig. 8. Scenario 2 in an industrial dairy plant

Both graphs show three fundamental harmonics with outstanding amplitudes of 100, 200
and 300 Hz. Those frequencies are multiples of the base frequency of the motor used in
scenario 1, which is 25 Hz.

Fig. 9. Scenario 1: FFT in multisensor microcontroller (left) and gateway (right)
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Figure 10 shows the amplitudes of the harmonic of 100 Hz stored in the Cloud
layer after computing the FFT in the multisensor microcontroller and in the gateway. In
both cases the amplitude remains stable. When computing the FFT in the multisensor
microcontroller the amplitude is between 1750 and 2250, and in the case of computing
it in the gateway it stays stable between 700 and 900.

Fig. 10. 100 Hz harmonic in microcontroller (left) and in gateway (right)

In scenario 2, the FFT was computed in the gateway, as these results were more
accurate. Figure 11 shows the results after computing the FFT in both pumps. Both
pumps correspond to the same model, work in similar sterilization lines and are in the
third and eleventh month of the annual maintenance cycle respectively. Pump 1 has some
harmonics of 25 Hz, 100 Hz and some close to 300 Hz, while of pump 2 has harmonics
of 25 Hz and some around 200 Hz. The biggest difference between pumps 1 and 2 is the
appearance of the harmonic 200 Hz and the disappearance of those of 100 and 300 Hz.
The noise level is much higher in the second scenario than in the first because the pumps
were surrounded by many other vibrating motors. In both pumps, the temperature was
near 40 °C.

Fig. 11. Scenario 2: FFT in pump 1 (left) and pump 2 (right)
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6 Conclusions and Future Work

In view of the preliminary results of the research, the IIoT prototype has demonstrated
the viability of our low-cost proposal, allowing vibration frequency analysis on bothmul-
tisensor microcontroller and gateway and giving results that will be readily transferable
to other sensors and gateways with similar characteristics.

Current work is focused on measuring some important performance parameters as
computing time of FFT function, time consumed in data transference from sensor to gate-
way, total latency from data capture to data transfer to the cloud and battery consumption
of the multisensor microcontroller.

Future work can be classified as short term, medium term and long term. In the short
term, is the development of an automatic anomaly detection system in the gateway.
If this detects important changes in the amplitudes of the harmonics, the system will
notify the maintenance technicians, warning that there may be a problem in one of the
motors monitored and preventing unforeseen stops. Regarding wireless communications
between sensors and gateway, it is necessary to explore using other protocols with longer
communication range such as 6LowPan and Zigbee.

In the medium term, it is necessary to label all the data that is stored in the cloud
with information about the state of the motor when the data was sent, accompanied by
the qualitative status reported by technicians after preventive maintenance. This will
improve the reliability of the notifications sent to the maintenance technicians and help
them to take decisions about advancing or delaying the maintenance tasks.

Finally, in the long term, after having stored enough data to make a broad historical
record in the cloud, a predictive model based on machine-learning will be developed
and run (in the Cloud or in the gateway) to estimate the failure probability of the motor
before carrying out the maintenance, thus reducing maintenance costs.
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Abstract. Water is a limited and essential resource to human existence. Further-
more, water management is not only relevant but also a complex task for several
applications such as agriculture and industry. Consequently, the water quality
must be monitored in real-time not only to detect water contamination scenarios
in a useful time for enhanced public health in smart cities but also to improve
agricultural productivity. Internet of Things is the pervasive presence of a variety
of objects with interaction and cooperation capabilities among them to reach a
common objective and can provide the interoperability to develop essential and
cost-effective applications for enhanced smart cities and agricultural activities.
This paper presents iWater, a cost-effective solution for water quality monitoring
based on Internet of Things architecture. This solution is composed of a hard-
ware prototype for water quality analysis and support Web compatibility for data
consulting. The results show that the iWater provides efficient and effective water
quality monitoring using integrated communication technology, combining sensi-
tivity, flexibility, and accuracy of measurement in real-time, allowing significant
evolution of the current water quality monitoring systems.

Keywords: Agriculture · Enhanced living environments · Internet of Things ·
Mobile computing · Smart cities ·Water quality monitoring

1 Introduction

Water is a limited and essential resource to human existence. Furthermore, ensure water
quality is particularly necessary for several applications such as agriculture and industry
[1].

The “smart city” concept is a strategic approach to embrace new urban production
circumstances in a collaborative framework and to state the significance of Information
and Communication Technologies (ICTs) to promote the competitive characterisation
of a city [2]. Cities meet exciting difficulties and obstacles to reach socio-economic
evolution and daily life purposes. The “smart city” concept aims to be an answer to
these obstacles [3]. The smart city is straightly associated with an emerging approach
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to moderate the difficulties created by the urban population increase and accelerated
urbanisation [4]. The smart city approach will lead to several consequences at distin-
guished levels such as consequences on science, productivity, technology, and culture.
Moreover, it will also cause ethical issues as the smart city needs to provide correct
information access which is essential when before-mentioned data is accessible at a fine
spatial scale where people can be recognised [5]. Natural resources such as rivers, lakes
and dams are integral to cities, and as such, the context of a smart city cannot overlook
the importance of water. Contamination of such water-based resources by the dumping
of industrial waste is, therefore, a relevant problem for the health and well-being of
citizens. Real-time monitoring of aquatic resources provides a solution to this scenario
as it presents the ability to detect possible contamination on time and enables cities to
provide a better quality of life to their citizens.

Internet of Things (IoT) can be defined as a ubiquitous behaviour of material things
which promote communication and collaboration abilities between them to reach a
shared purpose [6–8]. The IoT implementation will produce different consequences
on several perspectives of daily living and will be applied in numerous forms such as
home automation, enhanced living environments and medical systems [9, 10]. IoT must
be considered as a meaningful approach to the design and development of real-time
water quality monitoring solutions. The most relevant issue in smart cities is the interop-
erability of the different technologies; the IoT can provide the interoperability to build
a unified urban-scale ICT platform for smart cities [11].

On several agricultural environments, the water quality supervision is essential to
ensure the right water conditions for enhanced productivity and efficiency, and it is
particularly essential on aquaculture, aquaponics and hydroponics.Using real-timewater
quality supervision is possible to store and compare the production results with the
water quality data and study their direct impact on productivity and product quality.
Furthermore, it is possible to detect poor water quality patterns and plan interventions to
improve productivity. Regarding the smart city context, a real-time IoTwater monitoring
system not only can measure the water quality levels in different places and provide data
to the municipal authorities to early detect water pollution and plan interventions but
also offer a space-time map of water quality evolution for public safety [12]. Therefore,
the water quality must be monitored in real-time for enhanced public health and safety.

This paper presents iWater, a cost-effective solution for water quality monitoring
based on IoT architecture. This system is based on open-source technologies with sev-
eral advantages compared to existing systems, such as itsmodularity, scalability, low-cost
and easy installation. The proposed architecture is composed of a hardware prototype for
water quality analysis and support Web compatibility for data consulting. This method
is based on the ESP8266 with built-in Wi-Fi 2.4 GHz compatibility and incorporates a
total dissolved solids (TDS) sensor. The TDS levels are calculated based on electrical
conductivity (EC). Dissolved solids are the total weight of all solids that are dissolved in
the water. These solids refer to any minerals, salts, metals, cations or anions dissolved
in water. In general, the total dissolved solids concentration is the sum of the cations
(positively charged) and anions (negatively charged) in the water. Natural processes can
originate these minerals or derived from human activities such as agricultural and urban
water, which can carry excess minerals, wastewater discharges, industrial wastewater
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and salt that used to eliminate ice on the road. In fact, according to the World Health
Organization, the high concentration of dissolved solids is not associated with health
symptoms [13]. However, the analysis and assessment of TDS values evaluation can
be used not only to detect in useful time possible water contamination scenarios for
enhanced public health and safety in smart cities but also is extremely important to
increase productivity and efficiency on agricultural environments. The TDS levels vari-
ation indicates the aesthetic characteristics of drinking water and the presence of a broad
array of chemical contaminants. On agricultural environments, the TDS levels assess-
ment is particularly relevant for the selection of the fertilisers, which have a direct impact
on productivity and product quality.Moreover, both in agriculture and smart city context,
the TDS levels must be monitored at least to provide alerts for possible contamination
scenarios. The TDS levels supervision can be used as an essential information source
to alert the authorities which can behind providing quick interventions to make further
validation and tests to make sure that the increase of dissolved solids is not related with
contamination scenarios and to ensure water quality.

2 Related Work

Water quality assessment is an essential topic for several agricultural environments such
as aquaculture, aquaponics and hydroponics. Aquaculture refers to the cultivation of
both marine and freshwater species with the primary objective being to raise fish for
consumption. China is not only the world’s largest producer, consumer, processor, and
exporter of finfish and shellfish but also produces more than one-third of the global
fish supply [14]. Hydroponics is a cultivation process where nutrients are administered
as mineral nutrients. This method includes numerous benefits such as pest problem
mitigation and constant feeding of nutrients while contrasted to conventional cultivation
practices [15, 16]. Nevertheless, that approach is high cost, taking into account the energy
expenditure contrasted to conventional soil cultivation [17]. Hydroponic cultivation can
deliver a higher production rate at a more economical price; however, it additionally
holds numerous covered costs [18]. Aquaponics is the symbiotic cultivation of plants
and aquatic animals in a recirculating environment which depend on the fish as nutrient-
generators. The fish produce waste which is converted to nitrates that are used as plant
food through a nitrification process [19]. Therefore, reliable water quality monitoring
systems are relevant for enhanced productivity on agricultural environments, particularly
on aquaculture, aquaponics and hydroponics.

Numerous monitoring methods for environmental surveillance based on IoT, which
combine open-source and mobile computing features are proposed in the state of the
art [20–25]. An IoT water monitoring system that includes several sensing capabilities
for temperature, light and pH supervision and supports artificial intelligence methods to
provide water quality management with 88% of the accuracy is introduced by [26]. A
cost-effective monitoring and control system for hydroponic environments which incor-
porate microcontrollers and open-source technologies for remote access is proposed by
[27]. A water monitoring system to support nutrient solution temperature, EC and pH
supervision capabilities for non-professional production environments is proposed by
[28]. An online water quality supervision system for intensive fish culture in China is
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proposed by [29]. This system incorporates web-server-embedded features and includes
forecast methods to predict water quality data. A wireless sensor network for water
quality supervision which includes low-power methods through sleeping mode func-
tionalities was proposed by [30]. A pilot project for water quality monitoring in smart
cities was conducted by [31]. The research found positive results in high-frequency data
collection and real-time data access.

Smart cities aim to ensure the sustainable use of natural resources in general and
water resources in particular [32]. Additionally, with the proliferation of low-cost sen-
sors, there is significant potential to create automated and efficient solutions for environ-
mental monitoring, particularly in the smart city context. The development and test of
a specific sensor for monitoring the groundwater salinisation process to optimise water
management in smart city environments is proposed by [33].

In conclusion, there are several state-of-the-art applications for water monitoring in
the agriculture and smart city context. However, there is a lack of cost-effective and
easy to install solutions for enhanced water quality monitoring. The IoT architecture can
be assumed as a reliable, cost-effective, easy to install and scalable approach for water
quality monitoring; hence, iWater is proposed by the authors.

3 Materials and Methods

The proposed method is a cost-effective solution that can be easily used and installed by
everyone. This solution uses an ESP8266 as microcontroller and communication unit,
and a TDS sensor as a sensing unit. In this section, the hardware and software used for
the system development will be discussed in detail.

The proposed system aims to provide a valuable tool for water quality monitoring
to promote public health and safety in smart cities and improve productivity in agricul-
tural environments. The authors developed a Wi-Fi system using the ESP8266 module,
which implements the IEEE 802.11 b/g/n networking protocol. This microcontroller
with built-in Wi-Fi capabilities is used both as the processing and communication unit.
In the case of agricultural fields without a Wi-Fi connection, a 3G/4G wireless router
can be used to provide Wi-Fi availability. The 3G/4G wireless routers are commonly
used for several applications and achieve the system communication requirement where
broadband cellular network technology is available. The monitored data is stored in a
Microsoft SQL Server database using Web services. For data consulting a Web portal
named iWaterWeb has been developed using ASP.NET C# (Fig. 1). The iWaterWeb and
the. NET Web Services are hosted at the same Windows Server instance.

The proposed solution is based on open-source technologies and is awireless system,
with several advantages compared to existing systems, such as its modularity, scalability,
low-cost and easy installation. The iWater incorporates amicrocontroller with nativeWi-
Fi support, a FireBeetle ESP8266 (DFRobot) and the TDS sensor module (DFRobot) is
connected using analogue interface. Figure 2 represents the prototype developed by the
authors. A short description of the components used in the development of the iWater
prototype is presented below:

• FireBeetle ESP8266: is a wireless board with unified antenna switches, power and
low noise amplifiers which is compatible with 802.11 b/g/n protocols. Additionally,
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Fig. 1. iWater architecture.

this board is WPA/WPA2 compatible and includes a 32-bit MCU and 10-bit ADC.
The selected board includes a 16 MB SPI flash memory.

• DFRobot TDSmodule: is a TDS sensor that provides reliable readings, supports AC
excitation source to prevent the probe from polarisation effectively, and a waterproof
probe. The module size is 42 × 32 mm. The operating voltage range is 3.3 V–5 V,
and the analogue interface output voltage is 0–2.3 V. The TDS range us 0–1000 ppm
and accuracy of ±10% FS (25 °C). The operating power consumption is 3–6 mA.

The sensor module includes an AC signal as an excitation source. The excitation
source is able to efficiently block the probe from polarisation, increase the lifetime of
the module, and enhance the stability of the sensor output. The sensor probe can be
covered in water for extended analysis periods. The sensor module has been selected
according to the cost of the system. The main goal of the research study is to test the
functional architecture of the proposedmethod. Nevertheless, a stable and precise sensor
module has been selected and supports 10% full scale (FS) accuracy. Additional sensors
modules can be combined to control different water conditions.

The proposed method provides easy network configuration procedures. The system
is by a standard in clientmode. Only if it remains incapable of connecting to any network,
it changes the working mode to a hotspot mode. At this moment, the created hotspot can
be used to introduce the credentials of the wireless network for Internet access. Figure 3
shows the network configuration method.

The firmware of the iWater is implemented using the Arduino Core that is an open-
source platform that aims to enable the use of standard Arduino functions and libraries
directly on the ESP8266 without an external microcontroller. The iWater is a cost-
effective system for enhanced water quality monitoring, which costs an estimated 30.99
USD (Table 1).
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Fig. 2. iWater component diagram.

The Web application is denominated by iWaterWeb was developed with C# pro-
gramming language in Visual Studio. The iWaterWeb provides real-time water quality
monitoring data access using aWeb browser. Figure 4 shows the iWaterWeb application.

Fig. 3. iWater Wi-Fi network configuration process.
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Table 1. Cost of the iWater system.

Component Cost

FireBeetle ESP8266 7.50 USD

DFRobot TDS module 12.90 USD

Cables and box 10.59 USD

Total 30.99 USD

Fig. 4. iWaterWeb application.

4 Discussion and Results

For testing purposes, the iWaterwas mounted inside a glass laboratory volumetric flask.
The system was tested with several water samples with different salt concentration. The
experimental activities were conducted inside a laboratory of a Portuguese University.
Figure 4 presents the water quality supervision experiments conducted by the authors.
Themodule is powered using a 230V–5VAC-DC 2A power supply. The tests show that
the proposed water quality monitoring system can be used to detect poor water quality at
low-cost. Furthermore, the proposed system can provide TDS monitoring for enhanced
productivity in agricultural environments but also to detect possible water contamination
by wastewater discharges to promote citizens health and safety.

The information is gathered every thirty seconds; however, this condition can be
modified concerning the requirements of the context. The iWaterWeb offers informa-
tion access as graphical or statistical methods. An example of the data obtained by the
proposed method is presented in Fig. 5. It should be perceived that Fig. 5 presents the
results achieved in the physical context with produced simulations. The response time
and effectiveness of the proposed method have been tested with different samples of
water with distinct salt concentrations. The outcomes assure the capacity to identify
TDS levels changes in real-time and confirm a fast sensor response time (Fig. 6).
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Fig. 5. iWater system prototype tests.

Fig. 6. TDS data collected in the tests performed.

The graphics displaying the TDS levels provide a better perception of the behaviour
of the monitored parameters than the numerical format. On the one hand, the iWaterWeb
provides easy and quick access to collected data and enables a more precise analysis of
water quality temporal evolution. Thus, the system is a powerful tool for water supervi-
sion and to support decision making on possible interventions to increase productivity
but also to detect contamination scenarios. On the other hand, the proposed IoT app-
roach provide temporal water quality data for visualisation and analytics, which are
particularly relevant to detect unproductive situations and plan interventions to promote
a productive agricultural environment.

At present, water monitoring solutions are expensive and are based on random sam-
pling. However, these procedures are limited by providing only information related to a
specific sampling and being devoid of spatiotemporal behaviour.Most of the professional
solutions available on the market are portable and compact, offering data logging on the
equipment itself. However, these solutions do not support real-time data availability for
city authorities or agricultural managers in order to enable rapid and efficient interven-
tion to improve people health and productivity, respectively. For example, TDS pens
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are low-cost, easy to use and widely used equipment for TDS levels evaluation. How-
ever, TDS pens do not offer data transmissions and real-time monitoring for enhanced
water quality supervision. One the one hand, the majority of TDS pens do not offer a
history data consulting features, and the user can only be consulted in real-time values
using an LCD interface on the equipment. On the other hand, the professional solutions
which offer a history of data consulting are limited to the device memory and require
data downloading and manipulation procedures with specific software. Additionally, a
limited number of professional instruments have high accuracy and can send data to the
control system, but the cost is expensive.

In this way, the development of innovative water monitoring systems based on state-
of-the-art technologies that allow real-time analysis becomes essential. Thus, the iWater
was developed in order to provide water quality monitoring system with integrated
technology, combining sensitivity, flexibility, and accuracy of measurement in real-time,
allowing significant evolution of the current water quality monitoring systems. The
results are favourable as the proposed system can be used to provide a correct water
monitoring assessment at low-cost. Theproposed systemcanbeused to support advanced
agricultural methods but also to early detect possible contamination scenarios in smart
cities. Furthermore, in the agricultural environments, the effective productivity results
can be compared with the monitored data, which is particularly valuable for a correct
evaluation and study of the cultivation methods used. Another significant improvement
of the presented monitoring system is the scalability and modularity of the proposed
method. The installation can begin applying one system, and other modules can be
installed according to the necessities of the environment.

As future work, the main goal is to make technical improvements, including the
development of essential alert methods such as SMS or e-mail to advise the user when
TDS levels meet some parametrised values. The authors also plan to develop a mobile
application for water quality analytics and notifications. Infrared thermography (IRT)
technology is an appropriate method for plant disease supervision [34]. The authors plan
to correlate the proposed system results in the context of the studies being carried out on
the IRT technology applied to the monitoring of plants. Moreover, the results achieved
will support the correlation between poor water quality effects on plants supported by
IRT technology.

5 Conclusions

With the proliferation of IoT and mobile computing technologies on the smart city and
agricultural context, it is relevant to develop automatic water monitoring systems. There-
fore, this paper presents a cost-effective solution for water quality monitoring composed
by a hardware prototype for water quality analysis and Web compatibility for data con-
sulting. On the one hand, this solution can be used for enhanced water management at
low-cost for enhanced productivity and quality in the agricultural environment context.
Using iWater, the collected data can be especially valued to investigate and store the
temporal changes of the water quality in order to guarantee that they are established in
the course of all the agricultural process. On the other hand, rivers, lakes, and dams are
integral to cities. Furthermore, the contamination of these natural resources by wastew-
ater discharges and salt that is used to eliminate ice on the road is a relevant problem
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for the health and well-being of citizens. The iWater provides real-time monitoring of
aquatic resources in order to address a solution to this scenario as it presents the ability
to detect possible contamination scenarios on time and enables cities to provide a better
quality of life to their citizens.

At present, water monitoring solutions are expensive and are based on random sam-
pling. However, these procedures are limiting by providing only information related to
a specific sampling and being devoid of spatiotemporal behaviour. The results achieved
are promising; the iWater indicates a significant contribution to cost-effective water
quality supervision solutions based on IoT and open-source technologies. Compared to
existing systems, the iWater allows the access to the history of the water quality in the
graphical representation in real-time but also provides other relevant advantages such as
its modularity, scalability, low-cost and easy installation.

Although the suggested method has constraints, the iWater requires additional lab-
oratory validation procedures to increase calibration and precision. Moreover, qual-
ity assurance and quality control have also been intended to increase product quality
traceability. Technological enhancements include the addition of fundamental warning
techniques such as SMS or e-mail when a TDS levels reach predefined values are also
projected as future work.
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Abstract. In this paper, we propose a method to localise and track
persons in heavy industry environments with multiple cameras. Using
the OpenPose network, we localise the persons feet points on each cam-
eras image individually and perform according 3D transformations. With
prior knowledge about the camera settings in the environment, we use
a rule-based system to assess which sensor detections to fuse. We then
apply Kalman filtering in order to stabilise the tracking. Due to a vari-
able image stack size, our method may increase accuracy if provided with
additional computational resources by processing more frames in real-
time. We have simulated a heavy industry scenario and use the recorded
video material and position data as a basis for our evaluation.

Keywords: Heavy industry · Industry 4.0 · Person tracking ·
Artificial intelligence · Image processing

1 Introduction

Industry 4.0 requires software to support and enhance existing heavy industry
structures. Digital facility management systems help to increase productivity,
work safety and the production process transparency [2,10,12,14]. For example,
concerning work safety, in a case of emergency, workers may want to follow the
shortest route to the exit. In a steel industry site, this route may lead across a
potentially dangerous area, for example a freshly rolled, hot sheet steel. Moving
on that sheet would cause the worker’s boots to melt with the hot steel, which
causes a high impact on the workers health and high costs for the corporation.
An intelligent work safety system may prevent such a situation by providing the
right warning at the right time using appropriate means.

Such a system may use cameras and mobile devices to locate and identify per-
sons in dangerous situations. To do so, such systems need to gather and analyse
as much information about the production process as possible in realtime, put
them into context and perform the right actions. The project DamokleS 4.0 [5]
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aims to develop a system to support employees in heavy industry using modern
hardware and software. In this particular contribution, we use camera images
to perform human foot point localisation and provide these detections to a rich
context model. Knowing the worker’s locations and roles within the production
process allows the context model to display valuable, individual information. In
our scenarios, augmented reality (AR) devices poll the context model in order
to show supportive advises to their current user. For example, an information
service provides relevant data about the workers current task to his or her aug-
mented reality device, as shown in Fig. 1. This way a worker receives context-
sensitive and role-specific information, for example the state of a machine, a
concrete work instruction or an evacuation route in case of emergency.

Fig. 1. Exemplary augmented reality information depending on the workers current
position. Left: an instruction to check a serial number. Right: displaying an evacuation
route in case of emergency.

In this paper we describe a holistic software approach to localise and track
workers in heavy industry settings, solely on the basis camera images, using
methods of artificial intelligence. We begin this paper by delineating this con-
tribution within the context of the project DamokleS 4.0 and presenting the
current state of the art. In Sect. 3, a description of our software implementation
explains the workflow of our program in detail. Then we present the setup of our
laboratory experiments and examine how we have collected our data in Sect. 4.
We also statistically evaluate the accuracy of our system compared to ground
truth data, as provided by the augmented reality devices positioning. In the last
section we conclude with a short discussion of our final results, the pros and cons
of our implementation and possible future work.

2 State of the Art

Current state of the art research investigates person tracking techniques under
various points of view with different approaches. For example, [20] proposes
a person tracking algorithm for an autonomous unmanned aerial vehicle. In
this approach, a drone with a surveillance camera follows individual persons,
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which allows for a very flexible surveillance system with the benefit of easy
face recognition. Compared to a stationary camera-based approach, the aerial
vehicle seems impractical for an industrial application, as the flying drone may
collide with moving objects like cranes, vehicles or even other persons. Con-
sidering person identification techniques, state of the art researchers focus on
methods of deep transfer learning [4,7]. These methods allow for single-shot
person re-identification and prove that transfer learning may increase detection
performance in that domain using very little training data. For our heavy indus-
try application, we chose to identify workers via their wearable smart devices
instead of face recognition. To handle the problem of tracking multiple persons,
[9] utilise slow feature analysis [23]. [1] presents a computational framework for
interpreting person tracking data, which consists of four modules for tracking
instantaneous and short-time features as well as unsupervised and supervised
machine learning techniques for higher levels of abstraction.

Concerning the DamokleS 4.0 project [5], [17] describes the overall software
architecture underlying our context model [6]. Also, [17] sketched the essential
ideas that drive our test scenarios as well as the associated processes for imple-
mentation in mobile devices. The suggested scenarios concern workplace safety
as well as production and maintenance applications. The proposed approach
provides context-based support for factory employees during all these scenarios.
For context recognition, [17] proposes the usage of mobile device sensors and
external sensors devices mounted in the factory building, for example cameras
and beacons. [24] evaluated a variety of human detection methods and concluded
that the OpenPose system [3,18,21] suits our purpose best as it provides a most
reliable foot point detection, even under challenging image conditions.

In a related project we developed a video surveillance system to protect crit-
ical infrastructures [8]. In this project we designed a software architecture that
supports human operators to detect, track and recognize suspicious subjects in
case of an alert. The human operator may sort video frames by personally select-
ing important features. He or she may flag suspicious subjects and reidentify
them in a video database. The camera-based data analysis consisted of several
image processing modules like a salient-based people detection and a histogram
of oriented gradients (HOG) algorithm based on the implementation of [16]. We
decided to use a GPU-based implementation to speed up the HOG algorithm
and fulfill our realtime requirements. The scenarios described in [8] resemble
those in the context of heavy industries with respect to challenges introduced
by different light conditions and the high need for fast algorithms.

On the basis of the referenced developments, we can state that the interac-
tion of the collected data and the constantly evolving algorithms holds a great
potential for the improvement of industrial processes and the everyday working
life.

3 Implementation

Our software architecture consists of three different modules, which operate on
a live video stream of multiple cameras in real-time. Fig. 2 shows the program
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flowchart of the single processing steps. Starting with a human foot point detec-
tion system, for which we have used the OpenPose architecture [3,18,21], a
coordinate transformation from image coordinates into world coordinates pro-
vides input to the second module, a rule-based sensor fusion approach. The
rule-based system also prepares the trajectories for the third module, a Kalman
filter, by assigning them to linear tracks. All processing steps take place on the
same stack of images, guaranteeing real-time capability in a trade-off between
stack size and available computing resources. The more images the software sees,
the more accurate it gets. Maintaining real-time capability only depends on the
available computing resources. As input we present a stack of k images per cam-
era and choose k such that the program runs as fast and as accurate as possible.
Increasing k leads to more accurate detections at the cost of higher computa-
tion time. As output we obtain current person locations in world coordinates,
which we may send to a remote context model. The context model may relate
the locations with other data, for example to identify persons via smart devices.

3.1 Foot Point Detection and Coordinate Transformation

Before performing the foot point detection, we improve the camera images by
performing an adaptive histogram equalisation with a tile grid size of eight by
eight pixels [15]. We then localise the person’s foot points in camera image coor-
dinates using the corresponding foot keypoints of the COCO model as provided
by OpenPose [3,18,21]. Our calibration process assumes that the person moves
on a flat plane, so we use a temporary constant height coordinate z = 1, which
we simply discard after transformation. To transform the camera coordinates
(x, y, 1)T into world coordinates (px, py)T , we use the intrinsic camera matrix
M , the rotation matrix R and the translation vector d, which we have obtained
via a standard calibration process using chessboard patterns [11,13]. Construct-
ing an auxiliary matrix

R′ =

⎛
⎝
R0,0, R0,1, R0,2

R1,0, R1,1, R1,2

d0, d1, d2

⎞
⎠ (1)

leads to a coordinate transformation that reads as follows:

(
px
py

)
=

⎛
⎝
x
y
1

⎞
⎠ (R′M)−1 (2)

The resulting world coordinates relate to the origin of the chessboard pat-
tern. For multiple cameras, which observe distinct parts of the environment, we
perform multiple extrinsic calibrations and then translate the world coordinates
by the distance vectors between the different coordinate origins.
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Fig. 2. The program flowchart of our person tracking procedure. The top row shows
example frames, taken from the same trial at the same time. From left to right: cameras
C1 to C5 as shown in Fig. 3. The person currently moves within sight of cameras
C1, C2, C5 but out of sight for cameras C3 and C4.

3.2 Sensor Fusion and Track Separation

The second module consists of rule-based systems, that start by fusing the detec-
tions from the localisation module using prior knowledge about the camera setup.
To solve the problem of missing detections by noise, we perform an autocomple-
tion within the k frames: if in a frame we find no detection, but in the previous
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and following frame we do, we replace the missing detection with the geometric
mean between the two successful detection. This way, we complete the detec-
tions within k frames and maintain real-time applicability for an optimal value
of k. Knowing on which frame we have a detection, we put these detections into
a two-dimensional boolean matrix, which tells us about which camera yields a
coherent detection within the real-time window. Using this matrix, we apply
a rule-based system that decides which detections to fuse together. To do so,
a hard coded rule set reflects our prior knowledge about the concrete camera
setup in the environment. Upon this knowledge, we apply a set of conditional
clauses to decide the world coordinate fusion. If, for example, C3 and C4 detect
the same person, we calculate a geometric mean of the two proposed world coor-
dinates. To prepare the position data for Kalman filtering, we apply a rule set
that assigns each position to a unique track. Each track features a steady motion,
which simplifies the Kalman filtering procedure.

3.3 Kalman Filtering

In order to smooth the resulting trajectory, we employ a Kalman filter [22] on
each of the separated tracks, as shown in Fig. 5. To initialize the Kalman filter, we
use a four-dimensional steady motion dynamics, capturing the persons position
(px, py)T as well as the persons current velocity (vx, vy)T with respect to a fixed
time step dt as given by the camera recording frequency:

F =

⎛
⎜⎜⎝

1 0 dt 0
0 1 0 dt
0 0 1 0
0 0 0 1

⎞
⎟⎟⎠ (3)

such that:
⎛
⎜⎜⎝
px
py
vx
vy

⎞
⎟⎟⎠

t+1

= F ·

⎛
⎜⎜⎝
px
py
vx
vy

⎞
⎟⎟⎠

t

(4)

We use a unit matrix to initialise the Kalman filter covariance matrix. For
the estimation process, we iterate over k subsequent positions, thus maintaining
real-time applicability.

4 Evaluation

We use the recordings of a laboratory study to evaluate our person tracking
approach in a simulated industrial environment. In this study, as part of the
DamokleS 4.0 project [5], the test persons wear augmented reality glasses which
guide them through a parcour. During this course, they have to solve three
tasks and, for the last part, follow an evacuation route to the exit, as depicted in
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Fig. 3. The test parcour of our simulated industrial environment. The test persons
follow a route (blue) and solve a number of tasks. Five cameras (green) record video
footage. (Color figure online)

Fig. 3. The original user study featured two different navigation modalities and
corresponding questionnaires, which aimed to evaluate the test person’s feelings
and attitudes towards this technology from a psychological point of view. For our
person tracking study, we discard this information and merely use the collected
video recordings.

4.1 Setup

Figure 3 shows the setup of our test course and the camera positions. As shown
in the example frames in Fig. 2, the test persons wear safety vests and move in
sight of a certain subset of our cameras. As shown in Fig. 3, the camera sets
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Fig. 4. The mean deviation in meters between the estimated camera positions and the
ground truth positions from the augmented reality device for each test person. The red
bars show the mean deviations for the raw camera estimations, and the blue bars show
the mean deviations for the Kalman filtered positions. (Color figure online)

(C1, C2, C5) and (C3, C4) observe distinct parts of the environment. Each set
has a unique calibration origin, which we relate to the parcour starting point by
a translation vector which we have measures using a scale.

4.2 Results

Our cameras recorded video footage with eight to twelve frames per second, so we
have used a stack size of k = 4 frames to maintain real-time applicability with our
hardware. As the augmented reality device recorded positions with a rate of two
positions per second, the cameras yield more data in the same time as they record
with a higher frame rate. Figure 5 shows the complete trajectories for the ground
truth data as provided by the augmented reality device, the raw camera position
estimations after sensor fusion, the separated tracks and the final positions after
Kalman filtering. The statistics about the travelled distances, durations and
velocities, as shown in Fig. 6, ignore the different temporal resolutions induced
by different recording rates. In order to compare the mean deviations between
the estimated camera positions and the ground truth trajectories, as shown in
Fig. 4, we solve the problem of the different temporal resolutions by searching
the nearest point in the ground truth positions for each camera position.
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(a) Ground truth (AR Data) (b) Raw camera detections

(c) Track segmentation (d) Kalman filtered

Fig. 5. Resulting trajectories, all scales in meters. The top left figure shows the ground
truth as provided by the augmented reality device, the top right plot demonstrates the
trajectories after the detection of foot points and the appliance of the first rule-based
system. In the bottom left plot we visualise the results after track separation. As shown
in the bottom right plot, the trajectories after Kalman filtering closely resemble the
positions from the ground truth data.

The average of the mean deviations between the raw camera position esti-
mates and the ground truth data evaluates to about 0.6m, while the average of
the mean deviations between the Kalman filtered final positions and the ground
truth positions lies slightly lower at about 0.59m. This corresponds to the tra-
jectories, which come closer to the ground truth after Kalman filtering. Looking
at the trajectories in Fig. 5, we find a slight metrical distortion in the start and
end region, as only camera C2 observes this region. Analysing the histograms in
Fig. 6, we can state that both the travelled distances and the average velocities
come closer to the original distribution after Kalman filtering. Furthermore, we
can see that in the evacuation tracks, tracks number nine to twelve, the average
velocities show higher values.
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(a) Durations ground
truth (AR Data)

(b) Distances ground
truth (AR Data)

(c) Average velocities
ground truth (AR Data)

(d) Durations (raw cam-
era)

(e) Distances (raw cam-
era)

(f) Average velocities
(raw camera)

(g) Durations (per track) (h) Distances (per track) (i) Average velocities (per
track)

(j) Durations (Kalman fil-
tered)

(k) Distances (Kalman fil-
tered)

(l) Average velocities
(Kalman filtered)

Fig. 6. The histograms showing overall statistics about the results after our image
processing procedure. From left to right: duration in seconds, travelled distances in
meters, average velocities in meters per second. From top to bottom: ground truth
data from the augmented reality (AR) device, raw camera detections, statistics per
individual track and the final Kalman filtered results.
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5 Conclusion

We have contributed a method to evaluate person detection models for heavy
industry environments and published our source code, raw data and results
under [19]. From the metrical distortion that we have observed and described
in Sect. 4.2, we conclude that for a reliable location estimation a person must
move in sight of at least two calibrated cameras. To obtain accurate tracking
results on camera images, we strongly recommend the usage of additional means
like Kalman filters. For reasons of data protection, we decide to identify persons
via their smartphones in a context model instead of using face recognition on
camera images.

5.1 Discussion

In our evaluations we used the default parameters for of all our third party
software, like the OpenPose framework and the Matlab camera calibration tool-
box. Changing these hyper parameters may improve results. More computational
resources allows our approach to deliver better tracking results while maintain-
ing real time capability by increasing a single parameter, the image stack size.
The sensor fusion in form of a rule-based system relies on previous knowledge
but allows for easy changes due to its transparent rule set. Our model assumes
that the persons move on a flat plane, so it can’t tell different height levels from
each other. The rule-based systems, although transparent to the user and easy
to change, miss the flexibility to simply work for other setups. The same problem
arises for our rather static track segmentation. Our laboratory study only pro-
vided video material containing one single person in the parcour, so we did not
evaluate our system for multiple persons. Our systems makes no assumptions on
the number of persons, which we leave for future investigations.

5.2 Future Work

To further develop our approach, a more flexible track assignment might yield
a high profit. For example, a reinforcement learning agent may learn to open
and close track assignments dynamically. Also we might employ Kalman filters
on the detections in image coordinates to further stabilise the detections. Using
means of Transfer Learning, we may investigate how to easily adapt our models
to other situations.
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Abstract. A new type of irrigation system is being developed in the
context of the research project 02/SAICT/2017-28247-FCT-TO-CHAIR.
The output are irrigation plans based on optimal control theory that
minimize water usage and keep crops safe. In this paper, we present the
main features of the system prototype. The system uses soil moisture
sensors in the field, weather forecasts and parameters that the farmer
provides. This data is input to an Octave/Matlab program that imple-
ments an Optimal Control algorithm to compute the irrigation plan for
the crop field. The system consists of an electronic device that interfaces
the sensors in the field and a server computer. The field device reads data
from any analogue sensors and uses mobile communications to upload
the data to the server computer. The server provides a website for users
to insert data about their crops and fields and it retrieves weather fore-
cast data from a freely available service. Once a day the server runs the
Optimal Control irrigation-planning algorithm and the result is provided
on the user web page using both numerical and graphical formats. Due
to the diversity of irrigation infrastructures installed in crop fields and
water availability for irrigation, the system does not automatically con-
trol/actuate the irrigation. That task is left on the hands of the farmer.

Keywords: Irrigation planning · Optimal control · Internet of Things

1 Introduction

Climate change is a proven fact. In the report of 2007 from IPCC [1], one can
read that global warming is an issue to be dealt with urgency. Temperature
will rise, longer and more frequent drought periods will occur. One of the most
affected regions will be the Iberian Peninsula. In the South of Iberia, extreme
drought periods are already very frequent. Our study has Portugal in mind, but
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it could easily be adapted to other parts of the world. In this scenario, it is
necessary that the decision makers are able to decide on all issues related to
water management.

Irrigation of crop fields consumes most of the water resources in Portugal
annually. So, it becomes crucial that a proper irrigation planning is able to
maximize the profits of a crop field, while spending the least water resources
possible, with the highest efficiency [2]. With this paper, the authors intend
to give a contribution in order to achieve such objective. A “smart irrigation”
system is proposed, which is based on a mathematical model implemented in
Matlab/Octave. The model uses Optimal Control theory.

Optimal control theory emerged as research topic in the 1950s, in response to
problems concerning the aerospace exploration [3] of the solar system. Nowadays,
optimal control is a tool acknowledged by its effectiveness, which is applied to
different areas, such as robotics [4], biological systems [5], health [6], economy
[7,8], agriculture [9], among many others. The goal of optimal control theory
is to find a control law for a system such that a certain optimality criteria is
achieved.

The proposed mathematical model is able to plan the irrigation for a given
crop in such a way that water usage is minimized, while ensuring the crop is
safe. The considered dynamic equation guarantees the water balance (taking
into account rainfall, irrigation, humidity in the soil, evapotranspiration and
losses due to infiltration), and the defined constraints ensure that crops have
their water needs fulfilled. Direct methods (such as IPOPT, SQP, Active Set,
etc) that guarantee a feasible solution is obtained were used in optimal control.
It has been proven that mathematical models similar to the ones presented in
this article obtain a solution that is a local extrema [11].

In this paper, our focus is on the integration of all the necessary technolo-
gies and know how, in order to obtain a “smart irrigation” system prototype.
The paper is divided in further six sections. In Sect. 2, the mathematical model
developed to generate the irrigation plan is presented. Section 3 presents the
requirements of the system. Section 4 describes the proposed architecture and in
Sect. 5 the behaviour of the system is presented. In Sect. 6, an initial version of
the implementation of the mathematical model is shown. Section 7 presents the
conclusions and future work.

2 Mathematical Model for the Irrigation Plan,
and the Necessary Data

This section presents a mathematical model developed to obtain an optimal
irrigation plan for a given set of data. We want to minimize the volume of water
used in irrigation, knowing that the water balance equation gives the variation
of water in the soil. In our optimal control problem, the trajectory is the water
in the soil and the control is the amount of water introduced in the soil via its
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irrigation system. Our problem is formulated in its discrete version as

min
N−1∑

i=1

ui

s.t.: xi+1 = xi + h f(ti, xi, ui), a.e. i = 1, .., N − 1

xi ≥ xmin, i = 1, .., N

ui ≥ 0, a.e. i = 1, .., N − 1

x1 = x0,

(1)

where x is the trajectory, u is the control, f is balance water function, xmin
is the hydrologic need of the crop, x0 is the initial state (read from moisture
sensors), h is the time step discretization and N = 10/h (if we are using a h = 1
day, N=10). The dynamic equation implements the water balance in the soil,
which is given by

f(ti, xi, ui) = ui + rainfall(ti) − evapotranspiration(ti) − losses(xi), (2)

where evapotranspiration is the evaporation of the soil and the transpiration of
the crop, and losses are water losses due to the runoff and deep infiltration. Rain-
fall forecast for a specified number of days (i.e., the duration of the irrigation
plan demanded by the user) is obtained from a meteorological web site. Evapo-
transpiration is calculated using Penman Monteith model [12] (that needs a set
of tabulated values that characterize the soil, the crop, etc) and the losses parcel
is described based upon the postulate of Horton’s equation, which states that
infiltration decreases exponentially with time [13]. That means the dynamical
equation is

xi+1 = xi + h(g(ti, ui) − βxi, (3)

where g(ti, ui) = ui + rainfall(ti) − evapotranspiration(ti). From (2) and (3),
one may say losses(ti) = βx(ti), where β depends on the type of soil.

3 System Requirements

An overview of the system is shown in Fig. 1 supporting the gathering of fun-
damental requirements in an informal way. The Optimal Irrigation Algorithm
needs (1) weather forecast data that can be obtained from free services avail-
able on the internet, (2) soil moisture values that are obtained by soil moisture
sensors, and (3) the characteristics of the field to be irrigated and the crop. An
irrigation field has an irrigation system and its characterization consists of the
land area, soil composition and crop identification. From this set of data the
algorithm computes the irrigation plan for the given field, which consists in a
list of water amount for each day, for a number of days.

Currently, the algorithm assumes infinite irrigation capacity, leaving the man-
agement of water resources entirely to the farmer. For this reason and also
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Fig. 1. Overview of system and its integration in the field.

because there are many different irrigation systems, the system does not actuate
on irrigation hardware. Each irrigation area has a unique set of characteristics,
most predominantly crop and soil, and naturally requires its own soil moisture
sensor. To deal with variability of soil characteristics in short distances or small
areas, the farmer must install the necessary sensors at appropriate places. This
way the system is kept simple and flexible.

Fig. 2. UML diagram with the system’s use-cases.

The usage of the system is described in the UML use-case diagram of Fig. 2,
whose actors for now are farmers only. First, they need to create an user account,
with usual information, and then they can add irrigation areas, including their
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characteristics. Afterwards, they can consult the irrigation plan that the system
computes daily for each of its fields. The farmer can also provide phenological
data, such as bud break and flowering date, to fine-tune the output of the sys-
tem. All other inputs to the Optimal Irrigation Algorithm are either obtained
automatically (e.g., soil moisture reading) or fixed parameters (e.g., soil charac-
teristics) introduced only once. The idea is to make the system practical to use
on the daily farming life.

Besides the daily plan that is scheduled, the system allows the farmer to
request an update of the irrigation plan at any moment. This is important to
deal with situations in which any input variable changes significantly and unex-
pectedly within a day. This is called re-planning (see [10] for more details) and
it is likely to be useful when weather conditions deviate from the forecast.

4 System Architecture

The system is composed of Soil Moisture Measuring Devices (SMMDs), one for
each field, and an Irrigation Planning Server. The hardware architecture of the
former and software architecture of the latter are shown in Fig. 3. The farmer
interacts with the system through a web application, which is appropriate for
usage both on a smartphone in the field and on a larger computer screen at
the office. The farmer web application provides the functionalities identified in
Fig. 2.

Fig. 3. System architecture

The SMMDs at the field are low power devices offering several months of
operation on a battery, and a solar panel for longer power autonomy. They
read the values of a set of soil moisture sensors at different depths and send
the readings to the central server using mobile data communications (through a
GPRS/UMTS module), following the Internet-of-Things concept. The SMMDs
processing is done by a low-power micro-controller, that puts the device to sleep
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almost all of the time. To be compatible with standard environmental data
loggers, SMMDs will also feature an SDI-12 interface. SMMDs software consists
of: (1) a very simple configuration routine; and, (2) a main routine that makes
moisture sensor readings and sends them to the server.

The software architecture of the Irrigation Planning Server consists of: (1)
a Database storing all the data, present and historic data for analysis; (2) a
Soil Moisture Service that receives the data from SMMDs and stores it in the
database; (3) a client to retrieve weather forecast data from an internet service;
(4) the Optimal Irrigation Algorithm; and, (5) an Irrigation planning service that
serves the farmer’s web client. The implementation will use modern approaches,
such as REST interfaces for services, single-page application based on a frame-
work such as Angular, and a NoSQL database (since data is mostly collections).
The programming language will either be Javascript on node.js or python.

5 System Behaviour

Although the Optimal Irrigation Algorithm is executed on the server once a day
by default, the SMMDs main routine sends data to the Soil Moisture Service
hourly. This mechanism is important for further research analysis and also to
support sporadic planning requested by the farmer.

SMMDs configuration routine is executed when the configuration button is
pressed, and sends a message to the server announcing a new SMMD is available
to be configured. When this happens, the farmer’s web application display a new
device (ID) on the view for adding new fields. Then, the farmer has only a few
tens of seconds to select the device and start configuring it. After that time the
new field is no longer available for configuration. Besides the introduction of the
fixed parameters mentioned in Sect. 3, the configuration involves giving the field
a meaningful name. If the farmer is using a device with GPS, the application
automatically fills-in the coordinates of the new field, simplifying the process.
Otherwise, the farmer must choose the location on a map.

The time during which a new field is available for configuration is short, but
still there is a chance that two or more fields might appear at the same time.
When that happens the farmer must retry until a single field appears to be
positively sure that the field is hers/his. This process reassures the farmer about
the correct linking between SMMDs and irrigation field in the web app.

The fields are shown on a map and on a list, respectively making them easily
identifiable geographically and by name. When a field is selected, the respective
most recent irrigation plan is shown. If the system does not receive data from a
given sensor, the farmer is alerted that the device has failed and the respective
irrigation plan is not updated.

6 Implementation and Results

Currently, the system is not yet fully implemented. We have implemented the
Optimal Irrigation Algorithm in Octave/Matlab. The weather forecast data is
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automatically downloaded from a meteorological web site (https://www.apixu.
com/) using a phyton script and it is converted to text files stored on a dropbox
folder. The data consists of temperature (maximum and minimum), average
wind speed and average humidity in the air, for seven days. Soil moisture data is
obtained manually using a data logger and analog sensors. The tabulated values
that characterize soil (ThetaFC and ThetaWP, which affect hydrologic need
of the crop, xmin in Eq. 1, see [15]) and crop (Root height that affects xmin
and crop’s evapotranspiration, and crop ET coefficient that affects the crop’s
evapotranspiration, see Eq. 2) are provided by the user via a simple application
developed with GUIDE from Matlab. The interface, shown in Fig. 4, allows the
user to perform a new execution of the algorithm, either by changing soil or crop
data, or by feeding in a new weather forecast and sensor data file. Once the plan
is ready, the user may use it on the irrigation system.

Fig. 4. Irrigation plan for a grass field in Oporto on a dry period (summer).

https://www.apixu.com/
https://www.apixu.com/
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This enables us to experiment with the model. For example, we have exe-
cuted the optimal irrigation algorithm for the same soil/location during a dry
period, for two different crops, and during a rainy period. For the dry period,
the resulting irrigation plan for ten days is shown in the graph of Fig. 4, showing
irrigation is necessary almost everyday. The x-axis is the days ahead, “trajectory-
IS” curve is the moisture in the soil, “control-IS” curve is the amount of water
to be supplied by the irrigation system, and “hydric needs” is the minimum
moisture the soil must have such that the crop does not die. Next, we increased
the evapotranspiration coefficient of the plant. It will need more water, thus the
algorithm should provide an irrigation plan with more water. Results can be
seen in Fig. 5, and follow what is expected. Considering a period of rainy days,
there is no need to irrigate, as shown in Fig. 6. The interface developed is easy to
use and constitutes a reasonably good prototype for testing different scenarios.

Fig. 5. Irrigation plan for a crop with higher evapotranspiration (ET coef.= 0.6) in
Oporto on a dry period. The crop needs more water, consumption increases.

Fig. 6. Irrigation plan for a grass field in Oporto on a wet period (early spring). No
irrigation is needed.
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7 Conclusion and Future Work

We were able to integrate a smart irrigation system that provides the farmer
with an optimized irrigation plan for a period of up to 10 days. Weather data is
imported from https://www.apixu.com/, the moisture sensor provides the soil
moisture that is manually uploaded to a server. This data is collected to a file
that is the input to the optimization program. The rest of the data, crop and
soil characteristics, is provided by the farmer. The prototype is an application
developed using GUIDE (from Matlab). It is easy to use and allows a farmer to
easily create scenarios by changing the input data. The output is the irrigation
plan, which can be seen graphically and also in the form of a text file generated
by the application.

We have also designed a system architecture to offer optimal irrigation plan-
ning to multiple users in a friendly way, namely through a web application with
minimal input. Future work includes the next development stage, which is the
implementation of the architecture described in this paper, and the introduction
of an additional mathematical model. This model, based on Richards equation
[14], is in development, and it will be able to estimate soil moisture given a
reduced number of sensors. There is also the possibility to search for irrigation
systems that offer an interface for external command, and include some hardware
modules on the field devices to automatically actuate them.
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Abstract. Artificial Intelligence development is mainly directed toward imitat-
ing human reasoning and performing different tasks. For that purpose, related
software and program solution where artificial intelligence is used have mostly
thinking abilities. However, there are many questions to answer in ongoing AI
research, especially when we come to the point which is addressing humanlike
behaviour and reasoning triggered by emotions. In this paper, we are presenting
an interactive installation Botorikko: Machine Create State, which is part of the
Syntropic Counterpoints art/research project. We are exposing AI cyber clones to
some of the fundamental questions for humankind and challenge their creativity.
The robots are trained by using the publications Machiavelli and Sun Tzu and
confronted to the crucial questions related to moral, ethic, strategy, politics, diplo-
macy, war etc. We are using a recurrent neural network (RNN) and robot-robot
interaction to trigger unsupervised robot creativity and humanlike behaviour on
generated machine-made content.

Keywords: Artificial Intelligence · Robot-robot interaction ·Machine-made
content · Robot creativity · Artificial intelligence humanlike behaviour ·
Interactive installation

1 Introduction

Development of an Artificial Intelligence nowadays is mainly directed toward imitating
human reasoning and performing different tasks in the segments of thinking and learning,
problem-solving and making decisions. Therefore, most of the software and program
solutions based on Artificial Intelligence implemented into robots, computers, or other
related systems has thinking abilities [1]. However, there are many questions to answer
in contemporary Artificial Intelligence research which are corresponding to the way
AI agent are solving those tasks. Ideally, robots should be in a position to perform
the different task autonomously without human control or assistance [2]. Hence, we
should address important questions to human behavior and reasoning, which is not only
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rational but rather triggered by emotions.What about the ethical andmoral dimensions of
such decisions? Furthermore, the development of such autonomous systems and devices
requires more investigations toward machine consciousness, reasoning and cognition
tasks performed in their judgment or decision-making [3].

Today’s artificial intelligence is used in our daily lives by using it in GPS, machines
for manufacturing of various products, and extensive usage in business areas such as
customer service, finance, sales and marketing, administration and technical processes
in various sectors. Most of the implementations mentioned could not be considered as
replacement of human task but more to complement them, with the notion of giving
to the people more freedom to develop their potentials and creativity [4]. But if we
are developing AI agents to achieve and exceed the performances of humans, then we
need to be aware of their full learning capacities and the evolution of their creativity.
Furthermore, it would be interesting to explore and analyze different AI techniques
capable of improving an outcome and the whole system.

In this paper, we are presenting interactive installation Botorikko: Machine Create
State, which is part of the Syntropic Counterpoints art/research project. The project has
the intention to expose artificial intelligence cyber clones to some of the fundamental
questions for humankind and challenge their creativity [5]. Our focus will be to present
how we prototype humanlike robot neck which behaves based on generated content’s
sentiment, as result of robot-robot interaction. Lastly, we will conclude and specify
future directions of the Botorikko: Machine Create State experimental artwork.

2 Background

The most often, creativity in robotics is analyzed in the context of a robot performing
behaviours that typically requires human creativity [6]. Gopinath &Weinberg [8] inves-
tigate the creative domain of musical robots and suggest a model for a robot drummer
based on selected natural and expressive drum strokes that are similar to a human drum-
mer. Schubert & Mombaur [8] created the model of motion dynamics that enables a
robot to imitate creative paintings. Bird & Stokes [9] are proposed autonomy and self-
novelty as a new requirement for a creative robot. Saunders, Chee, & Gemeinboeck [10]
are emphasizing results of the system in particular when co-creation occurs between
humans and robots. Kantosalo & Toivonen [11] are proposing a method for alternating
co-creativity, where the teacher interacts with AI creative agent modifies the shared cre-
ative concept. Colin et al. [12] focus is less on producing a creative output and more of
the process of creativity itself. They have introduced a hierarchy of problem spaces and
represent different abstractions of the original reinforcement learning problem. Vigorito
& Barto [13] are also treating creativity as a matter of creative process, rather than a
creative outcome. For them, creative reasoning is a proves that emphasizes (i) sufficient
variation and (ii) sufficient selection of candidate policies. Under sufficient variation,
they are addressing action of representing the problem at multiple levels of abstraction.
Furthermore, they propose that new behaviours can only be discovered by representing
the learning problem at a sufficient abstraction. Searching for the solution on multiple
levels of abstraction makes a distinction between creative robots, which produce novel
output, and AI agents which are searching through space at a lower level of abstraction.
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The creative act is for sure one of the most fantastic human capabilities which can
be evoked in robots. The real test for artificial intelligence and new generation of robots
would be to challenge their abilities in artistic domains such as dance, music, painting
and drama. For anthropomorphic robots, the domain of the dance is fascinating and
challenging to test their skills of replicating and embodying human movements. In that
case, a creative process can replicate the mental processes involved in human creativity
to generate movements by taking into account different music genres, personal artistic
style, the audience evaluation [14].

Unlike the usage of artificial intelligence as a medium to support or imitate human
creativity and behavioural, our approach is to liberate and explore its creative patterns
through the robot’s interactions. In the first Syntropic Counterpoints art installation
titled “Robosophy Philosophy: Ubermensch and Magnanimous” we confronted philo-
sophical standpoints of Aristotle (Magnanimous) and Nietzsche (Übermensch) and used
their cyber clones to run debates and generate autonomously content we considered as
results of AI agents creative act [5]. The artwork’s cyber clones are developed as a com-
bination of chatbot technologies and Recurrent Neural Network (RNN) models [15],
enabling reinforcement learning toward the creation of artificial conversational agents
with human-level performances.

3 Interactive Installation Botorikko - Machine Created State

The artwork Syntropic Counterpoints: Botorikko, Machine Created State is conceptu-
alized as an interactive installation made of two to bicycles construction modified to
carry two computer monitors and two pseudo robot manikin figures (see Fig. 1). The
visitors can listen over the speakers and see on the computer monitors dialogues which
are running in real-time between Machiavelli (Italian diplomat, politician, historian,
philosopher, humanist, writer, playwright and poet of the Renaissance period) and Sun
Tzu (general, military strategist, writer and philosopher who lived in the Eastern Zhou
period of ancient China) AI clones. They are discussing strategies in politics, diplo-
macy, and how to deals and win in wars and conflicts. By doing that they are making a
foundation for the first Machine Created State. Movement of the monitors follows the
sentiments in the content created by AI clones and based on six basic emotions anger,
happy, sad, fear, surprise, disgust.

Visitors can interact with the installation by pedalling bicycles which will automat-
ically start sword fight between Machiavelli and Sun Tzu manikin figures look robots,
placed at the front part of the bicycles and with the computer monitors placed instead
of their heads (see Fig. 2). The installation is a unique example of human-robot-robot
interaction which tends to become genuine social phenomena of our and future time.
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Fig. 1. Interactive Installation Botorikko, two head mounted displays and two pseudo robots
manikin figures (@copyright photo: Predrag K. Nikolic)

Fig. 2. Interactive Installation Botorikko, human-robot-robot interaction (@copyright photo:
Predrag K. Nikolic)

4 Our Approach

In our approach, we are combining art and technology to create intelligent interactive
artefacts which are trained to generate content as part of an artwork’s creative concept
and expression [3]. We are using two independent neural networks, one trained on books
of Machiavelli and other one trained on books of Sun Tzu. The training was done with
joined text of English translation of the books and use of many-to-many LSTMnetworks
built with Keras and TensorFlow libraries, designed to generate the sequence of words
based on the input sequence.
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Sentiment analysis is done with Amazon Comprehend service, but other solution
will be tested to find optimal results.

5 Prototyping Humanlike Behavior

5.1 BioMechanics of Human Neck

Even though each vertebrae movement range is limited, in combination off all seven
joints, eventually neck can produce numerous head motions. Figure 3 visualizes human
neck movements that comprise of three type range of motions based on biomechanical
data [16]. Bending motions can be carried out in either forward (see Fig. 3(a)) or back-
ward (see Fig. 3(b)) within the range of+40° to−50°, respectively. The second motion
which is lateral flexion (see Fig. 3(c)), is also known as side bending or swing can be
performed by human within the range of ±40°. Finally, the last motions are rotational
(Fig. 3(d)) in which the left and right torsional can be executed within the range of
±55°. In this project, the biomechanics information of human neck was investigated in
term of its type of movements and individual range of motion to generate natural neck
mechanism of robot head. Based on this finding, the designed robot head shall be capa-
ble of producing three degrees of freedom (3DOF) movements with constraints angle,
as mentioned previously to reproduce natural human-like motions. Details of the robot
design and mechanism will be elaborate in the next section.

Fig. 3. Visualization of head movements [17]: (a) Bending forward, capped at+40°, (b) Bending
Backward, capped at −50° (c) lateral flexion, range within ±40° (d) Rotation, and range within
±55°

5.2 Neck Mechanism Design

For our robotic head platform, a serial neck mechanism with three DOF was selected
(seen Fig. 4) Since our total load capacity of the robot head is around one-kilogram, a
serial mechanism was selected for its robustness and simplicity as compared to the par-
allel one. Technically, the mechanism comprises of three cube servo motors that stacked
serially with various joints as in Table 1. Originally cube servo can be attached directly
without any additional joints. However, for a bending motion with direct joint, such con-
figuration will cause a non-symmetrical arrangement, and furthermore, all payload will
be focused on the motor shaft only (see Fig. 5 (left)). To overcome this, combination of
U-joint and rotational connect was employed in which the latter part is used to hold the
motor on the opposite side of the shaft. By using this configuration, the bending motion
will mainly cause by motor’s body rotation and hence can hold more payload from the
head.
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Motor 1

Motor 2

Motor 3

Fig. 4. Serial Neck Mechanism of robot head from side view (left) and perspective view (right)

Table 1. List of components for the robot neck.

No Part name Quantity Function

1 Cube Servo G15 3 High torque DC motor with 360° angle control

2 Cube Servo Shield 1 Interpreter between controller and Cube servo

3 Arduino Uno 1 Robot controller

4 Rotatable Connect 1 Provide a freedom for Cube servo to rotate on the opposite
side of the output while attaching to U Joint

5 U Joint 1 Create joint between rotation and bending motion

6 External Joint 2 Mount servo on neck’s base and robot head

Fig. 5. Neck mechanism comparison of the cube servo by direct attach (left) and using U-joint
attachment (right)

The first motor at the base responsible for generating rotational motion, the sec-
ond motor attached with u-joint produce flexion motion and third motor with the head
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attached perform lateral flexion motion (see Fig. 5). All the motors are assigned unique
address number and connected via a half-duplex serial communication protocol that
controlled from the servo shield. The motor can perform smooth and continuous 360°
rotation and can hold a stall torque up to 15 kilograms when powered with 12 V. All
motors were assigned a range of motion constraint same as human neck parameters.

5.3 Control System

The control system module was designed to control the robot neck movement asyn-
chronously. To achieve that real-time operating system (RTOS) based on ChibiOS was
employed. Under such configuration, all motors can perform the task simultaneously
and hence can generate smooth motion. The motors arrangement (see Fig. 4) constitutes
of three servo motors. Motor 1 was responsible for rotational motion, and the control
parameters were set to a positive value for a left turn and negative value for the right turn.
As for motor 2 that executes the bending task, positive angle value was set for forward
while negative for the backward. Finally, for the swing motion tasks that were assigned
to motor 3, a positive value is for right swing and negative value for the left one. For all
motors angle degree of zero is for the initial centre position.

For generating a humanlike robot’s gaze emotion, the relation between the robot
angle and the emotion need to be known in advance. For that reason, we use parameters
that Johnson & Cuijpers were studied [18]. In their study, 44 participants were given a
set of robot’s head movement direction, and they need to select which emotion plausibly
reflect the head direction. The summary of the robot corresponding angle set with its
dominant emotion was list out in Table 2.

Table 2. List of robot emotion and its corresponding neck joints angle

No Robot emotion Flexion angle Lateral flexion angle Rotation angle

1 Anger 20 0 0

2 Happy −30 0 0

3 Sad 20 0 0

4 Fear 20 0 −45

5 Surprise −30 0 0

6 Disgust 20 0 −45

6 Conclusions and Future Directions

In the first part of the installation development, our focus was to improve artificial
intelligence clones’ performances and follow the sentiment of generated content with
humanlike behaviour. For that purposes, we designed a humanlike robot neck platform
capable of reacting on six basic emotionswith equivalentmovements. The systemdetects
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emotions from the generated content by the artificial intelligence clones. Several basic
criteria we considered to achieve smooth neck imitation movements related to an emo-
tional reaction, such as degrees of freedom, range of motion, velocities, total payload
and torque requirement.

In our further research and development of the system, we will focus on created
content analysis toward a better understanding of robots’ creation. Furthermore, we
intend to experiment with the content sentiment and challenge robot reasoning and
sentiment-driven behaviour in its own creation.
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Abstract. This paper explores the evolutionary changes of Chinese
chess variants such as Chinese dark chess. A computer program is created
for each variant and self-play experiments are performed to collect many
data such as the average number of possible moves and game length.
These data are analyzed to examine the degree of game sophistication,
while game refinement measure is employed for the assessment.

Keywords: Game refinement theory · Chinese dark chess · Flipping
strategy

1 Introduction

Chinese chess and Chinese dark chess are all Chinese board games. These two
games share similarities in aspects like pieces, rules, board size and etc. In this
paper, we introduced game refinement theory as measure method to discuss
the potential connections between two games. About the experiment, we focus
on Chinese dark chess, which data of Chinese chess can be collected from the
past research. In the Sect. 1, we introduce the Chinese dark chess and propose
a variant version of it. In the Sect. 2, we introduce the game refinement theory.
In the Sect. 3, we clarify the methodology about experiment which conducted
on Chinese dark chess. In the discussion part, we compare the experiment data
and find the possible potential links between two games [10].

1.1 Dark Chess

Chinese Dark chess has another name which was called “An Qi”, “An” means
dark and “Qi” means chess. In Chinese dark chess, players only use half part
of the board, consists of 8× 4 squares, totally 32 squares and for each player
has 16 pieces and squares. The pieces as same as normal Chinese chess rule,
which include one “Shuai” (means king, marked as K/k), two “Shi” (means
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020

Published by Springer Nature Switzerland AG 2020. All Rights Reserved

H. Santos et al. (Eds.): SmartCity 360 2019, LNICST 323, pp. 358–368, 2020.

https://doi.org/10.1007/978-3-030-51005-3_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51005-3_30&domain=pdf
https://doi.org/10.1007/978-3-030-51005-3_30


A Game Informatical Analysis of Dark Chess by Game Refinement Theory 359

guard, marked as G/g), two “Xiang” (means Bishop, marked as B/b), two “Ju”
(means rook, marked as R/r), two “Ma” (means knight, marked as N/n), two
“Pao” (means cannon, marked as C/c) and five “Bing” (means pawn, marked
as P/p) [1,2,6–8,10].

At the beginning of the game, all the pieces are randomly placed on the
board with the chess icon facing down, so the type of the piece is unknown.
When playing the game, the two players alternately move. There are two kinds
of actions: first one is flip action, showing an unknown face down state; second
one is moving action, moving a color displayed by yourself from the start point
to the target point. For a cannon, it can skip another piece for long distance
movement. An unknown fragment that is flipped is called a revealing fragment.
From the above discussion, we know that the first player in Chinese Black must
flip the pieces at the beginning.

With the exception of cannons, all types of debris can only move up and
down in a 32 area to move or capture other fragments within one square. The
cannon moves in the same way as other pieces, but when capturing pieces, like
Chinese chess, they need to skip a piece to capture pieces of any distance in
the same row or column [2]. The portion of the cannon that is skipped by the
cannon is called a carriage. Chinese black chessboard is shown in Fig. 1.

As shown in Table 1. Each piece has a rank, A higher rank piece can capture
the equal or lower rank pieces. However, there are some exceptions rules as
follows:

1 Pawn is the weakest, however it can capture the strongest piece king
2 King is the most powerful but it could not capture pawn
3 Cannon cannot capture pieces directly, it has to jump over one piece

Fig. 1. Chinese dark chess board 4× 8

The player wins when the opponent has no legal moves or all chips are cap-
tured. When neither player captures or reveals the piece within 40 steps, the
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game ends in draw. Repetition of positions also results in a draw. The state
space complexity and the game tree complexity of Chinese Dark Chess were
estimated to be 1037 and 10135, respectively [2]. The game tree complexity is
smaller than Chinese chess.

Table 1. Dark chess

Chinese Name English Mark Rank Icon Exception

Shuai/Jiang King 6 The highest rank but can’t capture pawn

Shi Guard 5

Xiang Bishop 4

Ju Rook 4

Ma Knight 2

Bin/Zu Pawn 1 The lowest rank but can capture King

Pao Cannon s Capture all types of pieces by jumping over

1.2 Perfect Information Version of Dark Chess

In this part, we have imported a possible version of Chinese dark chess, which
removed the flipping part from the game. Without flipping, the perfect infor-
mation part of Chinese dark chess game can verify the game sophistication in
another aspect. Without flipping, game strategy would be more concise. Chinese
dark chess with perfect information shares every rule with the original Chinese
dark chess. New version of Chinese dark chess is more like Chinese chess. In this
paper, we propose this new game as intermediate version for discovering possible
connection between Chinese chess-like games.

1.3 Related Works on Chinese Dark Chess

Chen et al. [2] used an alpha-beta algorithm with different display strategies in
conjunction with the initial depth flip method to reduce the branching factor.
They separate the opening game, the midfield game and the end game to apply
different policies. Chen et al. [11] establish a database of endgames with reverse
analysis. The created database is used for each first moving color, displaying
up to 5 clips. They use 2 TB of memory to represent 1012 positions. The position
status is stored as a win, lose or draw. Yan et al. [9] combined the chance node
and Monte Carlo tree search (MCTS), then an uncertain Monte Carlo tree search
model is proposed. They demonstrated a shorter simulation by adjusting three
strategies called “Capture First”, “Capture Stronger Piece First” and “Capture
and Escape Stronger Piece First”. As the decimation rate decreases, the winning
rate increases and the simulation makes more sense for the MCTS.
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2 Game Refinement Theory

The dynamics of decision options in the decision space has been investigated,
which is a key factor in gauging game entertainment. Then, a measure of the
refinement in games was proposed in 2003 year. The outcome of interesting
games is always uncertain until the very end of the game. Thus, the variation
in available options stays nearly constant throughout the game. In contrast to
this, one player quickly dominates over the other in uninteresting games. Here
options are likely to be diminishing quickly from the decision space. Therefore,
the refined games are more likely to be seesaw games.

We review the early work of game refinement theory. The decision space is the
minimal search space without forecasting. It provides the common measures for
almost all board games. The dynamics of decision options in the decision space
has been investigated and it is observed that this dynamics is a key factor for
game entertainment. Thus a measure of the refinement in games was proposed.

A measure of game refinement (GR) theory is employed for assessing the
degree of attractiveness of the game, which is derived from the game progress
model [4]. The “game progress” is twofold. First is the game speed or scoring
rate, while the other is the game information progress that emphasizes on the
game outcome. Game information progress presents the degree of certainty of
a game’s result in time or steps. Having full information of the game progress,
i.e. after its conclusion, the game progress x(t) will be given as a linear function
of time t with 0 ≤ t ≤ tk and 0 ≤ x(t) ≤ x(tk). It is assumed in the current
model that the game information progress in any games is happening in our
minds. We do not know yet about the physics in our minds, but it is likely that
the acceleration of information progress is related to the force in mind. Hence,
it is reasonably expected that the larger the value x(tk)

(tk)2
is, the more the game

becomes exciting due to the personal challenge faced by the players in achieving

the game outcome. Thus, we apply its root square
√

x(tk)

tk
, as a game refinement

measure (denoted as GR). Generally, in board game we assume the Branching
factor “B” as the x(tk) and the Depth of game “D” as the tk. Then, Table 2
shows the measures of game refinement for three mind sports: chess, shogi and
Go. It is conjectured that GR value of sophisticated mind sports varies between
0.07 and 0.08.

Table 2. Measures of game refinement for various types of games

Game x(tk) tk R

Chess 35 80 0.074

Chinese chess 38 95 0.065

Shogi 80 115 0.078

Go 250 208 0.076
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3 Methodology

3.1 Design of Dark Chess Engine

In past tournaments of Chinese dark chess, most of programs used the expecti-
minimax tree [11]. Normal minimax tree can not simulate flipping part because
it is stochastic. The expectiminimax tree combines flipping node with movement
nodes. Hence, we get the method which can search both parts in same game tree.
We also implement alpha-beta pruning which efficiently reduce the simulating
time.

In expectiminimax tree search, a heuristic value will be given to flipping
nodes. This value combines probability and weight values of pieces. In this dark
chess engine, we only search one level flipping nodes. Because the weakness of
the expectminimax tree search is that taking too much time on searching flipping
[11]. Bacause heuristic function can not differs flipping orders which has similar
location, Therefore, for flipping part, one-level searching only makes decision
whether flip or not. The action is still decided by flipping function.

To improve the strength of AI, a strong flipping strategy is necessary in
Chinese dark chess. Firstly, we designed a relatively weaker version of flipping
strategy, which purely depends on simple board evaluation. Then, another ver-
sion is designed for final version AI. In our system, flipping strategy follows one
principle that AI always choose the safest way. Under this principle, there are
two phases of flipping are given. In the phase 1, AI will flip the piece which can
not be captured in next move to ensure absolute safety. In the phase 2, AI will
evaluate all positions and give them a value. This value follows the following
formula.

Risk = C1

n∑

i=1

Pi + C2 (1 −
n∑

i=1

Pi) (1)

In this formula, C1 and C2 means fixed constant. In our experiment, C1 is 1 and
C2 is 1. Pi means the probability that covered piece could capture the target
piece. A function is designed to calculate the probabilities.

Recent studies have shown that MCTS is an efficient algorithm for games of
no chance [11]. And MCTS can be implemented to any game without specific
knowledge. Therefore, we implemented MisirlouV3 which tied for second place in
preliminary and the final fourth in the UEC-GAT tournament. Normally, MCTS
highly depends on the number of simulation to improve the quality of searching.
Hence, we set a thresh-hold value of winning ratio in this AI. In this paper, any
move being chosen will be checked by function. If this choice is disqualified, the
program will activate the sub-AI automatically. The sub-AI designed based on
simple principle, which AI will find the most valuable target and move closer to
it.
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3.2 Resign System

Different with Chinese chess, Chinese dark chess has its own chain of captur-
ing. On specific circumstances, Chinese dark chess can be ended before all pieces
being eliminated. For example, when one player has no method to capture oppo-
nent’s top rank piece, game ends. Therefore, the time after the game outcome
has been determined is considered as meaningless time. Hence, we can design a
system for judging these situations. We conduct 1000 self-play experiments for
same level AIs to collect data. By using this data, a model based on decision
tree has been established. According to this classification model, we can design
a reasonable judge system for Chinese dark chess experiment to get real game
length. The accuracy for this model is 80.3%.

Table 3. Statistics of 1000 self-play experiments

Type 0 1 2 3 4 5

King (Win) 170 305

King (Lose) 423 102

Pawn (Win) 19 100 124 118 83 31

Pawn (Lose) 72 174 114 99 52 14

Cannon (Win) 204 175 96

Cannon (Lose) 362 139 24

According to Table 3 and its decision tree model, first two rules for resign
system is set. Other rules are set from 3–6:

1 If your number of king is 1, your number of cannon can not be 0.
2 If your number of king is 0, your number of pawn should be at least 2.
3 If your number of king is 0, your top rank should be at least same level as

opponent’s top rank.
4 If your number of cannon is 0, number of your top rank piece is 1, which same

with your opponent. This game ends with draw. (If top rank is king, number
of pawn should be 0 too)

5 If your number of king and cannon are 0, opponent’s number of top rank
piece is larger.

6 If your number of king is 1, your number of remaining piece is 1. Opponent’s
number of remaining pieces is larger than 1 and it includes king or pawn.

3.3 Choice of Search Algorithm

For constructing strong AI, we use expectminimax algorithm with alpha-beta
pruning. Normal min-max tree takes too much time to simulate one turn and
can not search the flipping part. Expectiminimax with alpha-beta pruning not
only efficiently reduce the simulating time but also combine the strategic part
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and flipping part. After implementation, simulation time for one turn is approx-
imately 6 s [3].

Alpha-Beta pruning is one the most effective pruning method for min-max
tree. Alpha-Beta pruning set two bounds for min-max tree,which are alpha
bound and beta bound. Alpha bound and beta bound are both stored in every
node. Beta bound will be set as +∞ and alpha bound is −∞. Different with nor-
mal min-max tree, alpha-beta pruning always check its bounds before it obtain
the value of node. As pseudo code 1 shows, for all max nodes, their alpha bounds
will be updated after selection. On the contrary, for those min nodes, their beta
bounds will be updated. If beta is smaller than alpha or equal to alpha, rest of
branched will be excluded from the tree. Because it meaningless to search them
already [5].

Algorithm 1. Alpha-beta method implemented in Chinese Dark Chess AI
function alpha-beta(node)

if (node is a terminal node)
return the heuristic value from evaluation

if (node is a max node)
temp := −∞
for each child in node

temp := max(Alpha-beta(child))
α := max(α, temp)
if β ≤ α
break

return temp
else

temp := +∞
for each child in node

temp := min(Alpha-beta(child))
β := min(β, temp)
if β ≤ α
break

return temp
end function

4 Discussion

In order to promote data accuracy, we design three AIs who has tree different
search depth to simulate the game process. First AI is the weakest one, which
has 2 levels of search depth. Relatively, second 2 AI has 4 levels of search depth
and third AI has 6 levels of search depth. Then, These three AIs fight against
each other with 9 types of tournaments. Battles between two levels has been
conducted for 50 times. After all the experiments, we know the average branching
factor and game depth as Table 4 and 5 shows.
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Table 4. Average branching factor of Chinese dark chess

B 1st

2nd Level 1 Level 2 Level 3

Level 1 20.2446 19.956 20.0259

Level 2 21.2534 20.4253 19.8365

Level 3 19.4695 20.0463 19.3593

Table 5. Average game length of Chinese dark chess

D 1st

2nd Level 1 Level 2 Level 3

Level 1 63.3 69.96 73.08

Level 2 57.4 63.56 73.2

Level 3 73.56 74.64 78.84

Table 6. The winning ratio of each level

W 1st

2nd Level 1 Level 2 Level 3

Level 1 48%/50%/2% 36%/60%/4% 44%/56%/0%

Level 2 64%/24%/12% 44%/56%/0% 48%/52%/0%

Level 3 60%/40%/0% 52%/48%/0% 52%/44%/4%

According to data given above, we notice the game refinement value is in zone
value. This result suits for Chinese dark chess’s success in the market. Compar-
ing the data of perfect information dark chess with imperfect information dark
chess, the game length get much longer after implementation of flipping. With
implementation of flipping, Chinese dark chess becomes more competitive than
perfect information Chinese dark chess. The game refinement value of perfect
information Chinese dark chess is much higher than most of popular games,
which means players can enjoy its impact. But without competition, fun of per-
fect information Chinese dark chess fades fast. Sophisticated players get longer
game depth in experiments. Because sophisticated player could cause seesaw
effect in the end of game. According to Table 6, Higher rank AI obviously get
advantage in tournaments. Compare with the perfect information AI, the strong
AI’s advantage aren’t obvious. The reason could be high quality flipping policy
make up the strength rift between two version. After experiments of Chinese
dark chess, we could see another result which comes from perfect information
version of Chinese dark chess.
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From Table 6 and 9, we notice the weaker player also can defeat stronger
player with considerable possibility. On the other hand, Chinese Dark Chess is
a typical imperfect information game. We conducted another set of 100 self-play
experiments for Chinese dark chess to calculate more accurate game refinement
value as Table 10 shows. Data of Chinese chess is also given in Table 2.

Table 7. Average branching factor of perfect information dark chess

B 1st

2nd Level 1 Level 2 Level 3

Level 1 16.7774 17.3665 17.377

Level 2 16.8505 17.5443 17.106

Level 3 17.123 17.0273 17.2313

Table 8. Average game length of perfect information dark chess

D 1st

2nd Level 1 Level 2 Level 3

Level 1 24.98 17.52 23.32

Level 2 20.92 20.52 22.32

Level 3 29.76 23.76 22.94

Table 9. The winning ratio of each level of perfect information dark chess

W 1st

2nd Level 1 Level 2 Level 3

Level 1 54%/46%/0% 40%/56%/4% 56%/44%/0%

Level 2 52%/48%/0% 50%/48%/2% 32%/64%/4%

Level 3 64%/36%/0% 84%/16%/0% 47%/51%/2%

Table 10. Self-play experiments

B D WR R

Chinese dark chess 20.6675 61.32 46%/49%/5% 0.074
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From the table above, we notice that game refinement value of Chinese dark
chess is a little lower than the zone value. This means Chinese dark chess is more
competitive game than we supposed.

In order to get more sophisticated game. Almost all sophisticated games’
refinement value gather in zone 0.07 ˜ 0.08. Chinese chess, and Chinese dark
chess are all popular Chinese board games, which have game refinement zone
value. In consideration of perfect information Chinese dark chess is a variant
version we proposed. Huge difference with zone is reasonable. On one hand,
flipping part not only improve the fairness in the game but also extend the
game length. On the other hand, random initial place mechanism makes game
length even shorter. Therefore we can see two different possible modification
from Chinese chess. Chance based mechanism takes charge of the game, which
makes their game refinement value higher in perfect information Chinese dark
chess. From the self-play experiments, we can see that Chinese dark chess is a
fair game, which has almost fifty-fifty percentage of winning.

5 Conclusion

In this paper, we designed the experiment platform for Chinese dark chess.
According to the data we collected, a new possible evolution process for three
Chinese board games has been proposed. In the AI tournament, we found the
Chinese dark chess is a quite fair game no matter the sequence of players. Some
effective change which applied in Chinese dark chess could be taken into con-
sideration. Currently, because Chinese dark chess’s chance based mechanism,
professional tournament isn’t suitable.
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Abstract. The aim of the paper is to define the Smart Governance and its tools
from the theoretical point of view, with special attention given to the civic par-
ticipation as an important part of governance. Referring to the theory review, the
authors of the paper identify the tools of Smart Governance in the Slovak Repub-
lic at the local level. Consequently is demonstrated its utilization on the examples
of Slovak city, Banská Bystrica, as one of the pioneers in implementation the
smart city concept in Slovakia. The main source of data are the Acts of the Slo-
vak Republic, strategical documents at the national and local level, as well as the
primary research in a form of questionnaire survey carried out among citizens in
2019. The final part of the paper presents the possibilities to develop systemati-
cally civic participation in the cities with support of smart IT technologies based
on inspirations from well-developed smart cities in Europe.

Keywords: Smart governance · Participation · City · Tools

1 Introduction

Nowadays, local municipalities deal with many problems resulting from increasing
urbanization. The number of people living in cities is growing steadily, affecting pollu-
tion, employment, energy demand, waste production, as well as local public budgets. To
tackle with these problems, the strategy of smart city has been developed that effectively
interconnects and utilizes the digital, physical and social systems in public space to cre-
ate a sustainable and prosperous future for the city’s inhabitants. In this concept, the city
has an ambition to become better place for living. It should be based on the change in
city mindset by linking and activating stakeholders as its integral part of city.
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The local stakeholders, especially citizens, should be actively involved in city govern-
ing and managing. In the smart city the governance is embodied in transparent manage-
ment system that allows residents to participate easily in planning and decision-making
processes of city development, as well as to provide open access to information to
residents. These processes are carried out via modern information and communication
technologies. In the literature, it is named as smart governance.

The issue of smart governance is rather up-to-date topic, still with great potential for
research. In the first part of the paper, the authors of the paper define the basis of the smart
governance and identify its tools with emphasis on the civic participation. Subsequently,
there are analyzed the tools on the example of the Slovak Republic, namely Banská
Bystrica city in a form of case study. In the last part, there are discussed the empirical
research results and suggested the measurements how to systematically develop civic
participation in the cities as a part of smart governance with inspirations from well-
developed smart cities in Europe.

2 Smart Governance and Civic Participation

City is smart, if it uses participatory governance based on active involvement of relevant
stakeholders, invests in human resources, social capital, traditional and modern (ICT)
infrastructure and thereby ensuring sustainable economic growth, high quality of living
and efficient management of natural resources (Caragliu et al. 2011; Dominici 2012). It
requires also smart management approach of public administration representatives as a
part of smart city governance.

Smart governance can be seen as a basis for the development of smart administration
through the application of new information and communication technologies (ICT) in
management of local municipalities. Smart governance with utilization of ICT improves
decision-making process by better cooperation with different stakeholders and higher
rate of their participation at solving public issues. It forms the public value through
leadership, civic participation, partnership, accountability, responsiveness, transparency,
collaboration, data sharing and its mutual linking (Osella et al. 2016).

According to Mellouli et al. (2014) the smart governance is characterized by two
features, free access to information and presence of technologies. Although, ICT and
technology innovations are a key element of smart governance implementation, the
government in smart city aims to harmonize management, governance and policy with
other factors, especially with human capital as a driving force of changes. (Lee and
Lee 2014; Cagáňová 2019). Finally, it contributes to better measurement processes, data
sharing among stakeholders, more efficient resources use and performance assessment
what facilitates the public participation and monitoring (Maheshwari and Janssen 2014;
Nam and Pardo 2014).

To themain success factors of smart governance belongs the change of organizational
and administrative structure within local authority and involvement of stakeholders into
the management and governing of municipality (Alawadhi and Scholl 2016). The new
structure is usually more resistant and active in combination with new technologies
and innovative strategies lead to better understanding of societal problems, improving
government to citizen relationships, government to businesses relationships as well as
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to non-profit organizations (Gil-Garcia et al. 2015; Mellouli et al. 2014; Cagáňová et al.
2017; Bolívar, 2016).

To summarise the abovementioned and including the approach of Pereira et al. (2018)
the main features of smart governance are as follows:

1. strong focus on government decisions aimed at improving the quality of life in cities
in various dimensions (smart living, smart mobility, smart people, smart economies
and smart environment);

2. widely available, user-friendly and interactive technologies that promote the involve-
ment of citizens and other stakeholders beyond the traditional objectives to optimize
and co-create services and improve the quality of life;

3. strong emphasis on citizens, recognition of their key role in co-decision making
processes to increase public value creation;

4. the management of smart cities is a form of governance that allows decision-making
rights to be allocated to stakeholders, especially citizens, so that their participation
is effective and has an impact on decision-making processes, thereby improving the
quality of living in cities.

The following authors (Borseková et al. 2018; Gil-Garcia et al. 2016; Scholl and
Alawadhi, 2016; Castelnovo et al. 2015; Estevez and Janowski 2013; Picazo-Vela et al.
2012) defined various dimensions of municipality on the basis of the deeper smart
governance analysis. The particular policies contribute to sustainability and resilience
of the locality. The government awareness is strengthened in environmental field, that
helps to prevent the environmental consequences of growth and development to improve
the quality of life for next generation and to be more flexible in case of disasters and
citizen emergency. Another dimension is ability to use digital technologies and smart
information-processes and decision-making activities. Their integration into the admin-
istrative system transforms all kinds of interactions with stakeholders, especially with
citizens and foster those by transparency, open access of data and information as well
as by control processes and performance assessment. The last dimension is associated
with creativity, entrepreneurship and social equality, because the concept stimulates
culturally diverse citizens and the business environment and supports the decrease of
social exclusion and social justice. On the other hand, there appears also a criticism of
this dimension caused by digital gap excluding some categories of residents (e.g. older
residents, disable persons, or with lower income).

Smart governance covers various activities supporting participation of stakehold-
ers, especially citizens, in all stages of local policy process (Castelnovo et al. 2015;
Vitálišová 2018; Szilva et al. 2017). Governments use and share data, information and
knowledge to support evidence-based decision-making that allows governments tomake
decisions based on credible findings and improves the effectiveness of public policies
and programs. The traditional activities of stakeholder’s participation is a participation
in decision-making processes and engagement in improving public services in the city
or co-creation of public services. These activities increase the government openness,
transparency, accountability and thus the quality of relationships between citizens and
local governments.
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In the paper, the focus is put on activities aimed at supporting participation of citizens
in local policy process including also the term of civic participation. So far, in the next
subchapter, the authors of the paper define the tools used within smart cities.

2.1 Tools of Smart Governance in Civic Participation

Citizens play a central role in the decision-making process and their fundamental con-
tribution is in the formation of public values in the city. By many authors (inter alia
Vaňová 2018; Pereira et al. 2018; Melouli et al. 2014; Castelnovo et al. 2015), citizens’
engagement is seen as a basis for smart governance in the concept of a smart city.

According to Pereira et al. (2018) civic participation is defined as an intensity of the
direct involvement of stakeholders in the decision-making process on government mea-
sures. It is important tomonitor theway inwhich civilianmeetings are organized in order
to facilitate communication between government, citizens, companies, stakeholders and
relevant groups directly affected by a particular decision or problem.

From the citizen point of view, they tend to be more involved when they notice that
the government is open to interaction and incorporate their views into decision-making,
and when they have access to useful, relevant, complete set of government information
(Mellouli et al. 2014).

The traditional participation activities include public consultations, public meetings,
focus groups, surveys, civic counseling or committees, referenda and initiatives.

Due to dominant role of ICT in smart cities, they are widely implemented also in all
areas of civic participation with aim to increase citizens’ ability to participate in gover-
nance, including public service delivery processes at various stages of preparation such as
planning, decision-making, implementation and evaluation (Pérez-González and Daiz-
Daiz 2015; Kleinhans et al. 2015; Castelnovo et al. 2015). In other words, city planning
and management can be improved by involving citizens through new technologies in a
smart city (Khan et al. 2015). It is appropriate to use ICT-based tools especially in order
to increase the number of participating citizens in a public debate that were excluded
from the debate or not attracted by traditional participation tools. ICT contributes to
create the values of society; leads to an important transformation of government-public
relations in public governance as a key aspect of smart governance. Therefore, smart
governance can be defined as a form of participative governance strongly linked to a
governance model that promotes communication, interaction, cooperation, participation
in public administration and direct democracy (Pereira et al. 2018; Navarro-Galera et al.
2016; Misuraca and Rossel 2012).

The new phenomena in ICT tools are social media (e.g. Facebook, Twitter, Linked
in, etc.). In the public sector, they have a positive impact on openness, accountability,
transparency, direct democracy, as well as on new strategies for managing public con-
sultation and public policy interactions. The result is a change in the role of citizens
in policy-making. Citizens’ cooperation in policy-making can increase their innovation
and efficiency, leads to new forms of cooperation between government and citizens,
and among citizens. (Linders 2012; Stamati et al. 2015; Diáz-Diáz and Pérez-González
2016).

To the tools of smart governance belong also the tools of e-participation and
e-democracy (MacIntosh and Whyte 2002; Buchsbaum 2007; Pekárek 2008), and
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tools supporting the availability of open data and transparency of local municipality
(Johannessen and Berntzen 2018). The list of all tools presents the Table 1.

As it is evident from theTable 1, tools of smart governance are simple, fast, and acces-
sible with clear results andmeasurable benefits. They include the tools of e-participation,
e-consultation, e-democracy, supporting tools in communication and information col-
lecting from citizens, which guarantee also the transparency in local municipality. All
these instruments aim to increase citizens’ engagement in governance and their partic-
ipation in policy-making; facilitating and promoting participation by information and
communication technologies; as well as the availability of information in a clear way
(MacIntosh and Whyte 2002; Bawa et al. 2016).

These tools prove to be useful with the use of modern ICT, as they offer useful
information and various ways of interaction, but the challenge is a lack of knowledge
and skills of users. The link between transparency and smart cities is in technology as
well as in information that is rather transparent and digitized, so make them easier to

Table 1. Tools of smart governance in civic participation.

Tools of e-participation Tools for supporting
e-consultation

Tools supporting
e-participation
activities

Tools of e-democracy Tools supporting
transparency

Electronic petitions Electronic advisory
voting

Frequently Asked
Questions (FAQ)

E-vote or e-Voting Transparent documents
(online incoming and
outgoing mail records,
online documents,
online records of
minutes, search
mechanism)

Electronic referendum
(SMS, electronic
election kiosk,
electronic voting
equipment)

Decision making
simulation

Webcast,
webcasting of
council meetings

Electronic petition Transparent meetings
(time and place of
meetings, online
agenda, online
webcasting)

E-panel Quick polls Blog Electronic
Questionnaire

Transparent processes
(processes description,
visual tools)

Discussion forums,
chat rooms

Surveys Alerts and
notification
services

Mailing list, SMS
notification

Transparent
benchmarking (online
planning documents,
online annual reports,
references to relevant
statistical data
collected by authorised
offices, online survey
results)

Electronic
Communities (online
group of citizens
discussing selected
political issues and
making possible
suggestions)

Notification
Services

Electronic registers,
databases and archives
on the Internet

Transparency of local
municipality (online
list of local
government members,
voting records and
calendar management)

(continued)
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Table 1. (continued)

Tools of e-participation Tools for supporting
e-consultation

Tools supporting
e-participation
activities

Tools of e-democracy Tools supporting
transparency

Electronic Citizens’
Councils (a group of
selected people listens
and communicates
with experts on
selected issues)

Transparent data and
information publishing
(questions via email,
survey or social media,
online (real-time)
questions
(net-meetings or chat),
discussion
forums/blogs where
citizens can ask
questions)

Source: MacIntosh and Whyte 2002; Johannessen and Berntzen 2018

find and use. Different categories of transparency allow citizens to use government data
to create new and useful applications that are targeted at citizens to solve their problems
and thus to improve city life. So digital information can help to address the objectives
of a smart city for more informed and participatory citizen (Chourabi et al. 2012).

3 Materials and Methodology

The paper is dedicated to the topics of smart governance, specifically its tools in civic
participation. The paper aims to explain the term smart governance and its tools from
the theoretical point of view, with special attention given to the civic participation as an
important part of governance. Subsequently, it researches the issue on examples of cities
in the Slovak Republic. It defines generally the available obligatory and facultative
tools of governance in the Slovak cities. In the next step, it demonstrates the tools
exploitation in Banská Bystrica, the city in central Slovakia, belonging to the pioneers
in implementation of smart city concept.

The analysis of smart governance tools in the Slovakia uses data from Slovak leg-
islation and strategical documents. The case study of Banská Bystrica presents the data
of primary research in a form of questionnaire survey among citizens realized in spring
2019. In data processing were used the methods of statistical correlation and induction,
e.g. hypothesis testing, as well as the methods of descriptive statistics.

The last part of the paper discusses and summarizes the most important research
findings and identifies suitable proposals to develop systematically civic participation in
the cities as a part of smart governance with inspirations from Vienna and Helsinki.

4 Tools of Smart Governance in Civic Participation in Slovak Cities

Civic participation is a democratic activity in a democratically established state that
includes a wide range of opportunities for citizens to express their active attitude towards
public affairs and to actively pursue their interests (Kováčová 2011). By creating space
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for civic participation, municipalities can gain different ideas and feedback from their
citizens. They can also participate in the decisions of the local government and thus
eliminate possible conflicts. The civic participation enables citizens to see, understand
and participate in decision-making and control decisions taken by local government
(Pirošík 2005).

Citizens able to participate should be aware, able to deduce, present opinions, chal-
lenge decisions, control power, engage in dialogue, communicate with key local author-
ities and collaborate with various social institutions and the third sector (Višnovský
2010). To be efficient and prepared local government, the municipal authorities should
be relevantly trained and handle the expertise needed to create proposals and activities.
It should strengthen activities to increase citizens’ participation in decision-making and
to get feedback for assessment the realized activities. (Jackson 2012).

In the Slovak Republic, according to the Constitution the local municipality has the
obligation to provide information on its activities in the state language in an appropriate
manner. In more details this issue is regulated byAct no. 211/2000 Coll. on free access to
information. The main ways of civic participation are defined by Act no. 369/1990 Coll.
on municipal establishment following the Constitution as to be elected or to vote the
representatives of municipal authorities, local referendum and assembly of municipal
residents. These are the obligatory tools of civic participation. There belong also the
possibility to be amember of advisory bodies of local parliament aswell as the possibility
to take part at the meeting of local parliament.

However, in practice, also the group of “voluntary” civic participation tools is evident
(Staroňová and Sičáková-Beblavá 2006). Voluntary participation is based on the local
government’s own initiative, which aims to increase citizens’ active participation and
support local democracy. This group includes tools of informing and getting feedback as
follows: polls, surveys, collection of comments, public commenting, information for the
public in various printed forms (e.g. leaflets, brochures, etc.), complaints, local media,
events for citizens, information in local newspapers, information boards and bulletin
boards. The second subgroup contains various forms of communication with citizens as
citizen board, citizens’ advisers, hours for intercourse with the public, first contact office,
public assembly, public discussion, public hearings and meetings, advisory board and
action group, communication through mediators, telephone communication (Staroňová
and Sičáková-Beblavá 2006; Pirošík 2005; Vaňová, Bernátová 1999 and 2000).

In the field of electronic tools for the local municipalities, there is available por-
tal eGov to increase informing and communication between citizens and government.
Citizens can not only get information, but also comment on materials and evaluate
the office and members of the local parliament what helps municipalities to become
more transparent (eGov 2017). As voluntary forms of participation are unlimited,
its possibilities are continually being expanded mainly by modern forms that use
information-communication technologies to a large range.

Some local municipalities in Slovakia use different platforms to improve e-services,
as a part of smart governance.One suchplatform is “DigitalCity”.Theplatform is divided
into two parts, namely services for local municipalities and citizens. The services for
municipalities include digital local parliament (planning and preparation ofmeetings and
archive of materials and resolutions), eVoting (transparent and paperless management
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of negotiations and voting of local representatives), registry administration, geographic
information system, electronic auctions (fast, clear and transparent look on the auctions),
interactive maps (the possibility to review the zoning plans, land register and addresses),
reporting and city budget. For the citizen are available - on-line forms, that help filling and
checking for correctness, various submissions, decisions and reimbursement; “City” in
mobile (application offers information about city activities, displays a citymap), publicly
available office information (obligatory published information on website – contracts,
orders, invoices etc.) (Datalan news 2/2014).

In the next part of the text, the authors of the paper analyze the exploitation of various
obligatory and voluntary tools of civic participation with special attention given to the
new modern tools based on ICT and smart governance in a form of case study.

4.1 Case Study of Banská Bystrica

Banská Bystrica is located in the centre of Slovakia. On 1 January 1991, Banská Bystrica
became an independent self-governing territorial unit of the Slovak Republic. The city
consists of nineteen city districts. The municipal bodies are the mayor of the city and the
city council. The city council has 31 deputies. The mayor of the city is the independent
candidate Ján Nosko. The mayor of the city is a representative and supreme executive
body.

The city council establishes the city board, which is an initiative, executive and
control body of the city council. It also serves as an advisory body to the mayor of the
city. The city council has eightmembers and consists ofmembers of local parliament. The
municipal authority is an executive body of the city council and the mayor. It includes
municipal employees and provides services for the organisational and administrative
affairs of the city council, the mayor and bodies established by the city council.

The City of Banská Bystrica has established eleven city council commissions for
economic development; transport; construction and technical infrastructure; environ-
ment; education; social development, housing and health; tourism; sport, leisure and
youth; modern self-government and urban areas; culture; protection of public interest
in the function execution and complaints investigation. Problems of transport, security
and protection are the responsibility of city police.

In addition to the tasks of self-governing, the city also performs some delegated
tasks of state administration, in particular through: building office - construction, land-
use planning, decision-making and building regulations; registry office - works in the
area of registry, civil matters and citizens’ records; education office.

Banská Bystrica is the sixth largest city in Slovakia with population of 78,484 inhab-
itants (Statistical Office of the SR). The number of inhabitants is decreasing annually.
This is due to lower birth rates and population migration.

Most economically active people work in public administration, defense and edu-
cation, retail and healthcare. The biggest employers in Banská Bystrica are from the
service industry (PHSR of Banská Bystrica).

From 8 regional cities, Banská Bystrica region is on the 7th place in GDP per capita.
The region is lagging behind in labour productivity and inflow of foreign direct invest-
ment. Despite this, unemployment in 2019 fell to 3.53%. (State Office of the Slovak
Republic).
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There is quite a good transport infrastructure in the city. There is a train station, a
newly built bus station. Population transport is carried out by suburban transport and
urban public transport, using buses and more environmentally friendly trolleybus. There
is no network of cycling paths in the city. Sliač Airport is close to the town. The city is
a crossroad to the north and south of Slovakia.

Banská Bystrica has decided to become a smart city. In the first phase of the imple-
mentation of the Smart City concept, the priority of the city became Smart Governance.
The city of Banská Bystrica wants to realised Smart City concept comprehensively and
focus on all areas of smart city, like a people, life, environment, mobility, economy, but
nowadays it considers the change inside the office to be a key one. The city perceives
the process of creating Smart City as a comprehensive solution, from sensors and data
collection to complex solutions, in which citizens can also be involved through civic
participation tools. At this stage of the smart city strategy, the city management puts
emphasis on obtaining information, creating statistics that can focus on linking with the
city’s project intentions.

In terms of smart governance, the city is looking for opportunities to increase the
quality of internal processes at the office. The Informatisation and Digitization Depart-
ment introduced a cloud link. The aim is to centralize the entire municipal information
system in one place. In this way, all municipal departments, contributory and budgetary
organizations of the city will be linked. New solutions are being implemented, the use
of old software that does not meet today’s technological conditions is being eliminated.

Currently, the municipal authority uses the following channels and media for
communication and participation (Table 2):

To evaluate the current situation in the use of modern tools of civic participation
the authors of the paper carried out a questionnaire survey in the segment of Banská
Bystrica citizens in spring 2019. The aim of the questionnaire was to examine the current
situation of using modern forms of civic participation in Banská Bystrica and to identify
the possibilities of its development.

The questionnaire was distributed electronically by e-mail and placed on social
networks. For those who do not use the Internet, the authors of the paper have distributed
the questionnaire in printed form. The questionnaire was made available for six weeks
and its completion was anonymous. The authors of the paper have used the statistical
methods to evaluate the questionnaire and then verified the hypotheses on the significance
level α = 0.1. So far, in the research participated 93 respondents - 61 were women and
32 were men. The authors of the paper have tested the representativeness of the selected
sample with a Chi square test based on the population age category at a significance
level of α = 0.05. The results of Chi square test are:

Chi-Square 6.851

df 4

Asymp. Sig. 0.144

Thus, it is possible to conclude that the sample is representative based on age.
In the questionnaire survey, the authors of the paper have investigated how citizens

are interested in public affairs, whether they are involved in decision-making processes,
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how they evaluate the possibilities of civic participation and which forms they consider
to be beneficial. According to the research results, 22 respondents (23.7%) are actively
involved in public affairs and 17 respondents (18.3%) are interested in public affairs,
but are not actively involved. Up to 58.1% are not interested in public affairs, and only
6% of these respondents would be interested in taking decisions in the city, if something
changed.

Citizens also evaluated the possibilities of civic participation. Up to 45% of respon-
dents rated options as average (on a rating scale from 1 to 5, where 1 is an excellent
score, the score was 3), 26% of respondents rated participation opportunities as good
and 29% of respondents considered opportunities for civic participation as insufficient.

Consider the low level of citizen involvement; the authors of the paperwere interested
in the resources and channels of communication from which citizens have information
about the city. The residents could choose multiple sources from which to gather infor-
mation. Based on Fisher exact test and Binomial test (Table 3), the authors of the paper
have found that up to 90% of the respondents receive information via information and

Table 2. Tools of smart governance in civic participation.

Applied form of civic participation

Electronic board Obligatory information such as draft general binding regulations, master control
plan, etc.

Open data Administrative segmentation

Inhabitants/Population

Self-government

Registry of dogs

List of tax debtors

Contracts

Delivery invoices, customer invoices, order

Petitions

Electronic services Submission of online requests and electronic communication with the municipal
authority

Client centre Electronic communication of citizens with the City Hall, free telephone lines

Purity line A free telephone line designed to stimulate cleanliness and public order

Electronic contacting local government representatives Contact via email and social networks

Electronic questionnaire, polls Email and online polls

Electronic petition Electronic petition without a guaranteed electronic signature

Video recording Offline video from City Council meetings

Discussion forum on the city website Discussions divided into individual thematic sections

Social networks Official website of the city on Facebook, Instagram and site of the mayor.
Participation in discussions, city events, photo and video galleries

Blog Sources of information where volunteered city representatives contribute interesting
topics from the city’s current affairs

Newspaper Radničné noviny The monthly of the city is distributed on-line on the official website and on social
networks

Link to the mayor Mobile app for city-based complaint reporting available on the Internet

Geographic Information System Map view of the city for the possibility of viewing the greenery, cadastral map, city
plan, etc.

Map guide of Banská Bystrica Map of the location of parks, landmarks and places of interest

(continued)
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Table 2. (continued)

Applied form of civic participation

Participatory budget A democratic instrument that enables citizens to be directly involved in the
decision-making process on redistribution of financial funds. Current information is
available on the website and Facebook social network

Source: own research, 2019.

communication technologies - from the city’s official website (banskabystrica.sk), from
social networks such as Facebook and Instagram or from other websites.

Table 3. Fisher exact test and binomial test of dominant information sources.

Responses in survey Responses Percent of Cases
N Percent

From internet 58 25.9 64.4
From social networks 74 33 82.2
From Radničné noviny 30 13.4 33.3
From other internet sources 25 11.2 27.8
From relatives and family 34 15.2 37.8
I  do not look for information 3 1.3 3.3
Total 224 100 248.9

Category N Observed 
Prop.

Test prop. Exact. Sig. 
(2-tailed)

Exact. Sig. 
(2-tailed)

Group 1 1 84 0.9 0.5 0.000 0.000
Group 2 0 9 0.1
Total 93 1
Source: own research

The Fig. 1 shows the percentage of respondents who identified individual responses
for a particular source of information.
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The respondents rated individual modern forms of civic participation with a grade
of 1- excellent up to 5 - insufficient. The authors of the paper have made the evaluation
in the form of an arithmetic mean. The evaluation results are shown in the Fig. 2. The
best scoring options were e-poll and questionnaire, electronic board and blog. For the
sake of clarity, the authors of the paper have ranked the individual modern forms of civic
participation from the best rated to the worst rated. All values in the graph are shown in
the average values given by the respondents.
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Fig. 2. Average evaluation of civic participation forms. Source: own research

However, in the research is also included the finding which modern forms of civic
participation should be a part of the Smart Governance concept in Banská Bystrica.
The evaluation of interest in using modern forms of civic participation was tested by a
non-parametric Friedman test, which determined the continuous order of forms that the
respondents are most interested in and the Wilcoxon Signed Ranks test (A= 0,1), which
has helped to determine the difference between the forms in their previous Friedman test.
The test result was divided into three groups. According to the results, the authors of the
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paper can declare that the order of the tools is as follows. The first group of instruments is
an electronic referendum; electronic voting or electronic voting; electronic petitions and
emergency services. The second group involves the application of urban activity along
with the city map; E-panel; electronic services and online forms. The last group included
those instruments of civic participation that were not of great interest to citizens - elec-
tronic advisory voting; frequently asked questions; electronic citizens’ councils; mailing
list and SMS notifications; electronic communities and decision making. According to
the results, the authors of the paper can declare that the inhabitants are interested in such
modern forms of civic participation where their regular participation is not necessary.
They are interested in civic participation where they express their opinion, but do not
have to comment it and discuss it. The respondents were interested in receiving alerts
that would keep them informed of the current city events (Table 4).

5 Discussion and Recommendations

Civic participation includes a wide range of opportunities by which a citizen can express
his/her active attitude to public affairs and can actively pursue his/her interest. Citizens’
participation in local government decisions can eliminate possible conflicts. The city
is supposed to provide quality services and tools to ensure that public confidence in
decisions is increased, thereby encouraging a responsible approach to decisions in mat-
ters of public interest. Only to create a space for people to participate is not enough,
there is necessary to teach citizens how to do it. Therefore, informing citizens about
opportunities for participation plays an important role. The citizen awareness and their
informing as a key component of civic participation was confirmed also by research
results. The authors of the paper assume that the situation is very similar in all Slovak
cities, and probably in villages too. The modern age provides various possibilities how
to inform and communicate with citizens, especially with support of ITC. However, it is
necessary to cover by these activities the whole range of citizens, from young to older
and to accustom the used tools to its abilities and age. In addition, the city of Banská
Bystrica should focus on creating space for civic participation and gaining ideas and
feedback from citizens, what can be currently defined as a weakness of the city by the
research results.

The key precondition to develop civic participation as a part of smart governance is
also close cooperation with all relevant stakeholders. In case of Slovak cities, it should
include the collaboration with citizens, local companies, educational institutions, non-
profit organisations and other stakeholders in the region, or coming from abroad. The
main instrument how to develop smart governance systematically in context of multilat-
eral cooperation is a smart city strategy. It should indicate the development direction of
all smart city components including the smart governance. It should be linked with all
other strategic documents of the city, deadlines for implementation, budgeting, defining
co-workers and coordinators of these plans together with other investment projects of
the city, intentions of city individual departments and individual city districts. It is also a
case of Banská Bystrica. The management of Banská Bystrica is aware of the benefits of
using smart solutions in urban space and is working on smart solutions, but there absent
a comprehensive development document which defines the main development tenden-
cies and priorities. Most of the planned smart solutions and tools are aimed at solving a
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Table 4. Wilcoxon Signed Ranks Test of modern participative tools.

Combination
of compared
answers

Z Asymp.
Sig.
(2-tailed)

Monte Carlo Sig.
(2-tailed)

Monte Carlo Sig.
(1-tailed)

Sig. 99% Confidence
interval

Sig. 99% Confidence
interval

Lower
bound

Upper
bound

Lower
bound

Upper
bound

9 × 1 −0.415 0.678 0.695 0.683 0.707 0.346 0.334 0.359

10 × 9 0 1 1 1 1 0.52 0.507 0.533

8 × 10 −0.769 0.442 0.458 0.445 0.471 0.229 0.218 0.239

14 × 8 1.391 0.164 0.164 0.154 0.173 0.083 0.076 0.09

2 × 14 −0.232 0.817 0.82 0.81 0.83 0.406 0.394 0.419

13 × 2 −0.022 0.982 0.983 0.98 0.986 0.494 0.481 0.506

12 × 13 −1.127 0.26 0.279 0.267 0.29 0.138 0.129 0.147

5 × 12 −1.511 0.131 0.14 0.131 0.149 0.07 0.064 0.077

7 × 5 −0.982 0.326 0.341 0.329 0.353 0.174 0.164 0.184

4 × 7 −0.602 0.547 0.56 0.547 0.572 0,277 0.266 0.289

11 × 4 −0.249 0.803 0.811 0.801 0.821 0.402 0.389 0.099

3 × 11 −0.318 0.751 0.762 0.751 0.773 0.385 0.372 0.398

6 × 3 1.286 0.199 0.201 0.191 0.211 0.099 0.091 0.106

1 Electronic survey/Questionnaire
2 Discussion forum at the city website
3 Electronic communication with representative of city
4 Participative budgeting
5 Participation at electronic petition
6 Video report of local parliament meetings
7 Blog
8 Electronic database
9 Purity line
10 Electronic communication with client center
11 Discussion on the social networks
12 Mobil application - message for mayor
13 Electronic services of city
14 Electronic office board
15 Free phone line of client center
16 Geographic information system
17 Map guide
Source: own research

particular problem in the city and are not a part of a systematic solution. The weakness
of the city is a system of organization and non-involving the relevant partners, which can
cause the fragmentation of civic participation tools and their inadequate exploitation in
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defined areas of the smart city. Another factor influencing the level of smart city concept
implementation in each city are relevant competences of local authorities’ employees. To
be successful in the implementation process is necessary to trainee the employee in their
PC skills, to teach the relevant knowledge of various tools and platforms that operate
through information and communication technologies in the field of smart governance.

Because of the slow progress in implementation of new ICTs in Slovak local author-
ities, the possible threat is a lack of funds for smart technologies implementation. How-
ever, there is a conceptual support at the European Union’s and national level (e.g.
URBACT, Operational programmes, the calls of Ministry of Economy or Deputy Prime
Minister of the Slovak Republic for Investments and Informatization). As a supporting
institution there is established also the first Slovak Smart City Cluster in Poprad. It pro-
motes the Smart City concept in the Slovak Republic and raises awareness of the Smart
City concept; links academic and commercial spheres, supports cooperation with other
organizations and associations with a similar subject of activity, as well as with state and
local government authorities in preparing and commenting on relevant legal standards.
The authors of the paper consider equally important also to develop the international
public-private partnerships for the development of high-quality ICT services.

In tools of civic participation as a part of smart governance the social networks (e.g.
facebook, Instagram, twitter, etc.) are often used. The research confirmed also the dom-
inant role of electronic informing of public. The social networks contribute to increase
the citizen awareness with relatively low costs. Citizen’s informing should cover a wide
range of information provided, so the city should involve also other important stake-
holders from the territory to present information (e.g. secondary schools, universities,
libraries, information offices, local business entities, etc.) in electronic way. For inspi-
ration, Vienna uses as a tool to inform citizen an artificial intelligence assistant who
answers questions about accessible information on the city’s website. It uses a text
and voice computer program based on artificial intelligence that simulates a dialogue
between two people. Such a system responds to topics related to city services such as
local municipality, parking, swimming pools, ticket prices, opening hours or events.
Depending on the location of the user, the program can show the nearest point of interest
on the map as a drinking water fountain or waste collection point. The service is also
used to commemorate events that the user is interested in, such as meetings and public
hearings.

The experts in the issues of smart governance, as well as the research results point out
the importance of online questionnaires, polls and surveys. Their importance is signifi-
cant in all stages of strategic development planning. They help to make better decisions
in development activities and prepare the projects that meet the needs of the residents.
This kind of platform already operates in Vienna as Vienna Digital Agenda. The plat-
form allows the residents to provide feedback on projects at different stages of planning,
thereby strengthening civic participation. Citizens can overlook and comment on several
alternative plans and vote for suggestions for solution alternatives. Electronic voting is
available. The user registers for the service through a functional email address and the
participants must respect the ethics code. The service is monitored by an administrator
for inappropriate posts. The service serves to actively exchange views between experts
from the city council and citizens in the various preparatory phases. Such a process
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facilitates electronic communication between the residents and officials of the munici-
pal office. The residents can contact the competent staff directly by the subject, thereby
shortening the time for responding to the citizens’ comments and hearing the public’s
voice (Sag´s Wien, 2019; Smart city Vienna, 2019; WienBot-digital assistant, 2019).

Another good practice example in implementation of smart governance tools comes
from Helsinki. The city uses the European platform of D-Cent project, which devel-
ops tools for online democracy and participation. The D-CENT participatory platform
enables citizens to be informed and receive real-time notifications on issues of interest;
design solutions; cooperate in policy-making; vote for solutions that would improve
access to proposed ideas from residents to improve city life.

All the proposals can significantly improve the decision-making process within the
local policy. They effect positively all stages, from open consultation, input collecting,
creating proposals and communication (Anthopoulos 2017). This serves to increase
citizens’ interest in engaging in policymaking and services, enabling the co-decision
and co-creation process using alternative instruments.

6 Conclusions

Using modern tools for civic participation as part of smart governance should become a
part of the decision-making processes in all dimensions of smart city. To do it system-
atically, the key step is to prepare and implement smart city strategy integrated with all
other strategical municipal documents.

Sufficient and appropriately set up opportunities for civic participation and the use
of online platforms for more transparent governance can help to increase citizens’
involvement in public affairs, and facilitate the processes inside the city authorities.

The issues of smart governance has not been deeply researched and still there are
many questions regarding its role and importance for local policy. The paper covers
partially the gaps in exploring the role of civic participation tools in a smart city, with
demonstration on the case study of Banská Bystrica, the city in the central part of
Slovakia. The case study pointed out that also cities in central European countries have
ambitions to be progressive and implement recent trends in their development. However,
only next years or even decades will show the real impacts of smart governance and
success rate in changes in civic awareness and participation in public affairs in these
countries with specific “soviet” history.

Acknowledgements. The paper has been written as a part of VEGA project Nr. 2/0077/19:
“Working competencies in the context of Industry 4.0 development”, and 030STU-4/2018 KEGA
project titled “E- platform as basis for improving collaboration among universities and industrial
enterprises in the area of education” and H2020 project Nr. 873134 CALIPER “Linking science
and research for gender equality”. The paper also presents the partial outputs of project VEGA
1/0213/20 Smart Governance in Local Municipalities and project VEGA 1/0380/20 Innovative
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Pereira, G.V., et al.: Smart governance in the context of smart cities: a literature review. Inf. Polity

28(2), 143–162 (2018)
Pérez-González, D., Daiz-Daiz, R.: Public services provided with ICT in the smart city

environment: the case of Spanish cities. J. Univ. Comput. Sci. 21, 248–267 (2015)
Picazo-Vela, S.,Gutierrez-Martinez, I., Luna-Reyes,L.F.:Understanding risks, benefits, and strate-

gic alternatives of social media applications in the public sector. Gov. Inf. Q. 29, 504–511
(2012)

Pirošík, V.: Participácia v samospráve (nástroj protikorupčnej politiky). TIS, Bratislava (2005)
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Abstract. After almost 20 years of the independent Slovak Republic existence in
themidst of a turbulent changing Europe, the country perceives brands as a tool for
expressing the company’s given ability, its rapid recognition or creating a priori
positive connotations associated with this extreme. Tourism brands are currently
the result of cluster initiatives, support for the local economy at all levels of the
national economy. The aim of the paper is to identify tourism brands, to evaluate
awareness of the “Certified Rural Accommodation” brand and to point out the
importance of a regional brand perceived as a guarantee of the tourism accommo-
dation services quality that owes the creation and establishment of the market to
regional public or private sector actors. The brand value was examined by both the
customer and the provider. The basic research set of customer awareness research
was 174 respondents addressed by an electronic questionnaire. Provisioning of
brand value from the perspective of the provider was carried out for the actors rep-
resenting the public and private sectors at regional and local level. The research
results indicate that the brand awareness of the customer is below average, for
various reasons; low promotion. Awareness is assessed by the provider as above
average; a growing number of certified accommodation facilities. By predicting
the basic economic indicator in tourism by 2020 using the correlation analysis with
one dependent variable, the authors of the paper have pointed out the importance
of establishing the tourism brand in the market.

Keywords: Brand value · Tourism brand · Innovation · Provider · Customer ·
Brand awareness

1 Introduction

The role of regional brands is to reach the visitor with a comprehensive, original, unam-
biguous concept of presenting products, services, associations, space, not only the region
but also the state. In order to fulfill these tasks, it is necessary to coordinate the entire
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labeling process from branding to brand sustainability. Not all countries are sufficiently
aware of the nature, importance, seriousness and benefits of the regional brands. Our
aim in the paper was to choose from a wide portfolio of brands, to choose a brand that
is applied in current Slovak practice, it is unique, original, long-term established on the
market, but the results indicate that awareness of this brand is low. Finding the causes
of this situation is a long-term process that is conditioned by the availability of infor-
mation, the scope of primary research, and the expression of the respondents’ will to
provide the required information. Rare sources are obtaining knowledge from a state
where the position of tourism is better based on quantitative indicators. The importance
of searching for these causes and even the essence of regional marking was confirmed by
the quantitative results and prediction of selected economic indicator usable in tourism.

2 Tourism, Product and Services in Tourism and Current Changes

Tourism is a dynamically developing sector that has reached a mature stage of develop-
ment (Goeldner and Ritchie 2014). In Slovakia it is a sector with a strong cross-sectional
character, an excellent starting potential currently insufficient development (Beresecká
2012). Slovakia cannot competewith neighboring countries in the field of tourism (Krog-
mann et al. 2015). The problems in tourism development are insufficient utilization of
potential, achieved quality of services, insufficient quality of basic and accompanying
tourist infrastructure, unsatisfactory level of foreign language knowledge, insufficient
quality of promotion (Meszárošová and Levický 2017).

Many entities are involved in the development of this sector - tourism service
providers (businesses providing accommodation and catering services, tourism busi-
nesses (banks, insurance companies and others), service providers (professional and
sectoral unions, marketing agencies, ministries, regional structures - their size, eco-
nomic strength, provided services, financial resources, organizational and legal form
are different but they are complementary to each other, so they cannot work without
each other (Michálková 2010). Each tourism subject uses a set of techniques, tools and
measures to organize tourism through which he coordinates, plans, organizes, commu-
nicates and makes decisions within tourism with a view to its sustainable development
(Kratochvíl 2007). The successful development of tourism is also the result of previ-
ous development and adaptation of local government bodies to the conditions of the
country’s development (Gecíková and Papcunová 2014).

There is no universal organizational structure of tourism in Slovakia, it has the char-
acter of cooperative management of the destination, it is managed through a three-level
organizational structure at the national, regional and local level. Public, private, non-
profit sector as well as public-private partnerships are coordinated within each level
of governance. The main body of tourism is currently the Ministry of Transport and
Construction of the Slovak Republic. Coordination of activities within the perspective
type of tourism, namely rural tourism in Slovakia, is also within the competence of
another Ministry, namely the Ministry of Agriculture and Rural Development of the SR.
The marketing activities of the country are not managed by a separate contributory or
budgetary organization established by the Ministry, but by a section within the organi-
zational structures of the Ministry. Unified presentation of Slovakia abroad is ensured
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by the Ministry of Foreign and European Affairs of the Slovak Republic. This role arose
from the program declaration of the Slovak Government for the years 2012–2016 and
from the so-called. of the Competence Act. (Beresecká 2019a, b). The need for a system-
atic solution for the coordination of tourism development, young, small and applicable
legislation serving to promote cooperation between the various actors, was addressed by
the creation of various tourism associations, clusters emerging at regional level. They
are geographically concentrated actors, have broadly defined membership, are sector-
specific, and are established as public-private partnerships (Duman et al. 2009), generate
improved service quality, increased visibility, joint marketing activities, but also joint
engagement at major local events (Novelli et al. 2006). Significant attributes of clus-
ters include synergy and cooperation, a common approach to resources, cost reduction
(Staszewska 2008; Schejbal 2012), high flexibility, division of marketing information
(Saxena 2005). The success of the cluster as a form of cooperation is influenced by
various factors, including willingness to cooperate, open communication (formal and
informal), traditions, human and social capital, creativity, but also participation in joint
projects, education and promotion. Tourism clusters are becoming an important regional
development element (Balog 2015).

Due to the need to make the region more attractive but also to offer the specific expe-
rience that clients seek, the services and products in tourism clusters are appropriately
combined and modified with each other (Michael 2003). These attributes are significant
and necessary in view of the growing competitive space in this sector as well. Inter-
national tourism competition has set new rules in the global marketplace and has been
looking for new, innovative, fantasy products and tourism brands that can help create a
unique product offering.

Innovation is perceived through gastronomic culture (Kontis and Skoultsos 2018),
product development innovations andmarket diversification outside the peak tourist sea-
son, (Connell et al. 2015; Cagáňová et al. 2015), changes in Internet branding (Morgan
and Veloutsou 2013; Alejziak 2007), changes in the perception of satisfaction, quality,
performance and various other variables that are a good predictor of customer’s intended
loyalty (Geng et al. 2008; Kontis and Skoultsos 2018). The policy changes also affect the
difference in requirements for men and women for leisure activities and prefer holiday
experiences (Chen et al. 2018), which affects the composition of the current tourism
product (Xu 2010; Perri 2015). He argues that product creation is influenced by the
expectations of tourists, who are currently more sophisticated, are seeking for more per-
sonalized travel experience, which is often defined as leisure travel. Changes also occur
in the consumer behavior of tourists, which includes certain decisions, activities, ideas,
or experiences to meet consumers’ needs. The decision-making process is becoming
more routine, which currently refutes the opinion of Hyde and Lawson (2003), who
argued that tourist decisions include planned purchases. The tourist of the future will
be demanding and will also require quality accommodation services with which he is
currently not very satisfied (Beresecká and Hudáková 2019).

Nowadays, knowledge-based changes in tourism are also perceived. Silent knowl-
edge, which can be achieved through direct experience and procedural, based on official
education and training programs in this field. (Yin and Jahanshahi 2018). The combina-
tion of knowledge, perception, creativity and accidental confluence of events continually
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identifies opportunities for the emergence of new tourism products (Russell and Faulkner
2004), covering the whole complex of aspects and components of the product, including
attitudes and expectations of quality (Ghadban et al. 2017).

2.1 Brand in Tourism

The brand in tourism began to write its history in the last decade of the 20th century.
Recently, there is a growing interest in brands in tourism, as tour operators are increas-
ingly aware that they can win the customer not only through the right price but above
all through the hearts of visitors. Brands in tourism services depend on specific people
and locations (country or location). Some locations have built up an image based on the
brand category, others based on their location. Rich, dynamic, entertaining customers
are attracted to places known for their many devices to meet their requirements. On
the other hand, customers looking for rest, relaxation, peace and quiet, will seek spa
spots and outdoor stays. Brand building is no longer just a concern for manufacturing
and trading companies or tourist businesses, but they appear in different areas of life.
The brand is used to refer to tangible products, services, people, regions or countries.
Regional product brands are a phenomenon of the present period and interest in them is
growing significantly in European countries (Gúčik et al. 2011; Seifertová et al. 2013;
Ricz et al. 2011).

Attributes of a strong brand in tourism include a strong brand that is interested in
product characteristics, convincingly offers one key advantage, speaks about the value
system of the company (the company is focused on innovation, offers quality) is the
image of customers who buy it, it can be attributed to human characteristics (young,
mature, old brand, etc.). Brands that develop these five attributes, fulfill specific promises,
through which they contribute to the creation of strong preferences (Gúčik et al. 2018)
are considered to be successful.

In the field of tourism, the whole process of brand building and management can be
perceived as a complex of brand building and brand management activities and brand
building and brand management, which overlap and complement each other. The pro-
cess of building and managing a territory brand should at least include the creation of a
responsible working team with powers to manage and control the whole process, ana-
lyzing the current perception of the territory and determining the current position of the
territory, identifying the main branding idea and analyzing the strengths, weaknesses,
opportunities and threats, identifying and addressing the opinion leaders of the territory,
analyzing various alternatives to the idea, identifying and defining target groups, visu-
alizing branded manuals, creating a system of marketing activities to promote the brand
to customers (Vaňová et al. 2017).

In tourism, sustainability is associated with the notion of satisfaction. The mpirical
results of the study have been published in the scholarly literature, providing informa-
tion on how important the analysis of image-satisfaction-loyalty relationships is. Image -
Awareness is modified and supplemented by any new information, stimulus, own experi-
ence or experience of acquaintances, friends and family and participates in the creation
of a diversified, detailed and realistic picture of the destination. Tourists tend to rely
on this model of decision-making on the choice of destination leading to satisfaction.
Therefore, destinationsmust pay due attention to the creation of a positive image through
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the quality of services and products that influence the satisfaction and behavior of visi-
tors. Tourists are willing to re-visit the destination and disseminate positive information
about it. The study pointed to a relationship between loyalty and repeated visits. For these
reasons, it is essential to ensure a high level of tourist satisfaction in order to develop
appropriate tourist behavior, improve sustainability and target competitiveness (Geng
et al. 2008). Brand awareness (Matlovičová 2015) can be measured through memories
(which product brands the customer remembers), first memory (which brand was the
first customer spontaneously remembered), dominance (the customer remembered the
brand as the only one), identification (the customer has ever met the brand).

In tourism, the sustainability of a brand is significantly perceived through the use of a
virtual communication environment, through electronicmarketing. Electronicmarketing
is considered to be a more efficient way of communicating on the market compared to
traditional means of communication. Maráková (2016) states that “the Internet can do
without marketing, modern marketing without the Internet does not”. E-marketing tools
include websites, online advertising, email and webcasting, mobile marketing, Internet
communities (Web 2.0., Web 3.0., Wiki systems, Flickr, Blogs, Facebook, You tube,
Pinterest, Twitter, TripAdvisor, etc.) and mashups.

3 Materials and Methodology

The aim of the paper is to identify tourism brands, to evaluate the awareness of the brand
“Certified Rural Accommodation” and to point out the importance of a regional brand
perceived as a guarantee of the quality of tourism accommodation services in which
regional public and private sector actors are involved.

Primary and secondary sources were used to process the paper. Secondary sources
have become the starting point for the analysis of theoretical bases and identification of
tourism brands used in practice of the Slovak Republic. The source of statistical data
was the database belonging to the Statistical Office of the Slovak Republic and Internal
Records in the Office of the Nitra Self-Governing Region.

Primary brand awareness research was carried out through quantitative and qualita-
tive methods. The quantitative research was carried out when researching brand aware-
ness by the customer. The basic research set of customer awareness research was 174
respondents addressed by an electronic questionnaire. The collection of the primary data
in obtaining the customer’s view of the brand’s performance was realized by the method
of inquiry, electronic communication at one-off frequency, with a monothematic focus.
The questionnaire consisted of 15 questions in order to get an answerwhy?What is brand
awareness? Provider awareness of the brand, searching for causes and relationships will
be carried out by a questioning method where the target group will be the individual
and the experts, using a personal way of communication, direct questioning, degree of
standardization - non-standardized, one-off frequency of questions, with multi-topic/
omnibus focus. For the purposes of primary research, the authors of the paper perceive
the provider dual, that is, as the primary provider of accommodation services and the
holder of the Certified Rural Accommodation brand. Provisioning of brand value from
the perspective of the provider was carried out for actors representing the public and
private sectors at regional and local level.
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Research question: Is awareness of the ‘Certified Rural Accommodation’ brand on
the tourism market sufficient? resulted in the following hypotheses, which the authors
of the paper will subsequently verify by the proposed procedures and methods.

H0: According to the results of field research, customer awareness of the ‘Certified Rural
Accommodation’ brand is below average.
H1: Awareness of the ‘Certified Rural Accommodation’ brand is above average
according to customer field research.
H2: Awareness of the ‘Certified Rural Accommodation’ brand is below average by the
provider based on field research results.
H3: Awareness of the ‘Certified Rural Accommodation’ tag is above average by the
provider according to the results of field research.

The research question and hypotheses resulted in the compilation of the graphical
logical framework within the issue shown in the Fig. 1.

Consumer resonance with 
brand

Consumer rating
Consumer feelings

Brand performance
Brand awareness

Brand characteristics 

A pyramid of brand value from 
a customer perspective

Brand performance

Questionnaire

A pyramid of brand value 
from the perspective of 

the provider

Public
sector

Private 
sector

Structured 
interview, 
experiment

Questioning

Certified rural 
accommodation

Fig. 1. Logical framework of the research question. Source: own research, (Beresecká 2019a)

In order to show the importance of establishing the tourist brand, the prediction of
the basic economic indicator of tourism - the number of overnight stays was used. One-
variable correlation analysis method was used. The parameters of the quadratic function
P1, P2, P3, the value R - correlation index and the value R2 - correlation coefficient were
used to determine the suitability of the relations used. The correlation coefficient explains
how much of the total variability of the endogenous variable explains the model, that
is, how much of the total variability is determined by the quantified econometric model
(most commonly reported in percentage). It is a measure of reconciling the empirical
values the quality of the endogenous variablewith themodeledvalues (Beresecká2019a).

A multi-criteria indirect method - point method was used to compare the level of the
regions development. The 1–8 rating represents the regions order from the best to the
worst results of the indicator.
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4 Results and Discussion

Tourism has progressed progressively since the turn of the millennium. In the current
period, the global growth again and has become one of the fastest growing economic
sectors in the global market. Historically, the highest volume of visitors in recent years
has been reached by tourism in Slovakia. Over the past three years, tourism performance
in Slovakia has increased by approximately 45% (volume of visitors by 44%; revenue
from tourist accommodation establishments by 48%), which significantly contributes to
the creation of economic values, cultural and social development of the country, creation
of local products or job opportunities.

Favorable developments from a global perspective and comparisons with neighbor-
ing countries are less satisfactory, as also shown in the Fig. 2.
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Fig. 2. OECDdirect tourism contribution. Source: https://read.oecd-ilibrary.org/urban-rural-and-
regional-development/oecd-tourism-trends-and-policies-2018_tour-2018-en#page28

The growth rate of tourism performance in the Slovak Republic is slowing down.
This is also the case with the results achieved in the Czech Republic, as shown in the
Table 1.

The year-on-year development of accommodation statistics is also changing, as in
2017 the increase in foreign visitors was 6.7% (+135 thousand visitors) but the average
growth rate in Europe meant an 8.4% increase in traffic. The neighboring states of the
Slovak Republic also record faster year-on-year increases, which results from foreign
visitors (e.g. the Czech Republic + 870 thousand foreign visitors with growth rate +
9.4%, Poland+ 695 thousand visitors with growth rate 11.4%, Hungary+ 348 thousand

https://read.oecd-ilibrary.org/urban-rural-and-regional-development/oecd-tourism-trends-and-policies-2018_tour-2018-en#page28
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Table 1. Selected and compared economic indicators in tourism

Country Tourism as % of
GDP

Tourism as % of
total employment

Tourism as % of
GDP, OECD
average

Tourism as % of
total
employment,
OECD average

Slovak Republic 2.35 6.21 4.20 6.90

Czech Republic 2.80 4.40 4.20 6.90

Source: https://read.oecd-ilibrary.org/urban-rural-and-regional-development/oecd-tourism-tre
nds-and-policies-2018_tour-2018-en#page28

visitors with growth rate+ 6.6%, Austria+ 1.3 million visitors with growth rate 4.8%).
Such developments indicate stagnation and unfavorable state of dynamics of tourism
development in the Slovak Republic in comparison with the boom on the global tourism
market (Update of Marketing Strategy, 2019, In Beresecká 2019a, b).

The key to change and development of tourism is orientation to attractive forms of
tourism, development, expansion and innovation of unique offer. In tourism, it is neces-
sary to create an offer that corresponds to the expectations of sophisticated tourists of the
present time who are looking for authentic, interactive and quality travel experiences.
Focusing on the quality and level of provided services in tourism is an important tool of
competition in a competitive environment and gains a stronger influence in the choice
of destination or products.

Nowadays, visitors or potential tourists have a greater choice of products, destina-
tions, but paradoxically, less and less time to choose the right product or service, so the
brand becomes the focus of interest in the business environment. The following table
provides an analysis of established brands in the Slovak Republic tourism.

The inclusion of the regional level marks shown in the Table 2 is carried out from
the point of view of the grouping of local actors into a particular partnership, mainly
Local Action Groups, which take on a regional character.

The role of the unified presentation of Slovakia abroad resulted from the legislative
document. of the Competence Act. The country’s “Good idea Slovakia” brand with
symbolic significance works on two levels. The direction out of the country in building
the social world, thus fulfilling social symbolism and inwardly serves to build its own
identity. The initiator is the Ministry of Foreign and European Affairs of the Slovak
Republic.

In 2014, the National Program for the Support of Agricultural Products and Food-
stuffs was established, as well as brands serving to support domestic food production
in a growing competitive environment after Slovakia’s accession to the EU - “Quality
Label SK”. Products with above-standard quality parameters were marked with the “SK
GOLD Quality Mark” mark (http://www.znackakvality.sk/?pl=17). These brands are
initiated by the Ministry of Agriculture and Rural Development of the Slovak Republic.

https://read.oecd-ilibrary.org/urban-rural-and-regional-development/oecd-tourism-trends-and-policies-2018_tour-2018-en#page28
http://www.znackakvality.sk/?pl=17
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Table 2. Tourism brands in the Slovak Republic

Level Brands Graphic representation of the brand

National
level

destination / 
country marker

national 
products / 
quality label SK

enterprises /
organization

Regional
level

regional
products

clusters

tourism 
enterprises

Source:http://www.ezat.sk/znaky_kvality/kriteria; http://www.ubytovanienavidieku.sk/); 
https://www.visitorava.sk/https://www.kupeledudince.sk/ospolocnosti/organizacia-cr-dudince; 
http://www.systemkvalitycr.sk/sk/onas.html; http://www.karsticum.sk/Page/ZnackaRegionalnehoProduktu; 
http://www.klasterliptov.sk/;https://ochutnaj.praveslovenske.sk/znacka-kvality-sk/; https://www.cedronnitrava.sk/; 
https://obeclipove.lipove.sk/infos/novinky/Tlacova_spravaregionalna_znacka_kvality_Podunajsko.pdf;
http://www.malohont.sk/clanok.php?id=278; http://vydra.sk/2019/06/13/regionalny-produkt-horehronie/; 
https://regiongron.sk/udelenie-znacky-regionalny-produkt-pohronie/; https://www.bystricoviny.sk/prclanky/190158/;
https://www.trnava-vuc.sk/klaster-cestovneho-ruchu-zapadne-slovensko;
http://www.klasterliptov.sk/,https://www.visitorava.sk/o-nas/; 
https://www.kupeledudince.sk/o-spolocnosti/organizacia-cr-dudince); http://uksk.sk/stranka-2/stranka22/

In Slovakia, an innovative and voluntary tool “Slovak Quality System for Tourism
Services” has been created for organizations active in tourism, which is able to system-
atically help to improve the quality of services, gain expertise and increase their com-
petitiveness. The system is based on simple principles of quality management, based on
knowing the needs of the customer and continuously improving the quality of services
provided. The entire system was created under the license of the proven German Service
Qualität Deutschland system, which was taken over by several countries and became the
basis for the Slovak Quality System for Tourism. Currently, 18 entities hold this brand.
The implementer and coordinator of the quality system is the Ministry of Transport and
Construction of the Slovak Republic (https://www.mindop.sk/ministerstvo-1/cestovny-
ruch-7/slovensky-system-kvality-sluzieb-v-cestovnom-ruchu/startuje-slovensky-sys
tem-kvality-sluzieb-v-cestovnom-ruchu).

The system of regional labeling of products and services in Slovakia has not yet
been officially represented at national level. The regional branding system is open to any

https://www.mindop.sk/ministerstvo-1/cestovny-ruch-7/slovensky-system-kvality-sluzieb-v-cestovnom-ruchu/startuje-slovensky-system-kvality-sluzieb-v-cestovnom-ruchu
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region with clearly defined borders. Existing regional labels in Slovakia are mainly ini-
tiated by Local Action Groups or Public Private Partnerships operating on the LEADER
principles. The National Network of Slovak Local Action Groups (NSSMAS) thus cov-
ers the national level of coordination and promotion of regional labeling in Slovakia.
In each regional labeling region, there is a local regional coordinator who carries out
regional labeling activities and communicateswith local producers and service providers.
The actors of the regional labeling agreed on a uniform design of the logotype of the
local products and services labeling in Slovakia and the minimum principles for the
certification of the regional product or service were adopted, which will be respected in
each acceding region. In addition, each region will take into account its specificities and
uniqueness in its principles. There are several important regional brands in the Slovak
Republic. The regional product quality label e.g. Ponitrie received products: cow’s and
goat’s milk, mousse, mead, oil paintings, liquid chilli pepper extract, pumpkin seeds,
accommodation and catering services. The regional product brand Hont presents the
regional product under the slogan: “The best of traditional rural products”. The area
is unique in preserving traditions and crafts: lace making, pottery and blacksmithing.
Or the goal of the creation of the “Regional Product Nitrava” brand was to strengthen
local business, develop the local economy in the area of production and services, support
local markets, restoring wine houses, reviving old vineyards other. The importance of
the regional brand lies not only in the presentation of products and services of regional
entrepreneurs, but also creates space for closer cooperation, gaining new contacts and
mutual experience.

Cluster organizations in tourism are an important type of clusters in Slovakia.
Most cluster organizations were established as associations of legal entities. The only
exception is the Balnea Cluster Dudince Tourism Association, which is a civic asso-
ciation (http://www.siea.sk/klastre-cestovneho-ruchu/c-323/klastre-cestovneho-ruchu).
All clusters operate in specific tourist attractive microregions. Even three, Klaster Orava,
Klaster Liptov and Klaster Turiec, operate within one self-governing region of Žilina.
Similarly to technology cluster organizations, cluster organizations operating in the field
of tourism were spontaneously created mainly from the activities of companies, cities
and self-governing regions, without the support of the national government. The strongly
competitive environment forced businesses to find appropriate models to face intense
trans-regional but also transnational competition. Cluster organizations are focused on
the promotion and development of “traditional” tourism, except for the Balneo Cluster
Dudince focused on health tourism. The main activity of these cluster organizations
is targeted marketing in Slovakia as well as in Central European countries (especially
Hungary, Czech Republic, Poland, Austria), strengthening of partnership among clus-
ter members and building of new cross-border partnerships. The clusters carried out
development projects, various support events, building a common infrastructure (tourist
information offices, prerequisites for discount cards), information and promotional activ-
ities. Like technology-oriented cluster organizations, tourism cluster organizations have
the potential for further growth (Balog 2015; Cagáňová et al. 2015). Supporting the
development of clusters in the Slovak Republic is partially addressed by legislation only
in the case of tourism through Act No. 91/2010 Coll. on the promotion of tourism. The

http://www.siea.sk/klastre-cestovneho-ruchu/c-323/klastre-cestovneho-ruchu
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Act does not explicitly mention “clusters” as actors, but defined types of associations
(https://www.siea.sk/klastre-na-slovensku/).

The European - Slovak Association of Agritourism and Tourism as one of the first
professional associations in Slovakia acceded to the award of the Quality Label for the
tourism and agrotourism facility marked with the logo “Slovakia - Rural Holidays”.
The role of this brand is to ensure and guarantee the quality of services provided in rural
tourism and agrotourism facilities, their prestige in competitionwith other facilities in the
industry (http://www.ezat.sk/znaky_kvality/kriteria). Once the criteria have been met,
the tourist accommodation facilities, regardless of their territorial competence within
the Slovak Republic, may be the holder of this brand.

Quality label Certified accommodation in rural areas can be obtained by accommo-
dation facilities located in one of the eight regions of the Slovak Republic, namely in the
Nitra region, which also meets the minimum requirements for the award of the mark.

4.1 Certified Rural Accommodation

The system of accommodation facilities certification in the countryside was successfully
established in 2013 in the Nitra region of Slovakia. The region is a predominantly
rural, slowly growing region of the SR, with adequate activity and position, average
degree of readiness for innovation, on average competitive outside the centers of EU
development activities and with the possibility of cross-border cooperation with the
Republic of Hungary. In terms of socio-economic level, the Nitra Region shows average
to below-average values, while the natural, positional, economic and cultural potential
of the region is higher than the level of its utilization. The natural conditions in the Nitra
region as well as the character of the economy gave it a rural character. The reason for
introducing the quality label in rural areas “Certified accommodation in rural areas”
into practice was the long-term unfavorable position of the region in the tourism sector
(Beresecká 2012), which is also evident from data in the Table 5. Development of basic
economic indicators in tourism. The efforts of public sector representatives at regional
level were to reverse this situation. One of the solutions was the creation of the brand
perceived as a guarantee of the quality of services provided by accommodation facilities
located in the countryside.

The main objective of the Rural Accommodation Certification project was and is
to improve the quality of the services provided in the countryside, to guarantee and
present the quality of the services to the outside, to take into account the perception of
service quality by guests, to facilitate customer decision making and control. The partial
objectives of creating and establishing certification are shown in the Fig. 3.

The condition for awarding the mark was fulfillment of the minimum number of
points of the accommodation facility broken down according to their classification into
a certain category, which are given in the Table 3.

Reviews include the following areas: location and appearance of the accommoda-
tion, availability of the accommodation, basic facilities of the accommodation, staff,
information, security at the accommodation, feedback between the service provider
and the guest, additional equipment of the accommodation, additional services of the
accommodation. The system also uses four different forms of additional designation of

https://www.siea.sk/klastre-na-slovensku/
http://www.ezat.sk/znaky_kvality/kriteria
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Fig. 3. Objectives for certification of rural accommodation. Source: Jarábková et al. (2013)

Table 3. Classification of requirements for the award of certified rural accommodation

Group of accommodation facilities Certification criteria

Compulsory Optional Collectively

Hotel facilities: hotel, garni hotel, mountain
hotel, congress hotel, wellness hotel, spa
hotel, boutique hotel, apartment hotel,
motel, botel, guest house

48 points Min. 37 points Min. 85 points
Max. 163 points

Parahotel accommodation facilities:
apartment house, hostel, cottage settlement,
camping, privacy hostel (room, facility,
holiday apartment)

47 points Min. 37 points Min. 84 points
Max. 162 points

Source: own elaboration

accommodation: certified rural accommodation ‘tourism’, certified rural accommoda-
tion ‘water stay’, certified rural accommodation ‘culture and education’, ‘multi-purpose’
certified rural accommodation. Certified accommodation has the possibility to apply for
inclusion in one of the groups of certified accommodation facilities, which express the
narrower focus of the accommodation services on a specific target group of guests, whose
requirements the accommodation can satisfy best. Assignment to the appropriate group
will allow the visitor to easily navigate thematically through the accommodation search.

The first results of brand building and management in the Nitra region for specific
accommodation establishments that went through the certification process appeared
in 2013. This year, 13 accommodation establishments were certified. In 2014 there
were 7, the year 2016 was a breakthrough, because it achieved the lowest number of
certifications, namely 3, 2017 recorded a record increase in certifications in the number
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of 14 accommodation facilities. The spatial distribution of certified accommodation
facilities is shown in Fig. 4.

Fig. 4. Location of certified accommodation facilities of the Nitra Region. Source: own
elaboration, (Beresecká 2019a)

Significant interest in the brand showed accommodation facilities allocated in the
villages Štúrovo and Podhájska.

4.2 Assessment of Brand Awareness Certified Rural Accommodation

Brand awareness was assessed in two ways by customers and providers.
The basic research set of customer awareness research was 174 respondents

addressed by an electronic questionnaire. From the results of quantitative research in
the form of inquiries, it was found that women in a percentage of 77.6%, coming from
abroad, living in the city, were predominantly involved in research on the brand aware-
ness of Certified Accommodation in Rural Areas. They were from Slovakia, they lived
mostly, 68.67% in municipalities. Respondents under the age of 25 (78.7%) with uni-
versity education showed interest in the research; they are students who report income
ranging from EUR 1001–1500, living mostly in a family of four (42.5%).

The Certified Rural Accommodation logo consists of two parts - a graphic element,
which is based on the motif of a flower of brown-green color and the text, Certified Rural
Accommodation. The following table shows the results of the primary research on brand
value from a customer perspective (Table 4).

The first result of primary research is a statistical portrait of the socio-demographic
profile of respondents who completed a questionnaire in order to ascertain the level of
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Table 4. Brand value from the customer’s perspective

Indicator Absolute 
expression in %  

Brand 
awareness

Do you know this brand?
Yes 17 9.8
No 157 90.2
Do you think the brand of certified accommodation is sufficiently promoted?
Yes 6 3.4
No 168 96.6

Brand 
performance

How do you like the look of this brand?
1. I don't like it at all 3 1.7

2. I don't like it anymore 23 13.2

3. I like or dislike it 65 37.4

4. It's pretty 67 38.5

5 It is very pretty 16 9.2

If so, were you satisfied with the services of certified accommodation?
1. I was not at all satisfied 29 16.7

2. Rather dissatisfied 10 5.7

3. Satisfied and dissatisfied 96 55.2

4. Satisfied 21 12.1

5. Very satisfied 18 10.3

Consumer 
feelings

What do you think first when you see this brand?
Nature 143 82.2

Pleasure 2 1.1

Peace 16 9.2

Family 1 0.6

Trust 7 4

Quality 5 2.9

What do you like on the brand?
Colour 66 37.9
Shape 45 25.9
Font 25 14.4
Overall, I like it 31 17.8
It affects me emotionally 7 4

Consumer 
rating

If you have the possibility to choose an accommodation facility, would you choose a 
certified accommodation facility?

Yes 138 79.3
No 36 20.7
What does the brand mean to you?
Quality 55 31.6

Professionalism 24 13.8

(continued)
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Table 4. (continued)

Traditions 39 22.4

Trust 33 19

History 11 6.3

Future 12 6.9

Brand use
Have you used the services of certified rural accommodation?
Yes 39 22.4
No 135 77.6

Source: own research, own elaboration 

awareness of the Certified Rural Accommodation brand. 9.8% of the respondents said
they knew the brand, 96.6% said the brand was under-promoted, but 38.5% said it was
pretty. Respondents who used the services of certified accommodation facilities could
not express their satisfaction with the services provided. 55.2% said they were both
satisfied and dissatisfied with the services. The brand evokes nature in the respondents
and they like it in color. 79.3% stated that they would prefer certified facilities when
deciding and choosing between certified and non-certified accommodation.

The identification of the brand’s value from the provider’s perspectivewas carried out
by actors representing the public and private sectors at regional and local level (guarantor
and holders of Certified Rural Accommodation).

The primary public sector researcher was the guarantor of the certification system,
which had the right to grant, use and withdraw the aforementioned brand, namely the
TourismDepartment of the Nitra Self-Governing Region. The results indicate that public
sector representatives are above average satisfied with the certification system. Their
satisfaction is enhanced by the knowledge and the fact that the Nitra Self-Governing
Region is the “first and only region”, which in 2013 already tried to introduce a system
that guarantees the quality of services. At present, the uniqueness and originality of this
system persists. The representatives are satisfied that they have been able to create a
subsidy system that in practice can guarantee the sustainability of the established brand.
They perceive the value of the brand through the expressed interest in certification and
the increase in the number of certified accommodation facilities.

The primary research of private sector representatives was focused on identifying
attitudes towards the certification system, identifying weaknesses and strengths that
would lead to a positive change in the entire certification process. The answers to the
questions are:

Why did you get certified, what does such marking mean to you?
The answer to this question was unequivocal for all respondents. A strong motive was
financial support, repeated with a uniform amount of EUR 1,000. “This was strong …,
… main …, … important …, … at the beginning the only reason not to try …”

What do you like about the certification system?
The respondents welcomed such activity, it was the first and is still the first in the region
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in the Slovak Republic. They are satisfied that “… some office …” has shown interest
and wants to help them, it is not only “… declared, but also real help …”. They also
welcome the possibility of meetings organized by the certifying authority, seeing that the
number of certified establishments is increasing, so even the first concerns “… whether
we did well” are falling.

What do you dislike about the certification system?
The respondents commented on the complexity of certification, the disproportionate
number of criteria they must meet to be certified. They currently have a problem with
submitting projects, they have to submit them electronically and many of them do not
have IT skills. They would welcome more training and targeted, e.g. how to work with
the booking system, how to train people to achieve satisfaction and repeat attendance in
their establishments. What benefits can bringing together, working together? At present,
devices are perceived only through a competitive perspective.

They would welcome “… a body to help them organize organized events to guar-
antee their attendance”. On the other hand, in an area with the highest percentage of
accommodation facilities as well as certified accommodation facilities, other types of
accommodation facilities, which are not regulated by the Decree, would also welcome.
It would also help them e.g. administration and updating of the website of the munici-
pality, which would answer a number of questions asked by the visitors of the tourism
concerning the events that are currently planned to be realized in the municipality. They
expect assistance from the municipality in the professional processing of promotional
materials, as they perceive their efforts for certification and its acquisition as a “thing”
that is also presented by the municipality.

What would you change in the entire certification process?
Clearly web page. Because “… first look at the page is about Podhájska”. The page is
missing contact information, “….. people are asking us if it really works, why are there
no names to take care of it”, ….. “do they really look at those criteria?”

The results of primary research suggest that brand value from the perspective
of providers is perceived very positively, through uniqueness, originality, leadership
through the creation of a quality assurance system, or a strong financial incentive factor,
whether by public or private sector actors.

Results for the research question: Is awareness of the brand of Certified rural
accommodation in the tourism market sufficient? confirm the hypotheses:

H0: Brand awareness Certified rural accommodation is below average according
to customer field research,which means that brand value is low, below average because
of low promotion, brand performance, but gives rise to feelings that are key to rural
tourism development.

H2: Brand awareness Certified rural accommodation is above average according
to the provider’s field research results. The public sector representative perceives the
brand’s value through an increased number of certified accommodation facilities, and
the private sector perceives it through subsidies. (Beresecká 2019a).
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The importance of establishing the brand Certified accommodation in the coun-
tryside
On the basis of the results of qualitative research, there is a space for deeper knowledge
that can be obtained by quantitative research. From the results of quantitative research,
we sought the answer to the question: Is it necessary and worthwhile in the conditions of
the Slovak Republic to make efforts to create and manage a brand that in some way guar-
antees the quality of tourism services for accommodation providers in small capacity
accommodation? The results processed from secondary sources are shown in Table 5.

Table 5. Development of basic economic indicators in tourism

Indicator Year
Territorial unit

SR BA TT TN NR ZA BB PO KE Nitra
order

Number of beds
in
accommodation 
facilities

2013 197
747

28
143

15
942

14
397

17
440

40
440

21
115

34
131

26
139

6 

2016 192
218

27
920

15
795

15
259

16
190

40
057

21
518

32
291

23
188

6 

2017 194
274

28
456

15
534

15
534

18
106

39
250

21
587

32
009

21
893

6 

2018 201
451

28
785

17
704

15
774

18
784

43
084

22
984

32
750

21
586

6 

Number of 
accommodation 

facilities

2013 3485 233 276 246 307 882 494 701 346 7 

2016 3 489 241 267 287 303 907 508 671 305 5 

2017 3 495 234 270 279 353 892 516 662 289 4 

2018 4 007 275 295 326 388 1
063

588 728 344 4

Number of 
visitors

2013 4 048
505

1 073
854

263
709

238
336

238
440

819
016

400
251

700
248

314
651

7 

2016 5 023 
629

1 386 
283

318 
524

322 
020

298 
829

975 
536

520 
895

854 
528

347 
014

8

2017 5 375 
475

1 447
811

366 
717

371 
591

324 
652

1
035 
225

569 
164

894 
173

366 
142

8 

2018 5 596 
407

1 460 
130

365 
027

370 
034

335 
670

1
119 
677

627 
660

932 
121

386 
088

8 

Number of 
overnights

2013 11 486
571

2 184
586

1 076 
726

972 
493

612 
661

2
397 
984

1 335
415

2 256 
759

649 
947

8 

2016 14 138 
420

3 000 
449

1 203 
899

1 274 
486

828 
062

2
777 
136

1 614 
400

2 713 
587

726 
401

7 

2017 14 936 
766

3 103 
541

1 351 
121

1 374 
363

977 
268

2
896 
764

1 680 
911

2 790 
308

762 
490

7 

2018 15 515 
083

3 082 
284

1 352 
397

1 454 
952

970 
827

3
097 
483

1 825 
981

2 901 
080

830 
079

7 

Note: SR – Slovak Republic,  BA – Bratislava region,  TT – Trnava region,  TN – Trenčin region,  NR – Nitra
region,  ZI – Žilina region,  BB – Banská Bystrica region,   PO – Prešov region,  KE – Košice region1

Source: ŠÚ SR,  own elaboration
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Based on the analysis of the selected economic indicators development in tourism,
it can be stated that the order of Nitra region location, where the brand is established,
has been fixed since 2013, i.e. since the brand was established to 2018. The number
of accommodation establishments has changed positively, with a shift from 7 to 4. The
state of disinterest in the region continues to remain, compared to 2013, the region fell
to the last 8th place out of 8 regions. However, the tourists visiting the region will stay
in the region for a longer period, as evidenced by a change in the number of overnight
stays from eighth to seventh.

This deeper knowledge based on quantitative results has led us to know the near
future, the prediction of economic indicators. For this purpose the indicator - number of
overnight stays was chosen. The results are shown in the Fig. 5 and the Table 6.
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Fig. 5. Forecast of the number of overnight stays in regions of the SR. Source: own elaboration

Table 6. Number of overnights

p1 6.86E+1
0 

1.21E+1
0 

1.45E+1
0 

-
4086939
608

-
2367710
352

-
2507877
360

1.25E+1
0 

4.29E+1
0 

-
4.563E+
09

p2 -
6827470
3.5

-
1216097
8.22

-
1445638
7.55

4071424.
094

2351038.
781

2484095.
891

-
1239726
9.13

-
4272426
2.3

4557703
.79

p3 16994.64
273

3045.194
431

3595.535
122

-
1013.734
184

-
583.4587
765

-
614.5611
267

3077.838
329

10625.71
254

-
1137.90
08

R 0.427682
541

0.892283
243

0.847945
957

0.160351
939

0.600825
946

0.480102
9

0.898199
957

0.889895
889

0.72323
782

R2 0.182912
356

Source: own elaboration (Beresecká, 2019a)

0.796169
386

0.719012
346

0.025712
744

0.360991
817

0.230498
794

0.806763
163

0.791914
693

0.52307
294

The following table shows the quantitative representation of the graphically
represented predictions in absolute and percentage terms (Table 7).

The results show that not every region in the Slovak Republic tends to grow the
selected indicator. The forecast for the number of overnight stays shows that the greatest
percentage change will occur in 2020 in the Bratislava, Nitra and Žilina regions. The
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Table 7. Forecast of the overnight stays number in absolute and percentage terms in regions of
the SR

Area Year 2001 Year 2015 Change 2015/2001 in
%

Year 2020 Change 2020/2001 in
%

SR model 11968042 11628986 −2.83 13122385 9.65

BA model 1345869 2305185 71.28 2937092 118.23

TT model 1371156 1137097 −17.07 1395081 1.74

TN model 987318 991064 0.04 896097 −9.24

NR model 548724 707945 29.01 642794 17.14

ZA model 2095152 2319410 10.70 2341118 11.74

BB model 1857498 1344112 −27.64 1453155 −21.76

PO model 3037034 2317424 −23.69 3069863 1.08

KE model 725345 555866 −23.37 387237 −4661

Source: own elaboration

worst forecast in themonitored economic indicatorwill be in theKošice, BanskáBystrica
and Trenčín regions.

Based on the forecast, the unfavorable position of the Nitra region should change
significantly, but the results will not reach the value of the indicator achieved in 2015.

Given the extent of this contribution, it is not possible to address a number of indi-
cators that could initiate tourism development. Neither the one-member econometric
model expresses several factors influencing the increasing trend. Ide, e.g. on the dis-
trict’s GDP, subsidies for tourism, investment development, the share of expenditures
of citizens on services. It creates space for further empirical research and searching for
possible causes of poor development of the country, not only in the field of tourism.

5 Discussion

Creation and use of the brands in the Slovak Republic can be characterized as a heteroge-
neous, uncoordinated activity caused by multi-species, multiple brands that do not have
central management at national level by the public or private sector. In the Czech Repub-
lic, with which the Slovak Republic formed a common Czechoslovak state by the end of
1992, the situation is different from this point of view. The creation of regional brands
in the Czech Republic was stimulated by the Natura 2000 project “People for Nature,
Nature for People”, funded by the European Commission, which was implemented in
2004–2006. The regional product labelingwas one of themain parts of this project aimed
at raising public awareness of the pan-European network of Natura 2000 protected areas.
Since 2005, the rules and criteria for product labeling have been set, including the name
and appearance of the brand itself and Group or Regional Development Agency. Already
in the first year the first certificates were awarded to products in the Krkonoše, Beskydy
and Šumava. Since 2006, the branding system has been called “Home Products”. Pri-
vate sector actors have shown significant interest in regional brands not only in terms of
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abundance but also in the scope of tourism services. Based on the demand for regional
labeling, theMinistry of the Environment in 2007 created certification rules for the label-
ing of accommodation and catering services. In 2008, the European Flower Eco-label
was awarded. This year is also significant in the Czech Republic the establishment of
the Association of Regional Brands. The association logo is shown in the Fig. 6.

Fig. 6. The association logo. Source: http://www.regionalni-znacky.cz/arz/cs/o-nas/

The Association is the national coordinator of the regional labeling system, it is
an association of regions with its own brand. Its activities are governed by the statutes
and internal rules. The Association ensures that all brands maintain a high standard and
provide space for the joint development of regional brands.

The main objective of regional labeling is to raise the profile of regions and highlight
interesting products that are being created in this area. Since 2004, 27 regions have been
involved in the regional branding system. In each region there is a regional coordinator
who manages the brand. The product brand is awarded by an independent certification
committee (independent in each region), subject to compliance with the prescribed rules.
In connection with the labeling of products, in some regions the labeling is also used to
support selected accommodation and catering facilities. In addition to certified products
and services, experiences are also marked and certified.

The regional branding system in the Czech Republic is open to any region with
clearly defined borders. The initiator of a new brand must be a local organization or
institution that will act as a regional coordinator. The territorial scope of this system
signs is shown in Fig. 7.

In addition to this system, there are other brands operating in the Czech Republic that
are not members of the association, e.g. the brand “Tradition of the White Carpathians”,
“Regional Product Bohemian Paradise”, but the marking is based on similar principles.

http://www.regionalni-znacky.cz/arz/cs/o-nas/
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Fig. 7. Territorial scope of regional brands in the Czech Republic. Source: http://www.regionalni-
znacky.cz/arz/cs/o-nas/

6 Conclusion

The paper points out some critical problems, which include the underestimated role of
the state in tourism. Although the tourism industry in the global context is a sector with
high development dynamics, Slovakia has not seen this trend in recent years. Based on
the results of theoretical and empirical knowledge, it can be concluded that the brand
process in Slovakia is not institutionalized, not coordinated by the national coordinator.
Branding is initiated by regional activities, while marketing activities are fragmented,
undersized, professionally unprofessionally managed. There is little awareness of the
unique, original, long-term established ‘Certified Rural Accommodation’ brand operat-
ing in the territory of one of the eight regions used by the accommodation providers. The
solution to the change in the position of tourism in the territory of the Slovak Republic
would be to create a public sector body at the national level, especially for the tourism
sector, which the country currently lacks. This would ensure a coordinated and integrated
development of the sector, including the implementation of communication strategies.
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Vaňová, A., et al.: Prípadové štúdie z marketingu územia, z verejného a neziskového marketingu,

p. 100. Ekonomická Fakulta, Banská Bystrica (2017)
VYDRA – Vidiecka rozvojová aktivita. http://vydra.sk/2019/06/13/regionalny-produkt-horehr

onie/
Výrostová, E.: Regionálna ekonomika a rozvoj. Bratislava: Iura edition, spol. s r.o., p. 352 (2010)
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Abstract. Technology could have impact on the public safety of humans it is not
enough to simply presume it works. The social structures are already revolution-
ized by the introduction of artificial intelligence in the industry and society and the
legal framework is not yet prepared to absorb the impact. This is why we consider
that robots should have a distinctive legal status, separate from their users and
owners. The role of this special issue is to define the contents of the status of the
artificially intelligent agents (liability, rights, tax duties and so on) for a minimum
certainty not only related to eventual damages, but also to the public safety and
data protection.

Keywords: Robots · Personhood · Rights · Liability · Taxation · Control

1 Introduction

Artificially Intelligent agents are more and more present in society. They have the poten-
tial to improve our daily life and social welfare. But, the introduction of AI already
provokes some technologic, industrial and regulatory challenges.

“From Mary Shelley’s Frankenstein’s Monster to the classical myth of Pygmalion,
through the story of Prague’s Golem to the robot of Karel Čapek, who coined the word,
people have fantasized about the possibility of building intelligent machines, more often
than not androids with human features; Humankind stands on the threshold of an era
when ever more sophisticated robots, bots, androids and other manifestations of artificial
intelligence (“AI”) seem poised to unleash a new industrial revolution, which is likely
to leave no stratum of society untouched, it is vitally important for the legislature to
consider all its implications” (Parliament 2016).

The lawmakers should reform the legal frameworks in order to accommodate the
presence of AI agents in society. The robots operating autonomously, without the inter-
vention or awareness of humans will raise questions regarding attribution of rights or
restrictions/ obligations for them, liability for their actions, taxation, data privacy, robotic
labor replacing human labor. “In the short to medium term robotics and AI promise to
bring benefits of efficiency and savings, not only in production and commerce, but also
in areas such as transport, medical care, education and farming, while making it possible
to avoid exposing humans to dangerous conditions, such as those faced when cleaning
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up toxically polluted sites; whereas in the longer term there is potential for virtually
unbounded prosperity;” (Parliament 2016).

The European Commission recently funded RoboLaw (“Regulating Emerging
Robotic Technologies in Europe: Robotics facing Law and Ethics”), a project with the
objective to analyze ethical and legal issues raised by robotic application and to suggest
if new regulation is needed. The conclusion of the project are included in a report titled
“Guidelines on Regulating Robotics” (Palmerini 2014).

There are still a lot of confusion and lack of information around the terms of robotics
and the artificial intelligence incorporated into robots. The European Parliament passed
a resolution with recommendations to the European Commission on civil law rules
on robotics (Parliament 2016). Among the proposals it was highlighted the desire to
establish ethical principles for developing and using AI-based robotics and solving the
numerous liability issues. In this context, The Parliament is calling the European Com-
mission to consider introducing a specific legal status for intelligent robots, to establish
a European agency for robotics and artificial intelligence, in order to provide technical,
ethical and regulatory expertise required tomeet the challenges and opportunities arising
from the development of robotics (Hauser 2017).

Human safety, privacy, integrity, dignity, autonomy, data ownership are the main
topics of a proposal for the establishment of a “Charter on Robotics” which aims at
setting up an ethical framework for the design and use of robots. The principles contained
in the Charter are very broad defined and require top researchers in the field of robotics
which should comply with the principles of beneficence (robots should act in the best
interests of humans), non-maleficence (robots should not harm a human), autonomy (the
capacity to make an informed, un-coerced decision about the terms of interaction with
robots) and justice (Parliament 2016).

2 Robots and Artificial Intelligence

Robots are not only walking and talking machines. The terms robots and artificial
intelligence are used with minimum rigor.

The robot is defined as a machine capable of conducting a series of actions automat-
ically a computer – capable of carrying out a complex series of actions automatically.
It is closely linked to the “robotic process automation”. This concept encompasses the
software computer and programs that have the purpose of replacing human activity that
require repetitive rules-based tasks, not necessary conducted by psychical machines. But
for sure machines that perform simple tasks, such as heating food or shredding paper,
dependent on human initiative, are not part of this concept (Alexandre 2017).

The word robot can refer to both physical robots and virtual software agents, but
the latter are usually referred to as bots. Robots tend to possess some or all of the fol-
lowing abilities and functions: accept electronic programming, process data or physical
perceptions electronically, operate autonomously to some degree, move around, operate
physical parts of itself or physical processes, sense and manipulate their environment,
and exhibit intelligent behavior, having computers mimic the behavior of people or
animals.

There are many types of robots: mobile robots, industrial robots (manipulators),
service robots, educational robots, modular robots, collaborative robots. Mobile robots
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have the capability to move around in their environment and are not fixed to one physical
location. An example of a mobile robot that is in common use today is the automated
guided vehicle or automatic guided vehicle (AGV). Industrial robots are defined as “an
automatically controlled, reprogrammable, multipurpose, manipulator programmable in
three or more axes, which may be either fixed in place or mobile for use in industrial
automation applications.” A service robot is “a robot which operates semi or fully
autonomously to perform services useful to the well-being of humans and equipment,
excluding manufacturing operations.” Modular robotic technology is currently being
applied in hybrid transportation, industrial automation, duct cleaning andhandling.Many
research centers and universities have also studied this technology, and have developed
prototypes. A collaborative robot or cobot is a robot that can safely and effectively
interact with human workers while performing simple industrial tasks (https://en.wikipe
dia.org/wiki/Robot).

Robots can generally be distinguished by their appearance (humanoids, animaloids),
by application (industrial, domestic, military, medical, entertainment), by shape, size and
locomotion (legged/wheeled, nanorobots) or by operating environment (UAV/drones,
space robots, underwater robots) (Ballas and Konstantakopoulos 2017).

Artificial intelligence (AI) is harder to define. Generally speaking it refers to the
intelligence exhibited by machines. But considering that its only one, per se, and it
is accessed by humans and machines, the question is are the human intelligence and
machine intelligence the same?

Alan Turing, in his famous paper Computing machinery and Intelligence suggested
that the question should be if a machine can convince a human that it can think, rather
than to ask or to try to determine if it can think or not. This is why the Turing test consist
in a communication between a human and a machine, the human being not aware that
is communicating with a machine (Turing 1950). Despite some other similar tests, the
Turing test remains a mark in the AI existence assessing.

The Artificial Intelligence development nowadays is very related with the machine
learning concept and its new age of “deep learning”, in which computers learn from
experience and improve their performance over time using algorithms that have the
ability to “learn” (Surden 2014). Active learning algorithms access the desired outputs
(training labels) for a limited set of inputs based on a budget, and optimize the choice of
inputs for which it will acquire training labels. It is considered that unsupervised learning
is the true artificial intelligence “where the learning algorithm is let loose on the data with
no restrictions and permitted to draw whichever connections it wishes (Zimmermman
2015). Given unlimited information resources currently available and combined with
constantly computing power we can predict that machines using unsupervised learning
will develop skills of comprehension that will revolutionize the way decision are made
(Zimmermman 2015).

Instead of a definition of Artificial Intelligence (literature hold multiple definitions)
we prefer to provide examples of traits associated with the concept of AI: language
processing, learning, perception, planning, reasoning, manipulation of objects, motion,
social intelligence, solving problems (Kurzweil 1999). Not all of these traits should exist
in each agent, just enough in order to justify a human intelligence comparison.

https://en.wikipedia.org/wiki/Robot
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3 Types of Artificial Intelligence

The intelligence itself it is accessed by all kind of lively species, in nature. Ani-
mals, plants, not necessary using logic or reasoning have a small capacity of
problem solving. Not depending of the container, the artificial intelligence also
may manifest itself with a different degree of intensity. Considering this, we
may classify AI in four categories: reactive machines, limited memory, theory of
mind and self-awareness (http://theconversation.com/understanding-the-four-types-of-
ai-from-reactive-robots-to-self-aware-beings-67616).

The Reactive machines have no memory, no ability of using past experience, hence
it behaves in the same way every time they encounter the same situation. For example,
the Google’s Alpha Go, IBM’s Deep Blue chess-playing supercomputer, which beat
international grandmaster Garry Kasparov in the late 1990s are reactive machines which
means they cannot function beyond the specific tasks they were programmed.

Machines with limited memory have the ability of looking into the past by identifying
certain objects and monitoring them over time. For example, self-driving cars are able
to observe other cars’ speed and direction and use this information to decide when to
change lanes, in order to avoid cutting off another driver or being hit by a nearby car.
Personal assistant is another example.

The Theory of mind machines understand that people, creatures and objects in the
world can have thoughts and emotions that affect their own behavior. They understand
how humans formed societies and have social interactions. C-3PO and R2-D2 from the
Star Wars saga, for example, were able to form representations about the world, adjust-
ing their behavior according to their understanding of others’ feelings, expectations,
motivations and intentions (Alexandre 2017).

Self -awareness describe the ultimate stage of artificially intelligence: systems able to
form representation about themselves, conscious, sentient and able to understand others’
feelings, not only knowing what they want, but also understanding that they want and
why they want. Eve from Ex Machina it’s a good example and all the hosts from HBO’s
TV series Westworld which makes the beautiful distinction between theory of mind and
self-aware agents.

4 Not Enough Legislation

As humans we are already sharing the society with the artificial intelligence and it is
presumed that in the future more and more AI agents will be prepared to interact with us.
But, as we know, the society is based on rules and the legal field makes social relations
possible. Is the legal framework prepared to contain this reality or should we make some
adjustments?

For example (Allgrove 2004) if a person (Andy) is negotiating a supply contract
for his business using an intelligent software system who can measure the stock levels,
compare terms of different suppliers and place orders, and the acceptant (Emma) is
doing the process also using an AI system, who are the authors of the contract, knowing
that the agreement and even the delivery was made before humans in charge with the
contracting process were aware of its existence (maybe during night sleep)? Does the
contract respect the present legal framework, as we know it?

http://theconversation.com/understanding-the-four-types-of-ai-from-reactive-robots-to-self-aware-beings-67616
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One possible answer is that the contract is considered signed by the humans. A
conservative approach will probably say that the machines cannot be parties to an agree-
ment, hence, the contract would not exist. However, we may consider that, in the same
evening, after noticing that his stock was running low, Andy logged in to his computer
and noticed that the system had placed an order which had been received and accepted
by a supplier (Emma). Feeling assured, Andy went home and had an unconcerned night
of sleep. Andy ignores whether Emma is using a system to manage her orders or not.
Does Andy have a reasonable expectation to be supplied with the goods?

If Andy had placed the order himself, would Emma be excused from performance
because the order was accepted by her system instead of herself manually? On the con-
trary, Emma had accepted the order manually, would she be excused from performance
because the order was placed by Andy’s system? Or is it reasonable to excuse Emma
from performance because both parties in the communications were the systems, despite
the fact that Andy ignores the existence of Emma’s system? In every case, even for the
most conservative minds, the answer seems to be negative. But then, how to frame this
contract in light of the current legal framework?

One possible approach is to consider the system as a mere tool for contracting or
for communicating. Under this approach, the contract directly be celebrated between
Andy and Emma. This approach offers the advantage of being easily introduced in the
legal framework without the need for any major changes, (Allen and Widdison 1996)
either by legislation, case law or doctrinal consideration On the hand, it relies on the
fiction that anything issuing from the computer really issues directly from its human
controller, completely ignoring any autonomy that the system may have. Furthermore,
by presuming a consensus among parties whichmight not even be aware that the contract
was celebrated or that the other party exists, this approach deprives the formation of the
contract of its single most important element: the meeting of wills.

Another approach for this case is to consider the conduct of the system the conduct
of a person (employee). Under this approach, the contract would be celebrated between
one of Andy’s legal agents and one of Emma’s legal agents. In the party’s eyes, what
difference does it make if there is an employee operating the counterparty’s computer
or if it is operating itself? The advantage of this approach is that it does not rely on any
presumption or bend the contract formation principles. Furthermore, it enables Andy
and Emma to resort to any defenses they might have in case one of their employees did,
indeed, celebrating the contract rather than considering them direct parties to the agree-
ment. However, this approach implies taking a legislative option in favor of considering
Andy and Emma’s systems as separate legal entities from their owners and users.

We aimed at demonstrating that, with the proliferation of artificial intelligence, ques-
tions will rise and the legal framework will inevitably need to adapt. We believe that “the
more autonomous robots are, the less they can be considered simple tools in the hands
of other actors” (Parliament 2016).

5 Conceiving an Electronic Person

The Europeean Parliament in its Civil Law Rules on Robotics (draft report) introduced
a request for “creating a specific legal status for robots, so that at least the most sophisti-
cated autonomous robots could be established as having the status of electronic persons
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with specific rights and obligations, including that of making good any damage theymay
cause, and applying electronic personality to caseswhere robotsmake smart autonomous
decisions or otherwise interact with third parties independently” (Parliament 2016).

The concept of legal personality itself was not an immutable reality throughout
history. The origins of the concept of legal personality date back to the 13th Century
and are attributed to Pope Innocent IV, who founded the persona ficta doctrine, allowing
monasteries to have a legal existence apart from monks (Rosen et al. 2017). The term
electronic person was first coined in a 1967 article for LIFE magazine.

The concept of legal personality itself was not an immutable reality throughout his-
tory. As years went by and legal doctrine progressed, several other realities would end
up being considered as separate legal entities from its owners or users. In the interna-
tional legal system, this is the case of sovereign states and of various international and
intergovernmental organizations, such as the United Nations or the European Union.
In national jurisdictions, virtually every country applies this reasoning to companies
and other forms of business associations. Specific jurisdictions even extend it to much
more farfetched cases. In India, courts have attributed legal personality to Hindu idols,
considering them capable of having rights and duties (namely, owning property and
paying taxes) and, in New Zealand, the Whanganui River was granted legal personality
in March 2017 because theWhanganui Māori tribe regard the river as their ancestor. It is
also common for ships to be considered separate legal entities under Maritime Law and
for animals to have their own legal status under various national jurisdictions (Alexandre
2017).

The legal status of persons, animals, objects and other realities (such as rivers and
companies) varies from jurisdiction to jurisdiction and, over the course of time, even
within the same jurisdiction and regarding the same reality. This observation enables
us to conclude that a separate legal status or a legal personality does not derive from
the quality of natural person, but it is the result of legislative options, which are based
on moral considerations, that attempt to reflect social realities in the legal framework
or that simply were made out of legal convenience. Hence, since no principle dictates
when the legal system must recognize an entity as a legal person, or when it must deny
legal personality, and no guidance derives from the study of the history of the institute,
it is then relevant to ascertain whether artificially intelligent agents are morally entitled
to be considered separate legal entities, whether doing so would reflect a social reality
or whether it would be a convenient option from a legal point of view.

The question whether artificially intelligent agents are morally entitled to be con-
sidered separate legal entities needs to be preceded by the following interrogations:
which realities are morally entitled to it and what characteristic or characteristics do
they possess that supports such consideration? In our view, those realities are natural
persons and animals and those characteristics are the capacities to act autonomously and
to have subjective experiences. As for artificially intelligent agents, the same rationale
may apply: they would be morally entitled to a separate legal status provided they pos-
sess the capacities to act autonomously and to have subjective experiences (Alexandre
2017).

The artificially intelligent agents should be held liable for damages they cause? Is it
even possible to hold these agents liable? How to achieve such possibility? The Draft
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Report with Recommendations to the Commission on Civil Law Rules on Robotics of
the European Parliament’s Committee on Legal Affairs goes even further and suggests
that “the insurance system should be supplemented by a fund in order to ensure that
damages can be compensated for in cases where no insurance cover exists” to which all
parties (designers, owners and users) would “contribute in varying proportions”.

The eventual use of public services or infrastructures by an artificially intelligent
agent does not translate into a benefit for the agent, but for the user or designer who
instructed him to take the action that implied the use of such service or infrastructure. In
fact, since artificially intelligent agents are designed to directly or indirectly contribute
to the welfare of humans, a human will always be the ultimate beneficiary of the public
services or infrastructures that the agent uses while carrying out its purpose. Hence, it
does not seem correct to say that it would be fair for artificially intelligent agents to be
taxed because they benefit from public investment. Taxes, however, may also be justified
by necessity. This is the case of taxes that aim at modifying patterns of consumption or
employment within the economy, by making some classes of transaction more or less
attractive.

Artificial intelligence has an unprecedented potential to disrupt the labor markets,
as machines will be able to replace workers in a variety of cognitive and creative tasks
and in tasks that employ manual labor but could not have been automated so far due
to technologic constraints (such as driving). Even if, so far, markets have balanced
themselves by moving a slice of labor towards more cognitive-oriented tasks, the fact
that artificial intelligence will be able to replace jobs in virtually every tier of the pyramid
is generating concerns that jobs will be eliminated faster than new ones can be created.
Furthermore, even in the event that artificial intelligence results in net job creation, it is
unlikely that current methods of workforce retraining are able to accompany its pace.
Some authors even claim that machine learning may empower artificially intelligent
agents to take on the new jobs created as a consequence of their own development. Under
any of these scenarios, such events will directly result in loss of revenue for governments
due to a reduction in tax collections since capital income is taxed at much lower rates
than labor income. In addition to this, the replacement of human labor by automated
labor may translate in major growths of social security expenses since social security
systems are designed to provide unemployment insurance to workers who lose their
jobs. These increased expenses, combined with the loss of fiscal revenue, are generating
concerns as to the sustainability of current social security systems.

6 Conclusion

The purpose of this article is to demonstrate the need for a separate legal status for the
artificially intelligent agents. Defining the contents of that status: liability, rights and
potential taxation duties, allows for minimum certainty as to the consequences of the
introduction of those new intelligent agents in society. This will contrast with the large
amount of unknown. This is why the risks still need to be addressed and mitigated as
they are not only related to eventual damages, but also to the protection of personal data
and public safety itself.

Making machines that are more and more autonomous, it might be difficult for
humans to ensure that such machines do not become too autonomous. Losses of control
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may occur due to malfunctions, security breaches, the superior response time of com-
puters compared to humans’ or conscious or unconscious flawed programming, namely,
regarding a fragile distributional shifting, unsafe exploration, unscalable oversight,
negative side effects.

Designing robots that could impact the safety orwellbeing of humans, it is not enough
to simply presume that it works. We believe that if designers cannot achieve justified
confidence that an agent is safe and controllable, so that deploying it does not create
an unacceptable risk of negative consequences, then the agent cannot and should not
be deployed. Nevertheless, we also believe that artificial intelligence has the potential
to place mankind on the path to prosperity and ultimately free Men from the burden
of labor, giving us the opportunity to focus on tasks where creativity and passion play
bigger roles. As Stephen Hawking once put it, with current and near- future technology
“everyone can enjoy a life of luxurious leisure if the machine-produced wealth is shared,
ormost people can end upmiserably poor if themachine-owners successfully lobbywhat
they have prescribed, or any others which are recommended or adopted, shall, at every
moment, be susceptible to adjustment in order to strike a balance between guaranteeing
the wellbeing of our species and the freedom towards innovation. Artificial intelligence
is not something to be afraid of, but rather to embrace. And, by pro-actively discussing
the challenges this technology may comport, we are a few steps closer to prevent any
potential downside while still fully reaping its benefits.”

References

Alexandre F.M.: The Legal Status of Artificially Intelligent Robots. Tilburg (2017)
European Parliament: Draft Report with recommendations to the Commission on Civil Law Rules

on Robotics. Committee on Legal Affairs (2016)
Palmerini, E.: RoboLaw: Regulating Emerging Robotic Technologies in Europe: Robotics facing

Law and Ethics (2014). http://www.robolaw.eu/
Ballas, G., Konstantakopoulos, T.: Robot law - Greece Chapter. In: Bensoussan, A., Bensoussan,

J. (eds.) Comparative Handbook: Robotic Technologies Law, Larcier, Lexing, pp. 133–166.
New Technologies & Law (2017)

Hauser, M.: Do robots have rights? The European parliament addresses artificial intelligence and
robotics (2017)

Turing, A.: Computing Machinery and Intelligence (1950)
Surden, H.: Machine Learning and Law. Washington Law Review (2014)
Zimmermman, E.J.: Machine minds: frontiers in legal personhood. SSRN 43 (2015)
Kurzweil, R.: The Age of Spiritual Machines. Penguin Goup, New York (1999)
Allgrove, B.D.: Legal Personality for Artificial Intellects: Pragmatic Solution or Science Fiction?

University of Oxford, Oxford (2004)
Allen, T., Widdison, R.: Can computers make contracts? Harv. J. Law Techol. 9, 25 (1996)
Rosen, C., Nilson, N. Bertram, R.: Shakey. LIFE (2017)

http://www.robolaw.eu/


Crossing Sensory Boundaries with Creative
Productions
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Abstract. We seek to investigate possibilities of extending the emotional and
cognitive experience of using products or services through the cross-modality of
vision with other senses (synesthesia). Through multi-sensory, interactive envi-
ronments, consumers become more engaged in the use of a product or service
and may, in fact, participate as co-creators of their own experiences. To achieve
the highest level of spontaneity and provoke human activation to enable us to
study this, we suggest an experimental context based on interactive technologies,
aesthetics and design. For this purpose, we use an artistic environment in the
form of an interactive installation. Two examples of such experimental interactive
art installations, Art Machine: Mindcatcher and Re-Digital, are described in this
paper.

Keywords: Synesthesia · Cross-modal experience · Interactivity · Interaction
design ·Multisensory interface design · User experience · Product design ·
Service design

1 Introduction

Synesthesia is a combination of several senses simultaneously. It is psychological phe-
nomena where stimuli on one particular physical sensory can produce additional sensory
experiences for which sensory inputs which do not exist [1]. It is an unusual condition
which gives rise to a merging of the senses. For example, smells may trigger the expe-
rience of shapes, or letters may give rise to the perceptual experience of color or may
cause the experience of any combination of tastes, smells, shapes or sensations [2]. One
of the most reported types of synesthesia is audio-visual (AVS) [3], where sound stimuli
can evoke the visual experience and vice versa. In particular, sound such as middle note
‘C’ can induce red color experience but the same note three octaves higher can become
green [4]. Likewise, we can have different varieties of the sense responses on sensory
stimulation such as; taste a particular food (gustatory) can associate us to the visual
appearance of the food [5]; when we hear a certain sound (auditory) can induce smell of
a specific food (olfactory) [6]. Despite early skepticism, contemporary research in the
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field shows that synesthesia exists, moreover it has potential to manifests as a conscious
phenomenon and involve robust qualitative phenomenology [7]. Often, synesthesia is
misunderstood as simple metaphor people are addressing to different emotional or per-
ceptual phenomena, such as color perception (e.g., most of the people will address anger
to red color). In fact, it is unique type of phenomenal experiences triggeredwithout direct
sensory stimulation [1]. Perhaps these misunderstandings are why the phenomenon was
considered as unreliable for over a century after its discovery by Francis Galton [8]. In
the last decade we can follow increased interest in the cross-sensory experiences and
raising interest in synesthesia as its correlated phenomena [9, 10] especially because
people can generate rich mental images for the other senses as well, beside the most
commonly though visual experience. For example, multisensory advertising approach
uses different combination of senses to stimulate consumers’ other sensory perceptions
related to product or service [11]. In line with that, the design experience has become
a sensual fusion of the human and the product, a form of interaction that is dependent
upon the user’s presence and bodily actions [12].

2 Interactivity and Strategy of Participation

Interactivity has a long history as an essential conceptual component of the field of arts
and design. Theorist and writer Jack Burnham were one of the first who pointed on
interactivity as a conceptual approach in art. He related it to two-way communication
between artwork and visitors seen as kind of premature attempts in happenings, kinetic
art, and luminous art [13]. Unfortunately, in those cases the individual is physically
passive, unable to affect the work, interaction is happening on an only psychological
level. Roy Ascott’s 1959 Change Painting is an early example of an artwork which had
the tendency to involve the audience in a directly physical way. Furthermore, in his
work, he empathizes the correlation between the act of changing and elicited aesthetic
experience in the participant. As a result of his early conceptual ideas, in 1966 he coined
a new term Behaviourist Art [14]. This concept represents the possibility of using a
system such as in Change Painting as an interface between the author and the audience.
Between the late 1960 s and early’70 s, the concept of Ascott’s Behavior Art highly
reflected on the work of British artist Stephen Willats. He created a new form of art
conceptually inspired by techniques of cybernetics and the behavioural social sciences
[15]. Willats believed that the main purpose of art is to change human understanding
and behaviour. His artistic strategy involved usage of market research, social survey and
feedback methods to involve different social groups in the act of interaction with the
artworks [16].

Furthermore, the concept of creative interaction evolved throughout time and
embraced any project based on an interactive strategy of participation [17]. This means
that the participant is invited to take part in a product prototype under rules and con-
straints which are part of a designed system and not the interactive process itself. In our
research practice, we consider redefining the users as a creative source as one of the fun-
damental purposes of interactive art [18]. When users become a creative source, they are
not simply consumers of the product of the artistic or design process but instead become
co-creators (along with the artist, designer, and even other users) through interaction
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with the prototype. In some of the previous researches has been specified that in interac-
tive systems psychological outcomes associated with digital interaction includes cross-
modal correspondences perceived by multisensory modalities [19], enhanced learning,
entertainment, and persuasive effects [20, 21].

3 Re-Thinking the Interface Toward Multisensory Products

The way we feel and understand the world around us through our senses. They are
many studies who are exploring phenomena of perception and relationship between
the usage of multiple sensory modalities and its effect on user experience. The more
stimuli engaged at the same time can evoke the richer experiences, higher impact and
make it more memorable across different senses [22–24]. Likewise, the higher number
of sensory inputs in a virtual environment could increase people’s sense of presence
as well as improve awareness related to virtual objects placement [25]. In such cases,
we are using different types of a multisensory interface as a medium between us and
non-physical, virtual space we are interacting and abstract world we are experiencing.
Such interfaces can offer significant advantages, not only to already mentioned online
adverting but even more important to synesthetic repertoire of assistive products capable
to help people with disabilities such as blindness [26].

With the only screen, mouse, keyboard and tactile gestures we are becoming lim-
ited in controlling, changing and responding to a variety of new digital inputs. In such
situation available physical repertoire of body actions have the potential to respond to
raising new interaction design needs. This interface design conceptual approach leads
us to several questions important to answer such as: How to diminish the isolation
between person and interface and to make the interface disappear? How to extend an
interface more widely into human life? How to create a understandable interactive sens-
ing and vocabulary of human actions such as motion, gesture, touch, gaze, speech, and
interactions with physical objects?

In the interactive installation Art Machine: MindCatcher our goal was to investi-
gate different qualities of multisensory user experience achieved through the usage of
body movement-based interface and audio-visual sound response and to relate them
to visitor perception. Like Monika Fleischmann in her work Rigid Waves [27], we
explored through artwork innovative interfaces such as immersive virtual reality touch,
balance, and motion or like Rafael Lozano-Hemmer who explored in his installation Re:
Positioning Fear integrated physical and virtual spaces by motion and gestures [28].

TheArtMachine:Mindcatcher installationwas conceptualized on the usage of audio-
visual digital outputs as an incentive for users’ interactions and creative actions. The
outputs consisted of three colours; red, blue, yellow (visually), three tones C, G, E
(auditory), three sized circles (Fig. 1), and a touch-sensitive floor (tactile) as the interac-
tive medium between artwork as a paradigm of product and participant as a consumer.
By pressing differently lightened switches on the interactive floor interface visitors were
capable of achieving multisensory experience within the installation space. (Figure 2).
The digital outputs could have been controlled and modulate based on switch sensor
choice and foot pressure duration on it.

A second experimental project, Re-Digital was designed in two parts: one is ex-
posed in public space as garbage cans and the second part is a web location where
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Fig. 1. Art Machine: MindCatcher Visualization (photo copyrights: Predrag K. Nikolic) (Color
figure online)

Fig. 2. Art Machine: MindCatcher Floor Interface (photo copyrights: Predrag K. Nikolic)

everyone can upload files - “digital garbage” - and make it available for recycling. The
public space (external) consists of three garbage cans for three types of files; text, video,
images (visually). Visitors can search and preview content on a recycled 14-inchmonitor
and old PC computer, and by reaching deep into the garbage cans they can download
it on USB or mobile phone. An important conceptual part is to join a specific smell
(olfactory), metaphorically connected with garbage smell, to an abstract form (computer
files). Our intention is to add one more dimension of being to virtual products such as
digital photos, digital video, or in the future to software applications and digital media
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services by collecting sensory information which will evoke memories or associations
to objects or situations. Based on that in both of our experiments we focused on:

– production of multisensory experience as more consistent over time;
– creation of environment as an extremely important factor which could direct
multisensory integration and perception;

– redefining the users as a creative source;

to achieve that we build twomulti-sensory interfaces. In the case of the Art Machine:
MindCatcher based on motion, touch, sound and vision and in the case of Re-Digital
on vision and smell. Important part for our experiment was to alter users into creative
sources, we found interactive art as interesting tool to provoke such transformation [19].
As such, we found the interactive installation to be a proper environment for sensory
integration. This was important because stimuli that appear to originate from the same
spatial location are more likely to be attributed to a single multisensory source rather
than to separate sources [20].

In the interactive installation Art Machine: MindCatcher we tested multisensory
experience within twenty participants randomly selected for a contextual in-depth inter-
view. According to their responses, 80% of them described having a creative experience
through which they felt they were contributing to the creation of a human being. They
were able to visualize 3D shapes based on generated two dimensional representations
projected on the screen. The result of the multisensory experience was, as some of them
said, “Creative DNA Code” (Fig. 3) where they joined the molecular structure of the
body they created to DNA pieces created by other participants (Fig. 4). The fact that
they could return and continue their creative act gave them an opportunity to refresh
memories of previous sessions and associations to objects done by themselves or others.

Fig. 3. Art Machine: MindCatcher Individual Creative Sessions
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Fig. 4. Art Machine: MindCatcher Group Creative Sessions

In the installation Re-Digital we are focused onmerging visual with olfactory experience
for long-term perceptual transformation and attribution to new quality of meanings. The
experiment is in the phase of collecting relevant data from the different user groups.

4 Conclusion and Future Directions

We believe that interactions between people and various sensory attributes in different
modalities could increase structural connectivity and be more consistent over time, if
experienced through creative interaction, contribution and aesthetic experience. Our
research aims to understand the relationship between interactions, sensory stimuli and
product perception with special attention to psychological mechanisms of synesthesia
and opportunity to use it in cross-modal user experience design. Synesthesia may help us
to understand how combine interaction design concepts and brain capabilities to merge
different sensory information into new approach to future multisensory service design.

The projects Art Machine: MindCatcher and Re-Digital are intended to contribute to
the field of research where product design utilizes interactive multimodal environments
and technologies to involve the user in co-creative activities and better product or service
acceptance. The general idea behind that is to explore opportunities to respond to great
variety of human perceptions and as such tomove the design process intomuchwider and
deeper realms of life. For example, moving away from conventional interfaces mostly
designed for screen based interactive products, we consider as a significant product
conceptualization change as well as cultural event worth investigating. Also, we suggest
that aesthetical experience could play a significant role in the methodological approach.
Still, digital media industry does not incorporate enough usage of different sensory
modalities in their new products ideation and design. They do not make full use of
the multisensory potential of the products that they market/produce, although it plays
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important role in a consumer’s interactionswith the environment [29, 30].Webelieve that
product and service design strategies lead by multisensory and synesthetic experience
logic can take us to more effective interactions between users, products and services
and better stimulation of consumer’s senses and more pleasurable and memorable brand
experience.

References
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Abstract. With the popularity of smart terminals, people tend to draw simple
sketches to express emotions and ideas in communication, which means the era of
reading pictures is coming. Therefore, in the field of sketch recognition, the appli-
cation of deep networkmodels in mobile devices is an irreversible trend. However,
most existing works with good performance has a large number of parameters by
using deep learning method. In order to further improve recognition speed and
ensure the accuracy, we propose a lightweight neural network architecture to rec-
ognize sketch object. Specifically, we apply depthwise separable convolution into
the network to reduce parameters and adjust the network effectively for the sparsity
of sketch. Outperforming the state-of-the-art approaches, we achieves 85.3% and
83.7% on TU-Berlin and QuickDraw benchmarks respectively. Furthermore, the
number of parameters is reduced to a large extent, which are 5% and 20% of the
amount of Sketch-A-Net and MobileNets. We also develop a sketch recognition
application for mobile phones to demonstrate the proposed scheme.

Keywords: Sketch recognition · Lightweight networks · Depthwise separable
convolution

1 Introduction

In recent years, the popularity of touch-based smart phones has largely changed the way
people communicate with each other. Due to the intuitiveness and simplicity of sketch,
people tend to draw sketches at any time and send interesting stick figures to express
emotions and ideas (Li et al. 2017a). Thus, an effective means of social intercourse is
provided by sketch for people with different culture and language. For better human-
computer interactions, research on sketch so far includes sketch recognition, sketch-
based image retrieval and sketch synthesis (Eitz et al. 2012; Song et al. 2017; Li et al.
2017b).

The goal of sketch recognition is to identify the object category of an input sketch.
Traditional works mainly extracted hand-crafted features which were coupled with Bag-
of-Words to yield a final feature representations for sketch. But the accuracy is lower than
human recognition because these features constructed by natural image are not suitable

© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2020
Published by Springer Nature Switzerland AG 2020. All Rights Reserved
H. Santos et al. (Eds.): SmartCity 360 2019, LNICST 323, pp. 428–439, 2020.
https://doi.org/10.1007/978-3-030-51005-3_35

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-51005-3_35&domain=pdf
https://doi.org/10.1007/978-3-030-51005-3_35


Lightweight Neural Network for Sketch Recognition 429

for sketch. Recent years, researchers built networks aimed at hand-drawn sketch using
deep learningmethods, and the accuracywas improvedobviously compared to traditional
methods. However, these existing approaches have more parameters and recognition
speed is slow.With the promotion of smart phones, the networksmodel should be refined
to improve recognition speed while ensuring accuracy. In order to identify sketch using
network models on mobile phones, it is meaningful to study lightweight networks.

In this work, we propose a lightweight neural network for sketch recognition which
achieves good accuracy on the QuickDraw-10 M and TU-Berlin benchmarks. Further-
more, the amount of network parameters is greatly reduced and recognition speed
is improved. Finally, we apply the lightweight framework in the sketch recognition
application for mobile phones.

The contributions of our work are as follows.

1. We apply the depthwise separable convolutions firstly for sketch recognition and
the parameters of our network is only 0.85 MB which is 20% of the amount of
MobileNets.

2. Our method achieves 85.3% and 83.7% accuracy on QuickDraw-10 M datasets and
TU-Berlin benchmarks, which outperforms the state-of-the-art approaches.

3. We develop a sketch recognition application for smart devices using the lightweight
neural network.

2 Related Work

2.1 Sketch Recognition Method

Most prior works used traditional image classification methods and extracted shallow
hand-crafted features for sketch recognition. Li constructed a multi-kernel learning
framework by combining several local features to represent sketch completely (Li et al.
2015). A new shape context descriptor was designed by Cao named symmetric-aware
flip invariant sketch histogram to refine the sketch shape context function (Cao et al.
2013). However, these features were subjective and uncertain. Therefore the recognition
accuracy was far inferior to human performance.

Advancement in deep learning has significantly influenced image recognition since
2012. Firstly, Sarvadevabhatla tested AlexNet and LeNet on sketch and AlexNet per-
formed better than LeNet (Sarvadevabhatla and Babu 2015). The ground-breaking work
of Yu, for the first time, beat human on sketch recognition task by constructing a con-
volutional neural network namely Sketch-a-Net until 2015 (Yu et al. 2015). The same
team tried to improve the performance by designing data augmentation techniques (Yu
et al. 2017). Zhao combined convolutional neural network and recurrent neural network
to perform the task (Zhao et al. 2016; Zhao et al. 2016). Leveraging the inherent sequen-
tial nature of sketch, Sarvadevabhatla addressed the problem as sequence learning task
(Sarvadevabhatla et al. 2016). These works improved the performance to some extent.
Yet these models are relatively large due to using deep neural network. Moreover, the
recognition task consumes more time and the speed is slow. Our focus is to address
the problem by designing a lightweight deep neural network which takes recognition
accuracy and speed into consideration.
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2.2 Sketch Recognition Applications

With the popularization of touch screen devices, people tend to interact directly with
intelligent machines to gain more knowledge and fun. In addition, the sketch has become
a new way of communication in network because of its convenient and interesting fea-
tures. Therefore, some sketch recognition and retrieval algorithms for smart devices
have begun to develop. In 2017, Google released an AI experiment application called
Quick! Draw, which uses recurrent neural network to guess the sketches that users draw
in 20 s based on strokes (Ha and Eck 2017). And, Xiao introduced the PPTLens system
to convert sketch images captured by smart phones to digital flowcharts in PowerPoint
and they proposed an effective stroke extraction strategy (Xiao et al. 2015). In our work,
the sketch recognition application we built on mobile phones is a new attempt. We use
the proposed lightweight neural network for sketch recognition to speed up recognition
while ensuring accuracy.

3 Methodology

3.1 LW-Sketch-Net

Our lightweight neural network (LW-Sketch-Net) ensure recognition accuracy by apply-
ing depthwise separable convolutions and adjusting the network for the spasity of
the sketch. Meanwhile, the recognition speed is improved to a large extent. Figure 1
illustrates our overall framework.

Input Classification

LW-Sketch-Net

Depthwise convolution Pointwise convolution

Fig. 1. LW-Sketch-Net architecture Source: own research

Depthwise Separable Convolutions. LW-Sketch-Net applies the depthwise separable
convolutions proposed by Google. In a standard convolution, both filters and channels
input into a new set of outputs in one step. But the depthwise separable convolutions split
the operation into two layers, a separate layer for filtering and another layer for combin-
ing channels. Specifically, the depthwise convolution learns the spatial feature on each
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channel of the input sketch and then the pointwise convolution combines channels fea-
tures. The decomposition can simplify training models and reduce network parameters.
Figure 2 shows the detailed steps of two convolutions.

Input Kernel Feature map

Input OutputKernel

Input Kernel Feature map

(a)

(c)

(b)

Fig. 2. (a) Detailed steps for standard convolutions (b) Detailed steps for depthwise convolutions
(c) Detailed steps for pointwise convolutions Source: own research

A convolutional layer takes as input a W× H× IC feature map and produces W ×
H × OC feature maps, where W and H is the spatial width and height of input feature
map, IC and OC are the number of input and output channels. The convolution kernel K
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of size K × K, standard convolutions have the computational combining features and
channels. The computational cost of convolution is listed as follows.

W × H × IC × K × K + W × H × IC × OC × 1 × 1 (1)

W × H × IC × OC × K × K (2)

1/OC + 1/K2 (3)

Equation (1) is the total computational cost of depthwise separable convolutions and
Eq. (2) for standard convolutions. The ratio of two above equations is the reduction in
computation by using the new convolution form as listed in (3).

LW-Sketch-Net Structure. The LW-Sketch-Net structure is built on depthwise separa-
ble convolutions as mentioned in the previous section. The specific network architecture
is shown in Table 1.

There are some commonalities between LW-Sketch-Net and other sketch-oriented
convolutional network architectures. As the common forms in neural networks, depth-
wise convolutional layers and pointwise convolutional layers are followed by a batch-
norm and ReLU nonlinearity with the exception of the final fully connected layer which
feeds into a softmax layer for classification. However, combined with the unique char-
acteristics of the sketch, more unique aspects in LW-Sketch-Net architecture are as
follows.

Larger First Convolutional Layer Filters. The size of the filters in the first convolutional
layer is a relatively sensitive parameter since all subsequent processing depend on the
output of this layer. Generally, the size in most neural networks is 3 × 3. But we find
that larger filters are more appropriate for sketch through experiments because more
contextual information can be captured. The sketches stored in the computer are sparse,
and the usual convolution filters size is too small for each convolution operation to learn
valid information. Thus we set the size of the first convolution filters to 9× 9 to capture
more information.

Larger Depthwise Convolutional Layer Filters. As mentioned in previous section, the
depthwise convolutions aim to learn spatial feature on each channel of the input sketch.
When the size of the filters is small, it is difficult to obtain effective information because
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Table 1. LW-Sketch-Net architecture.

Layer Type Filter size Filter num Output
size

Input 64 × 64
× 3

L1 Conv 9 × 9 64 64 × 64
× 64

L2 Conv_1 dw
Conv_1 pw

9 × 9
9 × 9

64
64

64 × 64
× 64
64 × 64
× 64

L3 Conv_2 dw
Conv_2 pw

9 × 9
9 × 9

128
128

32 × 32
× 64
32 × 32
× 128

L4 Conv_3 dw
Conv_3 pw

9 × 9
9 × 9

128
128

32 × 32
× 128
32 × 32
× 128

L5 Conv_4 dw
Conv_4 pw

9 × 9
9 × 9

256
256

16 × 16
× 128
16 × 16
× 256

L6 Conv_5 dw
Conv_5 pw

9 × 9
9 × 9

256
256

16 × 16
× 256
16 × 16
× 256

L7 Conv_6 dw
Conv_6 pw

9 × 9
9 × 9

512
512

8 × 8 ×
256
8 × 8 ×
512

L8 Conv_7 dw
Conv_7 pw

9 × 9
9 × 9

512
512

8 × 8 ×
512
8 × 8 ×
512

L9 Global
Average
Pooling

1 × 1 ×
512

L10 Soft max 1 × 1 ×
340/250

Source: own research

sketch is too sparse in the computer compared to the natural image. Thus, a natural
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intuition would be: is it possible if we can enlarge the size of filters in each depth-
wise convolutional layer. So avoiding the computational complexity during training and
obtaining more information between sketch categories, we use 9× 9 filters size in each
depthwise convolutional layers.

Fewer Convolution Filters per Layer. In the training of natural image, the first convolu-
tional layer filter of the deep convolutional network mainly extracts information such as
image edges and chromatic aberrations. In order to obtain more complete information,
the number of filters is generally 64 and the last layer is up to 1024. The sketch lacks
color and texture information, so the number of filters used for natural image recognition
is too redundant for sketch recognition task. Moreover, the edge information learned by
some filters is repeated, so reducing the number of filters in the sketch recognition net-
work has no significant impact on the acquisition of information. Based on the above
reasons, we reduce the number of filters in each layer, respectively 64, 128, 256 and 512,
to reduce the amount of network parameters.

3.2 Sketch Recognition Application for Smartphones

We design and implement sketch recognition application to provide users with a simple
tool. The illustration is shown in Fig. 3.

Fig. 3. Illustration of sketch recognition application Source: own research

As shown in the Fig. 3, we conduct a mobile sketch application and a web sketch
service respectively, which communicate and transfer data to each other. Specifically,
the mobile sketch application mainly provides the user with the function of drawing
a sketch, then saves and uploads the image to the server. The sketch service identifies
the received sketches through our LW-Sketch-Net model and then returns the identified
results to the mobile sketch application. Finally, the mobile sketch application presents
the recognition result to the user through the interface.

The sketch recognition application is a scenario for the framework we propose.
Due to the small amount of parameters in our LW-Sketch-Net, the web service can get
recognition results faster, which further improves the recognition speed.
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4 Methodology

4.1 Datasets and Settings

We evaluate our model on the QuickDraw datasets and the TU-Berlin datasets. The
first datasets collected by Google in 2017 consists of 50 million hand-drawn sketches
with 345 categories which is the first large-scale sketch datasets. Experience has shown
that 20,000 sketches are enough to represent a sketch category. So we randomly select
30,000 sketches in each category, where 20,000, 5000 and 5000 are used for training,
verification and testing respectively. A total of 10,200,000 sketches are used in our
experiments, which we call Quickdraw-10 M.

TU-Berlin datasets presented by the Technical University of Berlin in 2012 which is
the commonest benchmark in existing researches. It is divided into 250 categories which
includes 80 sketches and it included 20,000 sketches totally. Due to the small scale, data
augmentation is commonly with deep convolutional neural networks (CNNs) to avoid
over-fitting. We replicate sketches with a number of transformations. Specifically, for
each input sketch, we do rotation in the range [50, 130, −50, −130] degrees and the
total of training instances is 100,000. We rescale all sketches to 64 × 64 pixels.

4.2 Competitors

We have compared with popular CNNs baselines because our model uses convolutional
neural networks. Specifically, we have compared: (1) AlexNet, a deep network with five
convolutional and three fully-connected layers (Krizhevsky and Sutskever 2012), (2)
VGGNet-16 with 16 convolutional layers (Simonyan and Zisserman 2015), (3) ResNet-
50, with 50 layers (He et al. 2016), and (4) MobileNets, a light weight deep neural
networks, based on a streamlined architecture that uses depthwise separable convolutions
(Howard et al. 2017).

To prove the effectiveness of our architecture, we have studied several other alter-
natives which tested on the TU-Berlin benchmark. Here we briefly describe these meth-
ods. Sketch-A-Net is the first CNNs framework for sketch recognition (Yu et al. 2015).
Deep-Sketch and deep-CRNN-sketch are based on CNNs and recurrent neural networks
(RNNs) (Zhao et al. 2016; Zhao et al. 2018). AlexNet-FC proposes a combined architec-
ture with AlexNet and RNNs for sketch recognition task (Sarvadevabhatla et al. 2016).
DVSF uses ensemble of networks to learn the visual and temporal properties of the
sketch (He et al. 2017).

4.3 Results and Discussions

Effect of Unique Aspects of LW-Sketch-Net. To evaluate the effect of the size of the
first layer filters, we conduct six experiments by changing the size from 3 to 15. The
results are listed inTable 2. The accuracyon twodatasets is 83.3%and83.5%respectively
when size is 9× 9, which outperform the accuracy when size is 3× 3. It is worth noting
that the accuracy is not greatly improved when the size is 15 × 15. The convolution
filter is larger, the receptive field will be larger, so that the more picture information is
seen and the better the features obtained. However, the larger convolution filters lead to
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the more the parameters. As shown in Table 2, the increase of the parameter amount is
greater than the improvement of the accuracy rate, so we select the convolution filter
size is 9 × 9. Thus, it is necessary to balance accuracy and parameter quantity when
selecting the optimal size.

Table 2. Effect of larger first convolutional layer filters.

Datasets Filters
size

Accuracy
(%)

Parameters(MB)

QuickDraw-10 M 3 × 3
9 × 9
15 × 15

82.9
83.3
83.4

2.47
2.49
2.52

TU-Berlin 3 × 3
9 × 9
15 × 15

79.8
83.5
83.8

2.38
2.40
2.42

Source: own research

We have performed four experiments on two benchmarks to validate the effect of
depthwise convolutional layer filters size when the first layer filters size is 9 × 9. The
results are shown in Table 3. More sketch information have be learned by the larger size
of depthwise convolutional filters. It achieves 85.1% accuracy on the QuickDraw-10 M
datasets and 86.2% accuracy on the TU-Berlin benchmarks, more than 1.8% and 2.7%
improvement compared to the situation when the size is 3 × 3.

Table 3. Effect of larger depthwise convolutional layer filters.

Datasets Filters
size

Accuracy
(%)

Parameters(MB)

QuickDraw-10 M 3 × 3
9 × 9

83.3
85.1

2.49
2.69

TU-Berlin 3 × 3
9 × 9

83.5
86.2

2.40
2.54

Source: own research

Additionally, we have compared the normal number of filters per layer with the
special situation that half number of filters every layer. It is noted that the size of first
layer and depthwise convolutional layers are 9 × 9. The detailed results are listed in
Table 4. The recognition accuracy is 83.7% and 85.3% respectively on two datasets.
Furthermore, the ratio of filter reduction is significantly larger than the ratio of the
accuracy reduction. In terms of the amount of parameters, the number of filters in the
entire network is reduced by half, and the parameter amount is 30% of the total when
the number of filters is not reduced.
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Table 4. Effect of fewer convolutional filters per layer.

Datasets Filters num Accuracy (%) Parameters(MB)

QuickDraw-10 M 64-128-256-512-1024
64-64-128-256-512

85.1
83.7

2.69
0.85

TU-Berlin 64-128-256-512-1024
64-64-128-256-512

86.2
85.3

2.54
0.79

Source: own research

Comparison Against Competitors. We report the sketch recognition results of our
LW-Sketch-Net on QuickDraw-10 M datasets, compared to state-of-the-art works in
Table 5. The following observations can be made: (1) LW-Sketch-Net outperforms the
state-of-the-art photo-oriented CNNsmodel on the large-scale datasets. AlexNet obtains
only 64.5% which has the worst performance among all deep models due to its rough
and simple structure. ResNet-50 and VGGNet-16 outperform AlexNet because there
are more layers involved in networks. The appropriate number of network layers helps
to capture more sketch features, (2) our model obtains the accuracy by a significant
margin, with 3.2% improvement over the performance of RNN&CNN + CEL + SCL,
only amethod designed for sketch onQuickDraw datasets (Xu et al. 2018). Furthermore,
the accuracy of the Sketch-A-Net is 11.5% lower than the LW-Sketch-Net. The results
show that our network has good recognition ability on large-scale datasets, and (3)
LW-Sketch-Net is superior to MobileNets while there is much smaller 20% of the total
number of parameters. The parameters amount of our network are the least among all
networks while maintaining accuracy. It is clear that our network is required for sketch
recognition task.

Table 5. Recognition accuracy on QuickDraw-10 M datasets.

Model Accuracy (%) Parameters(MB)

AlexNet 64.5 60

ResNet-50 66.8 25

VGGNet-16 68.3 138

Sketch-A-Net 72.2 17

MobileNets 77.3 4.2

RNN&CNN +
CEL + SCL

80.5 123

LW-Sketch-Net 83.7 0.85

Source: own research

Most of the previous research on sketch recognition was based on TU-Berlin bench-
mark. Our work achieves 85.3% recognition accuracy and clearly outperforms other
methods as Shown in Table 6. Specifically, Deep-Sketch and Sketch-A-Net only apply
CNNs to recognize sketch, which achieves 69.2% and 74.9% accuracy. Compared to
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CNN-based methods, the sequential features of the strokes can be captured by RNNs.
The recognition accuracy of deep-CRNN-sketch obtains 71.8% which combined the
CNNs and RNNs based on Deep-Sketch. DVSF models the visual and sequential pat-
terns of the strokes and achieves 79.6% accuracy. AlexNet-FC which poses the sketch
recognition task as a sequence modeling using gated recurrent unit achieves 85.1%.

Table 6. Recognition accuracy on TU-Berlin datasets.

Model Accuracy (%)

Deep-Sketch 69.2

deep-CRNN-sketch 71.8

Human 73.1

Sketch-A-Net 74.9

Sketch-A-Net 77.9

DVSF 79.6

AlexNet-FC 85.1

LW-Sketch-Net 85.3

Source: own research

Generally, our LW-Sketch-Net outperforms over the performance of competitors,
not only the CNN-based methods but also combined CNN and RNN frameworks. It
should also be noted that our method has fewer parameters by a significant margin. Our
network parameters are only 0.85 MB, which is much less than the parameters of the
CNN-only method, let alone the method of combining CNNs and RNNs.

5 Conclusions

In this work, we propose a lightweight neural network architecture by using depthwise
separable convolutions for sketch recognition and develop a sketch recognition applica-
tion for mobile devices. Leveraging on a large-scale QuickDraw-10 M and TU-Berlin
benchmarks, we explore the LW-Sketch-Net with fewer parameters, which is under-
studied in prior works. The experiments demonstrate that our model outperforms other
methods. In the field of sketch recognition, our research provides the effective directing
for the combination of deep neural networks and mobile terminals.
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Abstract. Virtual Reality (VR) technology has evolved widely over the previous
few years. VR HeadMounted Display (HMD) of various complexities are created
for the commercial market and have been used much further than just entertain-
ment games: education, museums, marketing and a broad variety of healthcare
problems are now partially covered by VR applications. This paper’s primary aim
is summarized as follows: 1) to analyze the element of gamification in sports; 2)
to analyze the user experience of VR in sports applications; 3) identify aspect of
gamified virtual reality recognized by respondents. The input to this assessment
is to analyze the aspect of gamification and the component of VR which is not
being implemented or which may result in user experience failure.

Keywords: Virtual reality · Gamification · Sports

1 Introduction

Virtual reality (VR) technology has evolved widely over the previous few years. In the
past literature, recent advancements in VR can be seen from desktop displays to a virtual
reality 360 [1] and Head Mounted Display (HMD). Advanced complexities in HMDs
were designed and built for the commercial market and the purpose is far more than
just an entertainment game. Education, marketing [2] and a large range of healthcare are
now partly covered by VR applications [3]. VR has achieved surprising upgrades and it
is also expected to have an enormous influence on daily life. People in everyday life are
often attracted by short-term incentives rather than long-term rewards. The attraction
to the short-term incentives occasionally drives people to neglect attitude that would
be beneficial and subsequently cause individual to lose focus, skip practice, smoke,
and overconsume, for instance [4]. In attempting to break these patterns, powerful self-
control alone is not enough, and thus people are actively looking for new approach of
motivation. In previous literature, gamification is one of the approaches to master and
practice self-motivation. Hence, this paper will provide a review as reference [test] and
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will describe gamification and VR terms and the relation between both terms which
specifically focusing on VR’s user experience in sports. This paper’s primary aim is
summarized as follows: to analyze the gamification’s element in general context of
sports and secondly, the user experience in VR’s sports applications. Then, it aims to
identify the aspect of gamified virtual reality experienced by the respondents in VR’s
sports applications. The outcome of this study will lead to an analysis that identify
the elements of gamification in sports and the component of VR, which is not being
implemented. Furthermore, existing factors that contribute to poor VR’s user experience
will also be discovered. The following section will discuss the theory basis, and these
are accompanied by the parts of the literature review and followed by gamification and
VR’s trends. Conclusion and future work will be presented in the final section.

1.1 Theory Foundation

There has been a growing number of literatures on gamification and VR in recent years.
Both terms will be explained further with the definition of sports as the direction of this
study.

Gamification
Gamification has become a point of conversation acrossmedia [5] and one of the possible
answers to “Is there a better method of helping people to work hard?”. Gamification has
been described as the method of user engagement, problem solving, game thinking and
game mechanics [6]. Game classification can be described where there is an interactive
and objective-oriented interaction inwhich players can interfere to playwith each other’s
active agents. Examples of game design components typically involve scoring schemes
such as points, achievements and showing progress using rates and experience points.
In addition, loyalty programs such as frequent flyer points are also implemented as a
component of game design for the air travel industry. These component of gamification
schemes will enhance a service’s use and alter the user’s composition as they perform
towards external benefits [5]. Reference in [5] indicated sevenmain aspects in a gamified
scheme: points, levels, rankings, badges, challenges or quests, on-board loops and social
commitment. In today’s popular gamification facilities, sport and fitness are one of the
most popular gamification areas and will be the focus of this study.

Virtual Reality (VR)
VR relates to a computer-simulated environment that seeks to cause a feeling of being
present in another location mentally or physically [7]. VR technology is primarily pre-
sented as an immersive and hierarchical desktop technology that can enhance the per-
ception of reality [8]. VR systems can be categorized into three main categories. There
are non-immersive, immersive and semi-immersive dependent on one of the essential
aspects of VR [9]. VRwas first introduced to sport studies in the 1990s. In sports applica-
tions, VR technology can offer a platform for people who may not be able to participate
in various sport training courses [10]. One of the VR’s main advantages is that digital
content sharing can resulted in further representative sampling and comprehensive dupli-
cation [11]. Reference in [11] also pointed out that, there are numerous opportunities
for fans in the sport industry to discover VR technology material that enables fans to get
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closer than ever before in the field. However, limited researches have been done to study
how modern VR technologies could improve the practice of applied sport psychology
[12].

Sports
Sports typically involve physical activity that refers to any type of body motion that
eventually leads towards a rise in one’s energy consumption and is conducted in different
situations such as work, daily routines and recreation time [13]. In sports and fitness,
motivation is the basis of all athletic activity and achievement. Contrarily, it appears to
be an area in which individuals find it difficult to get motivated. In recent studies, the
alternatives to promote involvement in everyday physical activity have received more
attention. VR environments are used to improve imaging practice in sport areas as an
approach to a real environment [14]. Since motivation is also considered as the basis of
gamification, this study proposes to analyze user experience of gamified VR in sports
training setting.

User Experience (UX)
SomeUXconcepts include the user’s qualitative experience of engagingwith the product
[15]. UX is a dynamic process that is taking place in the real world, reshaping the
experience and future growth of the user [16]. With such a comprehensive view of UX,
researchers are encouraged to understand a global UX viewpoint that incorporates the
role of the product in the users’ life [16]. The value of UX varies based on the type of
product and its intended uses. Several products are produced without the intention of
creating a good customer relationship, while others are planned to provide an excellent
UX [16]. In brief, UX involves the responses and reactions of the consumer during the
engagement with the product, from the moment they are presented with it to the moment
they are used in a certain way.

2 Literature Review

The digital databases for this review were searched and visited on 19May 2019. Gamifi-
cation AND (“virtual reality” OR sport fitness) were used as a search string or keyword
in the paper selection. Twenty-four papers were found after the preliminary searches
to narrow down the selections that align with the goals of this study. In the literature
review, the selected papers were examined to investigate the characteristics of gamifi-
cation in wide context of sports (Sect. 2.1). Moreover, user experience in VR’s sport
application will be identified (Sect. 2.2), and the combination of gamification and VR
in sport applications (Sect. 2.3).

2.1 Gamification in Sport

A complete Gamification Framework called Octalysis (2013) [17] is introduced by Yu-
kai Chou. In his perspective, gamification is a model that prioritize on human motivation
in the cycle [17]. Essentially, it is a Human-Focused Design. The method is focusing
on an octagon design with eight-core drives for each side: epic meaning and calling,
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development and accomplishment, creativity and feedback, ownership and possession,
social influence and relatedness, scarcity and impatience, unpredictability and curiosity
as well as loss and avoidance (Fig. 1) [17]. The Octalysis Framework is structured so
that the Core Drives, which concentrate on creative self-expression and social dynamics,
are grouped on the right side of the octagon or it termed as Right-Brain Core Drives
(Intrinsic). The Core Drives that are most commonly associated with logic, analytical
thought, and ownership are measured on the left side of the Octagon and are termed as
Left-Brain Core Drives (Extrinsic). Extrinsic motivation is a motivation that originates
from a goal, purpose, or reward. The goal does not have to be intriguing or attractive,
but due to the goal or reward, people are driven and motivated to accomplish the task.

Fig. 1. Left brain vs right brain core drives [17].

Based on the Left Core drives (Extrinsic) in Octalysis framework, gamification ele-
ments have been collected and found in the studies into 8 different of gamification
elements. Table 1 focused on extrinsic gamification element that are mostly used in
sport context. The overall results indicate that among the game elements tested in the
study, points [18–21], leaderboard [18, 19, 21, 22] and challenges [18–20, 22] has highest
number of effects on the participants. However, based on the results conclude that dif-
ferent people experience gamification in different ways and that personal characteristics
such as exercise habits and sports technology attitudes influence the way gamification
affects exercise motivation [22].

2.2 Virtual Reality in Sport

As discussed before, VR systems can be divided into three major groups, which are
fully immersive, non-immersive and semi-immersive [9]. The immersive VR system is
the most expensive and offers the highest level of immersion [9]. This gives the user
the impression that they are in the real environments. Non-Immersive VR system, or
also defined as Desktop VR system or Window on World system, is the less immersive
and cheapest VR system [9]. This enables users to communicate with a 3D environment
via a stereo screen monitor and glasses [9]. Semi-immersive VR system, also known as
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Table 1. Gamification element

Extrinsic gamification
element

Included in the study #

Points [18–21] 4

Leaderboards [18, 19, 21, 22] 4

Achievements/badges [20, 21] 2

Challenges [18–20, 22] 4

Avatars [18] 1

Rewards [18] 1

Quest [20] 1

Play mode [22] 1

hybrid systems [1], generates a high rate of immersion while maintaining the ease of
the VR desktop [9]. It has shown that the results are influenced by several features of
the VR display and the level of Virtual Reality system. Table 2 provides a description
of the study based on user experiences in VR sports. As shown, the use of HMD was
fully immersive [23–27] compared to the other VR display. The use of more immersive
virtual environment during sport can improved motivation and participants’ cycling
velocity [21]. Based on the table below, user is able to experience fully immersive
environment when they are using HMD as the VR display. HMDs can create the most
immersive experiences, that can be achieved through an advanced positional tracking,
motion controllers and high frame rates [28]. A bigger display or the combination of
more multimodal environmental components will enhance the feeling of immersion in
the virtual globe and this may affect efficiency.

Table 2. Level of virtual reality system based on user experience

VR Display Level of VR system based on user experience

Non immersive Semi immersive Fully immersive

Cave Automatic Virtual Environment
(CAVE)

[25, 28]

Head Mounted Display (HMD) [23–27]

Laptop screen [29, 30]

Projected [31, 32]

2.3 Gamified Virtual Reality in Sport

Gamification of Virtual Reality in sport have been recognized nowadays. To produce a
good user experience (UX), the products must be able to fulfill users’ requirement or able
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to attract the user to engage with the product [16]. Thus, the element of gamification has
been used in order to increase the user motivation and to engage user with the systems.
Not to forget, the immersive level of the environment is also one of the main points for
the user to perceive the system as real environment and to attract them to continuously
playing or staying with the system [16]. Table 3 shows the combination from the Table 1
and 2. Immersion is linked to the feeling of being inside a virtual environment [16].
Based on the Table 3 below, it shows that fully immersive have the highest number of
studies compared to the other level of VR system based on UX [33–37]. Besides that,
adding on challenges [33, 34, 36, 37] and avatars [33–36] as the gamification element
has the highest number of studies in fully immersive level of VR system. It is because
challenges are essential for the experience, as the user’s primary goal is no longer a
dull practice, but a challenge within a match that offers greater incentive to complete the
activity [33]. Furthermore, the existence of an avatar can be an efficient way of increasing
VR exercise concentration [34].

Table 3. Characteristic of gamified VR in sport

Extrinsic gamification element Level of VR system based on user experience

Non immersive Semi immersive Fully immersive

Points [35, 38] [39, 40] [33, 36, 37]

Leaderboards [38, 41] [40]

Achievements/badges [33]

Challenges [35, 38, 41] [39] [33, 34, 36, 37]

Avatars [38, 41] [33–36]

Rewards [40] [33, 37]

Quest [33]

Play mode [34]

3 Trends

3.1 Improvements of Gamification in Design Practice

One appropriate criticism of the present gamified procedures was the narrow viewpoint
on game design, leveraging only a limited amount of design components, mostly aimed
at acquiring an instant commitment by conveying extrinsic motivations and behavioral
reactions [42]. For instance, Chittaro and Buttussi (2018) begin with the issue of devel-
oping a serious game for mobile devices to help in the changing of attitudes in aviation
security [43]. They realize that, gamification schemes and serious games are always
based on real-world scenario simulations that incorporate points, badges and leader
boards to benefit the user, while distinct and more complicated design aspects that cre-
ate enjoyable games are seldom used [43]. The use of components from the arcade game
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tradition, such as rigid time limits, avoiding barriers and enemies, and a game framework
have been organized around levels of difficulty to assist users in conceptual learning on
how to act during the evacuation of aircraft [43].

3.2 Visualization of 3D Scenarios

Several techniques to visualize a virtual or real situation have been introduced in the
recent year. Some techniques reflect the real state of fresh developments due to being
cited among the frequently adopted techniques as the most interesting by customers.
There are Immersive (IV), Nomadic (NV) and Head Mounted Displays (HMD) [44].
A few immersive video techniques that enable navigation in a video have been created
[44]. The user can discover the situation in all angles as the video plays. HMDs need
to be adapted. Nevertheless, specialists do not suggest the use of HMD at the aged of
fifteen and below because of the overly stimulating imagery is hazard to adolescents
whose brains are still developing [44].

4 Conclusion and Future Work

This review recognized research studies that explored the use of VR in sport, gamifica-
tion in sport, and the combination of VR and gamification in sport. A VR based training
and involvement scheme has some benefits, such as the ability of athletes to training
despite the weather conditions and the ability of individuals to feel the real condition
of the environment. Besides, gamification can increase individual motivations where
it utilizes a system of goals and accomplishments in boosting the organization’s effi-
ciency. Individual satisfaction and performance are increased by implementing gamified
elements. In this study, the use of gamification methods to help physical exercise in the
immersive VR setting have been studied. Through the outcomes of a user experience, it
can prove that gamification components are boosting the pleasure of the user throughout
the physical activity and provide a set of rules to encourage the athlete or user to perform
better. However, in order to analyze the generality of impacts with VR and gamification
in sports, future study is needed. Findings need more varied populations, particularly
elements, athletes, kids, and elderly people.

Acknowledgement. Deep appreciation to Universiti Teknologi Malaysia (UTM) for supporting
our ongoing research under UTM Transdisciplinary Research Grant (Q.J130000.3509.05G07)
that will allow us to identify gamification of VR in sport based on user experience. Based on the
analysis of the studies, it will give ideas to boost user motivation and to attract user attention to
continuously perform better in sport. Moreover, it able to increase athlete’s quality performance
in sports field as well as experiencing the real environment without having weather limitation for
example.
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Abstract. Mobile phones are becoming ubiquitousmachineswith increasing pro-
cessing power. This paper will focus in discussing an experimental application,
CitySkin, which relies onmobile phones for data retrieval with mapping purposes.
This mobile visual system provides an accessible mean to design an invisible skin
of a city (an output map) following a user point of view at a given moment in time.
This project explores relations between subjectivity and raw data by combining
hard datawith visualmapping. Cities and their intrinsic diversity can be compared.
Slightly different input variables can present greater changes in a recurrent path.
CitySkin records the mood of a specific derive discussing the cultural implications
on computing and the design of its ubiquity.

Keywords: Data visualization ·Mapping · Ubiquitous computing · Digital art ·
GPS referencing

1 Introduction

According to Weiser and Brown the concept of Ubiquitous Computing (U.C.) aims
to create “a calm computing” achieved by having computers disappear (Weiser and
Brown 1996). This is made possible by conveying computing surrounding humans as
part of environments. U.C offers a perspective that emphasizes human and social aspects,
presenting computation as an open definition (Denning 2011) challenging its terms,
significance and appearance.

U.C. discussion is translated into projects that combine research and life. For
instance, contributions can be observed given by the progressive miniaturization of
sensors and actuators, as to the exploration of smart materials (Coelho and Zigelbaum
2010) but also by applying natural structures to design (Oxman 2010) as well asMaeda’s
bits, atoms and crafts research (Maeda 2018). These relations inspire hybrids of several
form and nature. Moreover, some authors (Kim and Symonds 2010) defend that we are
fully living in a UC era, considering that this ubiquity of computation is made real with
the use smartphones. CitySkin research project acknowledges this last statement and
aims to contribute with a proposal that tackles the hybridization of art with science.

In the last decade, mobile phones became a common tool for communication in a
post-industrialized world (Castells et al. 2006) but also in developing countries. When
analyzing the spread of mobile phones use in a globalized world, the appeal lies on
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Fig. 1. CitySkin image output: driving for 33 min.

the emotional tie and social implication given by a personal object. But on the other
hand, it is relevant to the context of CitySkin project, to mention the iniquity on existent
access to different features provided by mobiles phones, but also the network coverage
quality, factors that are definitive to better define the audience. It is relevant to say that
smartphones are still a “first world” tool, which translates to context CitySkin in terms
of accessibility.

Smartphones are used as a tool. They combine their computing, mobility, and map-
ping possibilities. Smartphones beyond having an exponential computing power, com-
monly have features as WI-FI, 4G and 5G network connection, GPS, accelerometer,
high quality camera, commonly in people’s pockets. These particular features offer a
realm of possible combinations.

In addition,CitySkinproject, addresses consequences of digitalizationof information
and big data. Tools such as smartphones have created an exponential ability to collect and
store massive amounts of information. On one hand, this massive amount of information
generation brought forward the need to improve their readability. The exponential growth
of information has found in graphic visualization amodel to simplify the interpretation of
data complexity. Data visualization not only improves reading, as creates rich aesthetic
experiences, adding new perspectives to visual and cultural discussion while conveying
digital information. All these solutions have beenmade possible bymutual contributions
arising from computer science and art. Examples of these prevailing collaborations can
be found in current definition of design made by institutions such as NY MoMA, in the
Design and the Elastic Mind (MoMA 2008), Talk To Me (MoMA 2011) and Design
and Violence (MoMA 2015) exhibitions commissioned by Antonelli or in the Linz’s
Ars Electronica (Ars Electronica 2019) a festival where, since the 70’s, science and art
collaboration is discussed and celebrated.HoweverDataVisualization is also a prevailing
visual experience distributed in Internet under several categories and by a myriad of
authors.

CitySkin’s conceptual design is inspired by these approaches, and uses computation
to measure and visualize routes inside the city. It references mapping, data visualization,
and digital art critic (Crampton 2009; Tufte 2006; Hall 2006) but also makes a contribu-
tion for the shifting concepts on computing. Cityskin draws a visualization to hard data
by proposing a literal and psychogeographic journey, considering human subjectivity,
in an implicit invitation for derive, surprise and improvisation (Debord 1958).

2 Related Work

Background of experimental mobile applications is found in the context of digital art.
Since the beginning of the public internet that terms like “internet art” attributed to
extended nomadic networks have emerged and have been explored by digital artists. In
this context, the particular designation of “software art”, coined work that referenced
formal outputs given by computational instructions.
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Since the 90’s, artists like Golan Levin have presented work that rely on software
features. Golan Levin created interactive software that allowed manipulating visuals and
sounds in real time. Telesymphony is a project that extends Golan’s work to nomadic
devices. Sound is generated by the ringtones of audience’s mobile devices (Paul 2008).

Mapping is an excellent conceptual tool to understand and copewith urban landscape
information. Considering U.C. and Data Visualization strategies, cities that dwell with
interchange ofmassive information, are becoming progressivelyU-Cities (Hwang2008),
this meaning, Ubiquitous Cities. MIT SENSEable City Lab (“MIT Senseable City Lab”
2019) has contributed to U-Cities research with several projects. One of these projects,
trash track (“trash track” 2018) attaches sensors to discarded objects and maps its path
until the dump. The outputmap gives awareness to the existence of long trails, as opposed
to a more efficient proximity system, indicating waste of resources in an immediate
way. Projects like Pedro Cruz and Machado (2016), Lisbon blood vessels uses veins in
circulatory system as a metaphor to visualize, with aesthetics appeal, Lisbon’s traffic
flow. This method can also give real-time valuable information to drivers.

A growing number of designers and researchers are using data visualization tech-
nics for artistic expression, but also the particular features on mobile phones as sur-
vey machines. GPS, wi-fi, embedded camera, computation, in addition to mobility, are
presently used and mixed in different approaches. MobiSpray by Jürgen Scheible uses
mobile phones as an artistic toll to paint digital graffiti. Scheible created a client server
application that uses mobiles as gesture-control (Scheible 2009). Mobiles are used as
pointing mechanism drawing on a video-projection, thus, creating digital public art.
Large scale drawing using mobile devices is another example of the GPS use for artistic
expression, and a concept presented by several artists (“gpsdrawing” 2018).

Travelling inside a city deals with relations between time and space, i.e. geography,
time measurement and a less obvious category, a degree of fun. Enjoyment is the one
addressed by Mark Shepard’s in experimental mobile application Serendipitor (Shepard
2011). The same is expressed by Atau Tanaka and Petra Gemeinboeck in “Net derives”
(Tanaka and Gemeinboeck 2006). Serendipitor is part of a broader project, Sentient City,
which tackles with design of the city of the future. Serendipitor is an i-phone application
that invites the user to explore different paths in a city map. It calculates alternative ways
to get to a particular part of the city, with inherent proposals to diverge. “Net derive”, also
follows the concept of derive, transforming the city in an instrument. Mobile phones,
using GPS position, camera and microphone, exchange information between spectators
in a gallery and three participants in the streets of a city. Sounds and pictures from the
streets become information to visualize and sonificate locations.

Finally, two experimentalmobile applications fromJapanese companyAircord, show
how playfulness can be aesthetically relevant and simple (Aircord 2018) The first virtual
free runner is an animated man that reacts to accelerometer with a tap to jump button,
to be used with a projector.
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3 Design Principles

3.1 Art Concept

Describing time visually has always been a concern with clear practical implications
in life from the beginning of times. Current time measurements have implicit computa-
tions based in sky observations. It is relevant to look into history of science and math.
These time divisions originated from computations made in the beginning of civiliza-
tion, 4000 years ago, inMesopotamia. Surviving Babylonians’ clay tablets records show
cumulative data from sky observations that throughout time allowed predicting celestial
phenomenon with precision. For instance, it was an ancient civilization that gave 7 days
to the week.

The number seven had a mystical significance to Babylonians. It was associated
with the seven heavenly bodies: the sun, Mars, Mercury, Jupiter, Venus and Saturn. As
such, the measurements of the week that are still in use today are based in astronomical
observations made in ancient past.

Mesopotamians’ great mathematics put forward a 60 base system, which allowed
defining the sixtyminutes in the hour, and the 360° of the circle (Fara 2009). The sexagesi-
mal system is useful tomeasure angles, geographic coordinates, and time.Mesopotamian
representation of time was created from a circle division, having different attributions
to year, month and day. These divisions of time were also based in astronomical obser-
vations. For instance, the month division correlates with the observation of the moon.
To some extent, and considering some alterations, this system created by ancient mathe-
maticians is still used embedded in our high tech life, and use in the apps in our mobiles
phones.

This leap in time, and historical background gives understanding of cultural impli-
cations of time division, but also indicate a clear relation to direct observation of natural
elements. These divisions depend on interpretation and record of celestialmoving objects
and therefore have an implicit design (Fig. 2). CitySkin is also inspired by this convention
of time measurement that relies on observation. Using mobile cameras as a metaphor
of the eye, and giving direct relation with geographic space, by GPS location recording,

Fig. 2. Part of a clay tablet, 3 pieces, Neo-Assyrian. A copy of the so-called Venus Tablet of
Ammisaduqa (detail) The British Museum, retrieved from https://www.britishmuseum.org/res
earch/collection_online/collection_object_details.aspx?objectId=314745&partI

https://www.britishmuseum.org/research/collection_online/collection_object_details.aspx%3fobjectId%3d314745%26partI
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CitySkin provides visual maps of travels that connect locations and time. It uses a pre-
defined computational model (based in the number 60 as a direct quote of Babylonian
measurements). The result is a graphic map that will give an impression of a particular
city at a given time.

3.2 Prototyping

The prototyping studies began by physically travelling the city by car, and defining a
path. First trial was a crossing over Tagus River, from the South bank, the city of Almada,
to Lisbon, in the North Bank (Fig. 3). The journey took 33 min.

Fig. 3. Prototyping the journey between Almada and Lisbon

Throughout this travelling, one photo was taken roughly each of the 33 min using a
mobile phone (Fig. 4).

These photos were used to output map studies, by stretching, adding filters, and
searching for a visual result that was focused on color. Mainly, creating a map of colors
predominance within a specific trip (Fig. 5 and Fig. 6).
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Fig. 4. Prototyping: taking one photo each minute

Fig. 5. Output color map number 1 test using photos from Fig. 4. (Color figure online)

Fig. 6. Output color map number 2 test using photos from Fig. 4. (Color figure online)

3.3 Design

The application design follows the prototyping results. The final graphic map (skin)
results from photos taken during an up to 60-min journey, by foot or in a vehicle. Cityskin
takes a photo each minute and has its location recorded. The difference between position
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Fig. 7. Image length computation

A andBwill define the velocity and this value determines each photo final length (Fig. 7).
A median filter is applied to each photo, in order to emphasize color, and its length is
compressed or stretched according to the velocity variables. These images are lined
horizontally, and a white space is kept between them. The white space adds readability
to each picture, but also becomes an editable input text space.

GPS coordinates are presented as default text between stripes. The users are allowed
to substitute this geographic information by editing their own text labeling in each white
line (Fig. 8). The final map results from a representation of hard data and open variables
related to movement and color – visual impressions, time, type of transportation and
user input.

The final map will be presented as a stripe of colors, showing long stripes when the
user is moving faster, and narrower stripes when the user is moving slower.

3.4 Technology

The first implementation test was made for iOS. CitySkin output corresponds to a single
JPG image file (Fig. 1 and Fig. 11), containing the GPS coordinates of each of the
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Fig. 8. U.I. input text screen

images captured, with photos taken each minute. The final image directly represents
the path taken by the user, synthesizing the user perspective and the particular variables
associated to the travel.

This final skin output can be shared. The jpg format image is aimed to either be
published in socials networks or sent via e-mail.

3.5 Designing Relations: Objective Derive

Quotidian journeys are often a routine experience where landscapes blur into oblivion.
CitySkin can provide insights about different layers of perception, and a singular per-
spective. The application invites the user to find different maps around the known but
also unknown places.

The measurement method is inspired by Babylonian direct observation of celestial
phenomena. As such, Cityskin is offering an interpretation on data given from visual
cues. CitySkin can visualize and find interesting differences, coincidence or patterns on
journeys maps.

It becomes possible to compare visuals from different cities, but also the subjective
variables given by an individual journey. These changes can be given by time spent in
different locations, or even provoked by the user’s imagination.

CitySkin was designed considering that identical paths would provide completely
differentmaps accordingly to the use, emphasizing the differences around the experience
found in routine.
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3.5.1 Sharing Images

Fig. 9. User Interface: share screen

One of themain features of CitySkin application (Fig. 9) is the ability to share output.
This feature is designed to support a ritual of communication, this being, according to
Mikko Villi (2010) often more important than the photographic quality itself. Also, it
has been noticed that photo sharing rituals are followed by text message practices, i.e.
often images do not substitute texting.

CitySkin combines image and texting, and opens directions and opportunity for
experimentation concerning the combined use of image and texting, as a common way
of communication.

4 Issues and Solutions

4.1 Human Variables and Algorithm

CitySkin’s visual variations depend on velocity, which determines each stripe picture’s
length. This variation, however, brought the necessity to distinguish walking from a
vehicle journey, because velocity has implications in the final design (Fig. 10). Accessing
two different algorithms solved the issue, accordingly to user input determination of
velocity, either walking or travelling in a vehicle.
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Fig. 10. U.I. drive or walk screen

4.2 Identifying Location

CitySkin’s computation depends on a correct identification of location (Fig. 11), using
GPS by default. As noted by several authors (Kerr 2019; Liao et al. 2006) GPS referential
location has problems. It is common for mobile phones to lose signal indoor, making
GPS based projects only suitable for outdoors. The lack of accuracy is also observable.

CitySkin invite users to test the application in excellent conditions. When that is
impossible, the geographic information can be manually inputted as referenced. In the
absence of the user labeling, CitySkin will use an average measurement.
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Fig. 11. GPS default graphic aspect – CitySkin in Helsinki (GPS: 60.173294, 24.936304)

5 Future Work

CitySkin is a work-in-progress project. Next steps will include system evaluation aiming
to refine the user experience. Also it will be made accessible to other platforms, as
Android and Windows. Also we aim to integrate the distribution of Cityskin’s output in
the website.

6 Conclusion

Cityskin project tests relations between computation and art, acknowledging the incre-
mental computation ubiquity allowed by mobile phones. Ubiquitous Computing is
addressed by this application, considering cities intelligence. In a broad sense proposes
to test playfulness and a sense of discovery, thus, giving focus on the user experience.
CitySkinproduces outputswhichgivevisibility to invisible layers present in thequotidian
life, thus, adding a cultural impression to design and computation.

Each image reflects the point of view of a user along a path. There will be differences
in colors and distortion on the output image (skin). Each skin will be unique and will
reflect the singular point of view of the user’s time, place and playfulness.
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CitySkin also provides a mean to compare and experiment with different times of
the day or year of a specific place, but also between different cities. Furthermore, this
application allows recognizing patterns of time. Finally, the information presented in the
final map, can give the user, a visual and immediate way to evaluate activities that relate
to routine and movement. This information presentation benefit from a comparative
evaluation, like for instance physical activities or by visualizing traffic jams. Cityskin is
a tool to measure the quotidian qualitatively and quantitatively.

Capturing this life’s time, that has periods perceived as blanks or non-places, is
ultimately one the useful contribution of this application. Is this case, the challenge
is to re-capture the perception of fleeting time, specifically showing variables that are
not obvious to the user. Thus, add a sense of wonder or fun, to an often called draining,
empty experience that is commuting, or even register layers of perceptionwhile travelling
un/familiar places. Finally. CitySkin suggest to slow down, and embrace contemplation.
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Abstract. In this paper, we argue that the advancement of technology
in Industry 4.0, which covers growth areas such as big data and machine
learning, cybersecurity, digital currencies, blockchain and the Internet of
Things (IoT), with expected creations of new job opportunities in the
areas of Cyber Security, Data Analytics, Network & Infrastructure and
Software Development that can easily be done at home, has produced
an ideal scenario in the context of job opportunities for People with
Disabilities (PWDs). Under the Eleventh Malaysia Plan (2016–2020),
more programs are currently being implemented to empower productive
PWDs. These also include greater accessibility to basic education and
skills training, one of it being entrepreneurship, to build relevant skills
among PWDs so that they are able to compete in the open market either
as employees, self-employed individuals or entrepreneurs.

Keywords: Industry 4.0 · Person with disabilities · Technology
entrepreneur · Technopreneur · Entrepreneur · Information
technology · Empower

1 Introduction

Based on the World Health Organization’s (WHO) estimates, in developing coun-
tries, the number of people with disabilities range between 5% and 10% [1].
Based on the total population of 32 million in 2018, if the estimate of the WHO
is taken into account, the number of people with disabilities in Malaysia should
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be between 1.6 to 3.2 million. A study conducted by the Institute for Public
Health, Ministry of Health Malaysia in 2015, to supplement existing data and
provide data for monitoring and evaluation of health programs implemented by
the Ministry of Health, found that the prevalence of disability among adults in
Malaysia was 11.8%, based on a sample survey of 19,959 healthy adults with
ages between 18 to 50 years [5]. This survey supported WHO’s estimate of the
number of disabilities in Malaysia.

Using the 2017 Ministry Of Education data [2], estimating that at least 50%
of the inclusive education students will choose to continue their studies in higher
institutions (Fig. 1), we are looking at the labor market with at least 15,000
productive PWDs. There is an urgent need to create a future in which they
participate more actively in society, a future which increases their independence
and in which they are able to make decisions about their lives and futures, by
offering them opportunities for employment and access to essential services. The

Fig. 1. Inclusive education: percentage of students with special educational needs in
inclusive education programme. Source from: Ministry of Education [9]
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World Bank estimated that the total national income losses ranged from US$
1,370 billion to US$ 1,940 billion worldwide, due to the exclusion of people with
disabilities from mainstream society [15].

2 Employment, Self-employment and Entrepreneurship
for People with Disabilities

There are a number of literature studies discussing the challenges for PWDs
regarding their job opportunities in the labor force [16,28,29]. Among the chal-
lenges are [12]:

– Inaccessible transportation
– Inaccessible buildings
– Negative attitudes by employers
– Low self-esteem
– Overprotective families

Lack of appropriate transportation facilities is a major barrier to PWD
employment. Secondly is the stigma and prejudice of employers and society to
PWDs. The Labor Force’s 2017 report showed that there are a total of 303,000
PWDs outside the labor force, which translate into total national income losses
ranging from US$ 1.18 billion to US$ 1.68 billion according to the World Bank
estimate [15] (Fig. 2).

Fig. 2. Source from: Statistic Department of Malaysia [24]

From 1999 to 2001, a total of 4,017 disabled workers were registered with the
Labor Department. Out of these 4,017, a total of 2,529 people with disabilities
were placed in various job sectors. Khor (2010) noted that despite the 1% quota,
the public sector employed only 581 people and the private sector employed less
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than 5,000 people with disabilities [15]. To mitigate the problems, the Ministry
of Woman Family and Community Development (MWFCD) led the “Project to
Support Disability Participation” [13] with a joint collaboration with the Japan
International Cooperation Agency (JICA), which resulted in the creation of a
specific job tittle called “Job Coach”. A Job Coach is a job mediator between
employers and PWDs. A Job Coach is responsible for promoting employment
for PWDs and maintaining their retention rates. Based on the outcome of the
project, having in-house job coaches in workplaces helped to increase job place-
ments and opportunities for PWDs. In 2012, the Labor Department registered
13,339 PWDs, out of which 9,074 were successfully employed.

Under the Eleventh Malaysia Plan (2016–2020)[3], more programs are cur-
rently being implemented to empower productive PWDs; including greater acces-
sibility to basic education and skills training, one of which is entrepreneurship,
to build relevant skills among PWDs so that they can be employed by the rele-
vant private and public sectors. There are a total of 3,782 PWDs working in the
public sector as of September 2018. The Ministry of Education has the highest
number of such staff at 1,477. Currently the goal is to reach a number of 12,811
[18]. While it is an increase from 2,623 in 2014, it is still less than 1% of the
quota allocated by the government. Other solutions to the problems of unem-
ployment among PWDs include increasing the number of PWD entrepreneurs
and self-employed individuals. Since the terms self-employed and entrepreneur
are closely linked [27], we refer to the following definitions and will continue to
use both terms synonymously:

Self-employment: Those who work for profit or fees in their own business,
profession, trade or operate a farm [6].

Entrepreneurship: A combination of the activities discovery, evaluation and
exploitation of opportunities to introduce e. g. goods and services, processes and
organization structures that were not existent before [23].

3 Definition of Technopreneurship

An Entrepreneur is a person who finds a gap in the market and develops new
products or services to address the gap. A Technopreneur, on the other hand,
is one of the major extensions of entrepreneurship, based on the U.S. legal def-
inition [30]. A Technopreneur is a new age entrepreneur who uses technology
to make innovations and comes out with something new. Technopreneurs oper-
ate differently from those in the current economic order, by optimizing the use
of technology to innovate new products and services that create a marketplace
disruption. For example, Uber’s founders thought (Idea) of a different way of
calling a cab (market gap), used the power of technology (built an integrated
GPS app) and changed the taxi/cab industry’s economy completely.
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3.1 Role of Technology and Mastering Technology Competency
for PWDs

To compete in today’s global landscape, it is essential to use state-of the-art
technologies such as computer systems, including software and hardware, or
manufacturing processes. However, the efficient and successful use of ordinary
technology subject to the context, requires specific capabilities. Typical require-
ments include, the ability to perceive technology, the ability to work with tech-
nology, and the ability to understand technology.

People with higher education level would generally imply a greater ability
to use technology [19]. However, people with disabilities such as physical or
cognitive impairments, are often limited with respect to these capabilities, even
if they are highly educated. In most cases, this is due to inadequate technologies
that do not meet PWDs requirements. Therefore, PWDs are often unable to
make efficient use of technology. This means that PWDs have disadvantages
in obtaining independent individuality (perspective of individuals) as well as
information necessary for entrepreneurship (perspective of information society),
in addition to overcoming barriers in order to organize their businesses in a
competitive manner (perspective of business organization).

3.2 Technoprenuership and PWDs

Being an entrepreneur affords individuals with a certain degree of independence
[26], which is crucial for PWDs as they are very unique individuals that require
a certain type of environment to thrive in. At the same time, entrepreneurship
demands from its entrepreneurs a tenacity and strong self-motivation to suc-
ceed [22].

According to the Flow Theory of Csikszentmihalyi, motivation can be
achieved or maintained if the capabilities of a person are sufficient to meet the
requirements of a particular situation. If the capacity of a person is insufficient
for the task, it is more likely to be abandoned by the individual [7]. PWDs are
often at a disadvantage when it comes to handling a complex situation such as
entrepreneurship. The task for PWDs is much more difficult and at times even
impossible, compared to people without disabilities. They lack specific capabili-
ties due to their disability, e.g., visual or mobile capabilities, which worsen their
chance to compete in the market.

Data from the Malaysian Ministry of Education (2017)[8] showed that there
were about 2,139 disabled students enrolled into Malaysian public universities,
which comprised of a total student enrolment of 119,558 in 2017. This showed
that PWDs are still lagging behind in education systems in Malaysia, thereby
placing them at a disadvantage in terms of job opportunities in the open market.
Educational inferiority can easily reduce self-motivation, which could also result
in damaged self-esteem [25].

Technology is an important factor in achieving and maintaining self-
motivation and self-esteem for PWDs, and it also helps them in participating in
the social environment [11]. Assistive technologies (AT), accessible websites and



468 R. I. A. Talib et al.

accessible applications make it possible for PWDs to become part of the soci-
ety [4,20]. For instance, artificial limbs, retina implants or screen readers that
enhance inclusion and self-esteem set important conditions for starting busi-
nesses for PWDs. Additionally, technology is also a critical factor in today’s
business startups.

The OECD report provides a better understanding of the complexity of this
multifaceted topic, with specific recommendations for policy actions in order to
promote the self-employment of people with disabilities [31]. The first suggestion
that can be derived from this article concerns the need for IT accessibility laws
to be regulated and tightened, particularly for public institutions. Secondly, the
policy requires an accessible educational framework to ensure that more stu-
dents with disabilities are able to complete their college degrees and thus build
a proper basis for self-employment. Thirdly, it is strongly recommended that
the AT market be consolidated and standardized to ensure the high-quality sup-
ply and dissemination of suitable AT and innovative services for people with
disabilities to help them start their own businesses. Ultimately, by advertis-
ing and funding such R&D projects, policies can attract attention and efforts,
which can help in developing and evaluating accessible technologies for disabled
entrepreneurs [31].

In Fig. 3, we illustrate our points in these sections about disabled entrepre
neurship for clearer understanding.

Fig. 3. Technology, self-motivation and entrepreneurship
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4 Government vs Private Sector Initiatives

4.1 Government Initiatives

There has been a paradigm shift in Malaysia over the years when it comes to deal-
ing with PWD issues. Before the PWDs Act was enacted in 2008, the approach
taken by Malaysia in dealing with PWD issues was more about a Charity Model
Disability [14], that had no specific plan and policy aimed at improving their
quality of life and well-being. In 2010, Malaysia signed the United Nations Con-
vention on the Rights of Persons with Disabilities (UNCRPD) and in November
2012, Malaysia and other members of the United Nations Economic and Social
Commission for Asia and the Pacific (UNESCAP) adopted the “Making the
Right Real” strategy for PWDs in Asia and the Pacific, which included 10 goals
and 62 indicators. This was to serve as part of Malaysia’s strategy for moving
forward towards building a stronger policy framework for mainstream disabled
people and ensuring their effective participation in the society. UNCRPD defined
disability in accordance with the Social Model Disability [21], that recognized
disability as an evolving concept and also noted that disability was the result
of interactions between people with disabilities, and attitudinal and environ-
mental barriers that impede their full and effective participation in society on
an equal footing with people without disabilities. The responsibilities of imple-
menting a national plan and policy regarding PWD fall under the jurisdiction
of the National Council for Persons with Disabilities (NCPWD), chaired by the
Ministry of Women, Family and Community Development (MWFCD). NCPWD
recognized that a collective effort through multi-sectoral and multi-agency col-
laboration with other relevant agencies was needed to achieve comprehensive
and holistic results.

There are a number of government agencies that cater to the matter of
entrepreneurship. For example, Majlis Amanah Rakyat (MARA) or The Trust
Council for Bumiputera, a statutory agency, has been given the government’s
mandate to develop successful and innovative Bumiputera entrepreneurs who
are empowered with global human capital and integrity, and who contribute
to increased equity ownership in return. MARA has a dual role to play in the
development of education and entrepreneurship. MARA has successfully imple-
mented its educational transformation in Technical and Vocational Education
and Training (TVET) in line with its slogan, “Entrepreneurship and Global
Education”, combining with the ethos of entrepreneurship to develop “glocal”
technoprenuers. Although MARA has successfully developed and implemented
technoprenuer syllabus for their entrepreneurs, this is only for the those non-
disabled. We can hardly get data from them about the number of disabled
entrepreneurs due to the low numbers they have and to their inconsistency in
keeping records of PWD entrepreneurs.

There are very few government agencies that provide specific initiatives for
PWD entrepreneurs. One of that is the Malaysia Welfare Department which has
introduced a grant scheme to enable eligible PWDs to expand their businesses;
known as “Skim Galakan Perniagaan Orang Kurang Upaya (SB-OKU)”. A total
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of RM 16 million has been budgeted for this scheme, which has benefited a total
of 1,563 PWDs as of 2014. Analysis of the current government infrastructure
for PWDs showed that it is an extension of existing infrastructure available to
ordinary people or people with no disabilities. The existing approach to PWD
issues is close the gap between normal people and PWDs through a lens of a
non-disabled people’s perspectives. But if we agree that disability is a direct
result of a hostile environment (Social Disability Model) rather than physical
and mental disability (Medical Disability Model), then we must change our app-
roach by trying to close the gap between PWDs and normal people, through
PWDs perspective. For example, looking at the situation from a blind person’s
perspective might help us ask questions like - What if we live in a world with-
out light? How will we do business? How can we create a non-visually dependent
business environment? What kind of skills are needed to survive in that alternate
world? Eight years after the government introduced inclusive development as the
national agenda, the results were found, and the data was not encouraging.

4.2 Private Sector Initiatives

Although there is an increasing awareness of the demand to have more PWD
entrepreneurs in the market, the private sector has been very slow on the uptake.
Currently, only the Maybank Foundation has developed a holistic entrepreneur
ecosystem that specifically targets minorities in Malaysia [10].

Reach Independent and Sustainable Entrepreneur (R.I.S.E) program is
designed to train, coach and mentor participants to develop their entrepreneurial
skills, resulting in higher income levels, and thus improving their overall standard
of living. The key features of the program include; Practical entrepreneurship
training, Effective mentoring and focus on income improvement, and Large-scale
involvement of Maybank employees. Currently R.I.S.E is in phase 2 and has suc-
cessfully trained 1,080 PWDs with the top 40% result for the initial 280 partic-
ipants involved in the pilot project in Malaysia. This pilot project was started
in September 2014, and has an average income increase as highlighted below:

– Per participants in RISE is 411.7
– Income Increase from RM 462.50 to RM 2,366.47;
– Average Income Increase RM 1,903.97

The R.I.S.E. programme starts with a three-day training on entrepreneurship
and financial management. This is followed by three to six months of mentoring
with a special focus on motivating participants. After the programme, partic-
ipants continue to be guided and introduced to business opportunities. Their
income-generation ability is also monitored. Maybank does not provide special
loans to the R.I.S.E. participants but supports them to become eligible for stan-
dard loans. The training has enabled participants to build innovative sales strate-
gies into their business ideas, enhance business management skills and augment
client acquisition and retention, resulting in greater financial independence and
increased resilience in businesses.
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The fourth industrial revolution is changing the global economic landscape,
covering growth areas such as big data and machine learning, cybersecurity,
digital currencies, blockchain and the Internet of Things (IoT), with an expected
creation of 30,000 jobs by 2020. New areas like Cyber Security, Data Analytics,
Network & Infrastructure and Software Development will replace legacy areas
or make the traditional workforce obsolete [9]. Emerging job positions such as
digital content creators, programmers, social media managers, which can easily
be done at home, are ideal positions in the context of job opportunities for
PWDs.

5 Conclusion

Disabled people experience higher unemployment rates, economic inactivity and
lack of social protection compared to their non-disabled peers. Research shows
that there are economic and business benefits for PWDs inclusion. These include
the benefits for economies as a whole, for companies that adopt various practices,
and for people with disabilities themselves. In the era of the fourth industrial, the
constraints of physical impairment should no longer applies due to the divergent
of technology available. Technologies enable a more flexible working environment,
better involvement in PWD’s workforce and a range of new jobs [17].

Referring to a report from OECD, it is seen that for PWDs in parts of Europe,
self-employment or entrepreneurship appears to be a viable opportunity [31].

Our research shown that the Technopronuership ecosystem for PWDs in
Malaysia is almost non-existant. It should be developed further for them, and
should be guided by the underlying principle that in all actions involving persons
with disabilities, their interests and needs should be taken into account; whether
undertaken by individuals, public or private social welfare institutions, courts of
law, administrative authorities or legislative bodies or entities; recognizing that
inclusion and mainstreaming should be promoted and specialized.

Acknowledgement. Deepest gratitude to Malaysia Technology Development Corpo-
ration (MTDC) and Universiti Teknologi Malaysia (UTM) for supporting our ongoing
research that will allow us to identify suitable technopreneur skills that PWDs need and
the level of their knowledge that will give them the opportunity to participate actively
in Industry 4.0 movement and taking advantages of an advancement in technology to
change how they are interacting with the society.
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