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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

The HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair
Prof. Constantine Stephanidis
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Improving Cooperation Between Spatially
Separated Operators Using

Augmented Reality

Patrick Baber1(B), Marcel Saager2, and Bertram Wortelen1

1 OFFIS e. V., Escherweg 2, 26121 Oldenburg, Germany
{patrick.baber,wortelen}@offis.de

2 Humatects GmbH, Marie-Curie-Str. 1, 26129 Oldenburg, Germany
saager@humatects.de

https://www.offis.de

https://www.humatects.de

Abstract. The technologies for the use of augmented reality are matur-
ing more and more and seem to offer many possible applications. There
is also a lot of research and development in the industrial and business
environment to increase productivity, improve communication or mini-
mize errors. This work focuses on the use of augmented reality in the
cooperation between spatially separated operators working on a com-
mon task. AR is intended to present spatial information to the operator
being instructed, thus relieving the operator of tasks involving spatial
orientation. In a study that is currently being planned, we want to find
out whether the use of AR can support the operator in a search-and-
rescue scenario at sea and thus reduce the time needed to perform tasks.
AR will be compared to the way information is presented on traditional
displays.

Keywords: Distributed cooperative systems · Situation awareness ·
Spatial orientation and localization

1 Introduction

When it comes to working on a common overarching task, cooperation and
communication between the actors plays a decisive role. In these situations the
team members are sometimes physically separated from each other. An example
of this is operators in a control center (control room operator) and operators at
the scene of an incident (field operator).

It is likely that spatial separated actors use different tools and devices. This
can cause a loss of information because the data availability and presentation
differs from each other, which in turn can cause errors based on communicative
misunderstandings between the parties involved [1].

This paper presents the concept of a study to evaluate whether and how the
use of AR on mobile devices can support the field operator in the execution of a
c© Springer Nature Switzerland AG 2020
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distributed cooperative task and improve the distributed situational awareness
of the team [5].

We are working on the development of an AR application that is visualiz-
ing spatial data relevant to a task in a maritime use case. The presentation of
spatial data in AR can be useful when the task is performed on site, as the per-
ception of the field operator can be enhanced by useful information. Due to their
many embedded position sensors such as GPS, magnetometers or accelerometers,
mobile devices are suitable for spatial AR applications [2,7]. The intention is that
the control room operator transmits information that has a spatial reference for
the field operator and supports the field operator to carry out specific tasks.
Thus, the application could extend reality in the sense that it marks objects
in space, displays distances between the object and the searching operator and
other useful information.

Augmented Reality support is intended to relieve the field operator of certain
tasks or to provide support. This support can take the form of markers, so that
the field operator does not have to locate the objects he is looking for again or
keep his focus on them. This allows the field operator to concentrate on other
tasks to be performed. We believe that such support from AR can reduce the
overall time needed to complete a higher-level task and can give the field operator
more confidence in the execution of the task.

2 Related Work

In other domains, similar approaches to the one presented in this work have
already been researched. These include Argus, a human-to-human cooperation
application via technological support. In Argus, they use Drones as technical
support for the central to gain information about the situation to send to the
rescue-personnel. Therefore situational awareness (the state in which an individ-
ual knows about the environment [5]) is also a central aspect in Argus, as the
principle is to be applied to the rescue of people from house fires. Hence, the
setup could be adapted in case of drone example from the Argus-Paper [4].

A maritime example for the usage of AR-technology is given by Vasilijevic
et al. [6]. The authors gave an overview of the potential of AR-Technologies in
the maritime sector. They mentioned AR in dynamic positioning from different
agents in a partly virtual environment. The approach of the following sections
could solve the problem, that there is a time delay in rescue missions, the authors
have not accomplished.

Besides, Geo AR is a very promising technology, which is embedded in smart-
phones. Michel is giving examples in his work of possible use cases and proposes
a framework for designing a Geo AR application. For this paper, the usage of
Geo AR in smartphone applications is a technology to discuss and embed in the
AR-App prototype [2].

According to the described works before, there is no approach to help people
in an accident by sea. A combination of Geo AR and a distribution in situational
awareness like in Argus is possible. This paper provides a study design, based on
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a scenario. This scenario is focused on-site coordination with augmented reality
in a maritime rescue use case.

3 AR Support for On-Site Tasks

There are many situations in which spatially separated workers work on a com-
mon higher-level task. The respective operators have both common and inde-
pendent tasks. On the one hand, there is the Control Room Operator. This
operator is often located in a control center from where he manages and mon-
itors the higher-level task. Part of his area of responsibility is often also the
delegation of other sub tasks. On the other hand, there is the Field Operator.
His area of responsibility includes tasks that have to be processed on-site during
the incident. Between the two groups of operators mentioned above, there is
often a bidirectional communication and information flow. Due to the work in
the field, a common aspect of the tasks of the field operator, which is funda-
mentally different from the tasks of the control room operator, is that the field
operator has to orient himself in the environment and locate places and objects
within the area. An example would be the firefighter who has to locate the fire
of a burning building or the people to be rescued and then enter the building
while maintaining focus and orientation. Or a technician who has to identify the
correct lines, valves and switches. Identification, localization and orientation on
site can cost valuable time and mean additional tasks.

In order to shorten this critical time, the use of perception-enhancing tech-
nologies could support the field operator in performing tasks related to identi-
fication, localization and orientation. The support of drones or the use of aug-
mented reality would be conceivable here. Augmented Reality has the potential
to expand the consciousness and perception of humans [3]. If the advantages
of these technologies are exploited, the potential exists to make various opti-
mizations such as reducing workload, effort, response time or time-on-task in
safety critical situations by adding specific location-related information to the
field operator’s field of view.

Figure 1 shows a generic model that depicts parts of a control room opera-
tor’s and a field operator’s tasks when working on a common large-scale task.
An important task group is the communication between CRO and FO. Here
the FO is instructed by the CRO and learns about the situation. Through the
feedback channel, he can also return information to the CRO. This increases the
distributed situation awareness. Furthermore, the operators each have their own
additional tasks that they have to complete in order to close the overall task.
These are represented here by “...”. For orientation on-site, the FO has to bring
together several pieces of information. This includes the information he receives
from the CRO about the situation, as well as the information he has about the
environment he is in at the time of completing the task. These tasks are outlined
in the model.

To illustrate the task steps in the orientation, we take the example of a
Search-And-Rescue (SAR) scenario in the maritime domain. In the event of a
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Control Room Operator Field Operator

Supervise
large-scale

task
Local / personal

task

Provide 
information

Localize 
objects

Orient
oneself

Navigate
to target

...Receive 
information

...

Coordinate
field operators

... Communicate
with CRO

Utilize
information

...

Receive 
information

Provide 
information

Fig. 1. Model of control room operator’s and field operator’s tasks

ship accident, emergency calls are received at a Maritime Rescue Coordination
Centre (MRCC). Information about the incident is then forwarded to an FO
and the rescue operation begins. With the information received, the FO makes
his way to the scene of the incident and has to find the objects (people, ships
or boats) to be searched for, orientate himself and still get there. This task
can be made more difficult by other objects at sea that cover the target or by
environmental influences like rain, fog or darkness. If several objects have to be
picked up, there is also a constant need for reorientation in the environment.

In this example, saving time can be very important. We believe that the
use of augmented reality and the associated increase in awareness and assistance
can help here. Further conceivable in this and similar search-and-rescue scenarios
would be the use of drones as an aid. If these drones are scanned and scanned
in advance, they can identify the objects to be rescued even before the rescue
ship is on site. The identified objects can then be sent to the FO in the form of
geo-coordinates, which can then be displayed in augmented reality in the FO’s
field of vision.

In comparison to classical representations of geo-spatial data and 3d-
environments, such as a map, a circuit diagram or a description, augmented
reality can display objects directly in the field of view of the operator, so there
is no need to translate the geo-spatial information representation into the field
operator’s frame of reference [3].

4 Planned Study

Based on our assumptions, we expect that the use of Augmented Reality at the
incident site has a positive effect on the processing time of the tasks of a field
operator, since AR supports orientation tasks and the FO can thus focus and
concentrate on other tasks. Therefore, the following hypothesis results:

Hypothesis: The processing time of on-scene tasks is shortened by the use of
augmented reality compared to classical displays.
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To test this hypothesis, we are planning a study. In this study we want to
go out with a German maritime search-and-rescue organization with a boat and
have the test persons search for objects in the water. For this purpose, objects
are to be let into the water that are equipped with a GPS transmitter and can
thus communicate their position. A test run is to be carried out with the help of
an application that shows the own position and the position of the objects in a
classical map view. The second test run will then take place using an augmented
reality application that displays the position of the objects to be searched for in
space through the field of view of the FO.

The GPS transmitters thus simulate that a drone scans the environment and
identifies the objects to be searched for. This information is then transmitted
to the FO on his mobile device. The data that is transmitted indicates the geo-
position so that it can be spatially displayed on a device equipped with sensors.

Here we measure the time it takes to identify the object and then collect it.
By eliminating the tasks of identifying and focusing on the objects to be searched
for, we assume that by using augmented reality the time needed to complete all
tasks is altogether shorter than without perception-enhancing technologies.

5 Conclusion

The presented concept and the study should improve the cooperation between
spatially separated operators. The use of mobile technologies and augmented
reality offers a lot of potential for this. Further research will continue on this
topic and will also focus more on the distribution of information and feedback
channels in order to achieve greater distributed situation awareness.
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Abstract. An immersive virtual reality application was developed as a serious
game to support children on their decisions about food, the system was com-
posed by the Gear VR (Viewer and controller), and a phone which contains the
mobile application developed in Unity, providing the immersive environment,
the platform was based on a path where the player has to go through it choosing
between different sort of meals and also between different physical activities, the
effect of balanced diet plus adequate physical activity seems reflected on the
avatar previously chosen by the user, the app was tested on 12 children between
8 and 10 years old during one week, children participated on the study after
receiving an informed consent, analyzing the tendencies of food choice on
children before and after, a notorious positive effect could be seen on the users
according to the avatar analyzed at the end of the round, besides a System
usability ore was also applied to evaluate the degree of usability of the app,
reaching a ore of 88.33% which rates the app as very usable, this results were
even better than what was planned at the beginning of the experience.

Keywords: Virtual reality � Nutrition � Children � Serious game

1 Introduction

Food intake nowadays it’s been taken in count as a very important part of public health
even on developed countries due to the influence which has with the creation of tissues
along the children growing up process, besides the influence over the metabolism which
can have the food intake with a huge caloric content, we have to take in count that one of
the major health problems that the world deals with is obesity or some problems linked
to the diet habits. Lack of physical activity plus a very rich carbohydrate, sugar or fat
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food intake through fast food, junk food, sweets or pastries are the perfect recipe to
develop health troubles and even worse if it is between young ages [1–5].

The best way to deal with health troubles such as obesity or children diabetes is
education, but taking in count that technology is all the way around us, why not to take
advantage of it and its positive proved effects over young population and to use is as a
support tool, for example the Virtual Reality which is one of the new tendencies and
has converted on a main trend specially when talking about video games or different
sorts of therapy, so it is been widely applied on different topics than nutrition mainly on
cerebral palsy [6, 7], but could have an amazingly positive effect over children at the
moment of making food choices [8–14].

This work describes an immersive virtual reality application to encourage healthy
eating in children on a friendly way, using the Gear VR as a head-mounted display
(HMD) device. The results present the virtual environment developed and the chil-
dren’s response.

2 Materials and Methods

For the development of the present study a previous informed consent was requested to
the parents of the participant children, the immersive virtual reality application was
performed on 12 children between 8 and 10 years of both genders, to whom a ques-
tionnaire of food preferences was applied before and after using the virtual reality
system, for a week, the motivation for the participation was mainly the use of tech-
nology and the novelty of the device for the children use.

The objective was to develop a serious game which allows the user, to make
decisions about food intake and relate it to its effects over an avatar, the user in this case
was focused on children and the platform let the child to choose between two food
options, consequently, the avatar seems to be affected physically and emotional
according to the food intake or even related to the physical activity that is another
variable which affects the state of the avatar such as the old virtual pets

The Fig. 1 presents the system components, where the child interacts with the
virtual reality application using the Gear VR (Viewer and controller), in addition, a
phone contains the mobile application developed in Unity which is going to provide the
immersive environment.

User

Virtual Environment
(Unity)

Controller

Mobile device

Fig. 1. Components of the Immersive virtual reality application
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The game consists of a corridor platform to be followed while encountering the
different feeding options, the user’s interaction with the virtual environment was car-
ried out using a handheld controller and the movements of the user are made on first
person using the touchpad, when the user finds the foods, a selection laser is enabled
which allows to point towards the desired food, and is finally chosen by pulling the
trigger of the hand controller; as explained before the choice can be taken from two
types of meals, one characterized as healthy food such as vegetables, fruits and dishes
with balanced proportions of nutrients (carbohydrates, vitamins, proteins) that can be
understood at simple eye, on the other side we can find junk food, such as French fries,
pizza, hamburgers and hyper caloric foods.

As a plus we can find through the path some physical activities characterized by
games where children can have body movement and some fun, then the realization of
these activities will be reflected also on the avatars shape and mood.

The avatar is presented in the upper right of the user’s view as an image of a boy or
girl (according to the previous configuration), and changes its appearance with the
user’s decisions along the course of the tour. Principal effects when choosing junk
food, can be seen as illness symptoms over the child avatar, nuanced by overweight by
the shape of the avatar, sadness expressed by facial expressions and darkness on the
environment, progressively; on the other side, when choosing healthy foods, the avatar
has a robust strong shape, healthy and happy appearance related with the facial
expression of the avatar and a shiny environment. Additionally, the avatar image uses
red, orange and green background colors to highlight in health status; bad, regular and
good, respectively.

A System Usability ale (SUS) was employed to each child with the help of their
own parents, SUS was applied to verify or in our case, to define the usability of the
Immersive Virtual reality application for the use of children [15–17].

3 Results

System tests were performed over children between 8 to 10 years, Fig. 2 presents a girl
using the application (left) and the virtual reality environment (right).

Fig. 2. Immersive virtual reality test application
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The proposal was evaluated by 12 children with an average age of 9 years, to whom
a questionnaire of food preferences was applied before the use of the application where
was clear the preference for non-healthy foods and low interest for physical activities
was notorious (Table 1).

To analyze the effect after using the virtual reality system for a week, the data
collected is presented in the Table 2. where a highly notorious change can be seen, in a
good way children accept and differentiate between what is tasty but certainly not that
healthy as nutritive food specially o the snack where the 100% decided to choose a fruit.

Table 1. Responses collected before de Immersive virtual reality test application

Question Sc1 2 3 4 5 6 7 8 9 10 11 12 Count %

When you are hungry, ¿What do you think is healthier?:
Plate of meat, salad, rice, sauce 1 1 8
Hot dog, French fries 1 1 1 1 1 1 1 1 1 1 1 11 92
When you are thirsty ¿What would you prefer?
Fruit juice/water 1 1 1 1 4 33
Cola, powder juice, ice tea 1 1 1 1 1 1 1 1 8 67
When you will get a snack, ¿What do you think is better for your health?
Fruit 1 1 1 3 25
Potato chips, cookies 1 1 1 1 1 1 1 1 1 9 75
On your Spare Time ¿What would you prefer?
Stay in Bed/watch TV 1 1 1 1 1 5 42
Go to exercise, play sports 1 1 1 1 1 1 1 7 58

Table 2. Responses collected after de Immersive virtual reality test application

Question Sc1 2 3 4 5 6 7 8 9 10 11 12 Count %

When you are hungry, ¿What do you think is healthier?
Plate of meat, salad, rice, sauce 1 1 1 1 1 1 1 1 1 1 10 83
Hot dog, French fries 1 1 2 17
When you are thirsty ¿What would you prefer?
Fruit juice/water 1 1 1 1 1 1 1 7 58
Cola, powder juice, ice tea 1 1 1 1 1 5 42
When you will get a snack, ¿What do you think is better for your health?
Fruit 1 1 1 1 1 1 1 1 1 1 1 1 12 100
Potato chips, cookies 0 0
On your spare time, ¿What would you prefer?
Stay in Bed/watch tv 1 1 1 3 25
Go to exercise, play sports 1 1 1 1 1 1 1 1 1 9 75

12 E. M. Fuentes et al.



In addition, application data was obtained regarding the selection of food in the
game. The results showed a tendency to choose healthier foods as they use the
application, although at first they preferred the most harmful foods for health related to
good taste and lack of interest by physical activities (Table 3).

The application of the SUS showed results even better than expected, being an
Immersive virtual reality application characterized as very usable (88.33%) data was
collected and presented on the Table 4, which includes the Scores for every user, the
application of the SUS was made with the help and presence of the parent of every
child and confirmed that the application was very friendly with the user and generated a
good impact.

Table 3. Differences on the children choices before and after the Immersive virtual reality test
application

Question Before
(%)

After
(%)

Dif.
(%)

When you are hungry, ¿What do you think is healthier?
Plate of meat, salad, rice, sauce 8 83 75
Hot dog, French fries 92 17 −75
When you are thirsty, ¿What would you prefer?
Fruit juice/water 33 58 25
Cola, powder juice, ice tea 67 42 -25
When you will get a snack, ¿What do you think is better for
your health?
Fruit 25 100 75
Potato chips, cookies 75 0 −75
On your spare time, ¿What would you prefer?
Stay in Bed/watch tv 42 25 −17
Go to exercise, play sports 58 75 17

Table 4. Scores obtained by the SUS application and the estimated SUS.

Question Sc1 2 3 4 5 6 7 8 9 10 11 12 Mean Operation

1. I think I would like to use this
system frequently

5 4 3 4 5 3 3 5 4 4 4 3 3,92 2,92

2. I find this system
Unnecessarily complex

1 2 1 2 1 1 2 2 1 2 1 2 1,5 3,5

3. I think the system is easy to
use

5 5 4 5 4 5 4 5 4 4 4 5 4,5 3,5

4. I think you would need
technical support to make use of
the system

1 1 1 1 1 1 1 1 1 1 1 1 1 4

(continued)
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4 Conclusions

Due to globalization, trends on food intake are going favorably to the consumption of
hyper caloric diets. The current food trend is to consume fast food foods harmful to
health, so it is important to develop technological tools that promote healthy eating.
The immersive virtual reality application developed helps instruct children in the
consequences of poor nutrition, promoting changing food tastes in a fun way. The
results obtained through the application and the questionnaire indicate a positive
influence on food preference.
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Abstract. We introduce Time Expansion Coefficient (that is, a), which refers
to the ratio of the actual time to the VR image time, in this paper. VR film
designers adjust time expansion coefficient according to different narrative types
in VR films to optimize users’ immersive perception. We evaluated five types of
narrative which include linear narrative with fixed shot, linear narrative with
moving shot, circular narrative, multi-view narrative and interactive narrative.
The results show that circular narrative and multi-view narrative are most
affected by the time expansion coefficient. Interactive narrative and multi-view
narrative are almost equally affected while linear narrative is less affected. In
addition, when time expansion coefficient is greater than 1 (that is, a > 1),
immersion in all five narrative types we refer to is improved.

Keywords: Immersion � VR film � Immersive narrative strategy � VR time
expansion coefficient

1 Introduction

The film “Top Player” directed by Spielberg vividly explains the picture of human
survival in the VR world. The digital waves have brought the digital revolution from
our real-world activities to the virtual world. The vision of VR has been to create
worlds that look, sound, act, and feel real [14]. Since Facebook bought Oculus for 2
billion dollars in 2014, virtual reality (VR) has been on the centre-stage of commercial
applications and research because of its promise to provide a highly immersive audio-
visual experience. Much of the excitement centred on immersive VR—complex
technologies that replaced real-world sensory information with synthetic stimuli such
as 3D visual imagery, spatialized sound, and force or tactile feedback [10]. While
researchers have long focused on the potential of VR technology for emotion feedback
[11], embodied interaction [12, 13] and applications, they have only limited knowledge
about what facilitates these immersive VR experiences, and specifically how time as an
element contributes to the immersive experience in VR films. People’s feeling about
time in the virtual world is certainly different from that in the real world. The emer-
gence of VR technology has accelerated the pace of development of this situation.
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For storytelling, the potential of narrative in VR films which mainly focuses on
interactive narrative also provides a creative way for users. Many researchers believe that
interactive traits open the closed link of narrative text and realize the interaction between
user and narrative. In contrast, theoretical research combining immersion with narrative
techniques is relatively rare. Ryan, Marie-Laure [2] believed that it is possible to generate
plots in a virtual reality digital environment dynamically, and it is necessary to achieve a
balance between immersion and interaction, i.e., Immersive-Interactive Narrative. The
increase in interactive dimension will undoubtedly weaken the immersive dimension and
vice versa. The exact perfect combination of immersion and interactivity will be the
ultimate goal of virtual reality narrative, which Ryan, Marie-Laure likens to “Total Art.”

Thus, in such background,we still lack a complete scientific understanding of how the
degree of immersive experience changes by time in VR in different narratives. In this
paper, we will use VR films as the studying object, and try to introduce the concept of
TimeExpansionCoefficient to quantify the relationship betweenVR time and actual time.
We have deduced a VR immersive model by combining the traditional narrative theory
with time expansion in VR films, and by adjusting time expansion coefficient for different
narrative styles, VR film designers could strengthen the user’s immersive perception.

Studies suggest that, when we are drawn into narrative time so entirely that we lose
track of presentation time, we are immersed [3]. The emergence of VR technology has
accelerated the pace of development of this situation. The longer the user stays in the
VR image space, the more the boundary between the actual time (b) and the VR image
time (h) will be blurred, and as a result, the user will use the VR image time as a
criterion to measure the narrative time. The author named the ratio of VR time to actual
time as the time expansion coefficient (a), i.e., a = b/h.

In this paper, we present a series of experiments to explore the time expansion
coefficient as a direct factor influencing the degree of immersive experiences in VR
films with various narrative types. The goal is to use time expansion coefficient to
clarify the relationship between immersion and narrative types and also propose a more
effective way for VR image designers to create rather than just rely on picture-perfect
computing to improve immersion as before. The contribution of our work is as follows:

• Concept, design and implementation of the time expansion coefficient (a) for
immersion in VR films;

• Discovery that interactivity and immersion in VR films are antagonistic;
• Three sorts of time expansion coefficient (a) strategies for VR films with five

different narrative types.

2 Related Work

The work presented in this paper explores how time expansion coefficient improves
users’ immersion perception in VR films with different narrative styles. Here we
summarize some most directly related works in the area of VR films, clarify the concept
of immersion in VR narrative modes by distinguishing immersion degree in different
kinds of media, and lay the foundation for the experiments of time expansion coeffi-
cient applied in different narrative styles.
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2.1 Immersion

As Janet Murray states, “We seed the same feeling from a psychologically immersive
experience that we do from a plunge in the ocean or swimming pool: the sensation of
being surrounded by a completely other reality, as different as water is from air, that
takes over all of our attention, our whole perceptual apparatus.” [5] When the activity is
challenging enough to indulge people in their perception, they will forget elapsed time
and miss themselves in a virtual world, then immersion is triggered. Immersion,
therefore, is something more than sensory experience for us human beings. It is a
process of suspending consciousness of the real world and then entering a narrative
world intentionally [6].

VR images have great potential for immersion because its time and space dimen-
sions can go far beyond the real world. The world in VR images is not a fixed and
limited space, but an infinitely interconnected macrocosm. For humans, immersion is
accompanied by their way of existence because the real world itself is immersive. This
immersive perception entirely depends on nature. However, the VR image space
contains not only the immersive perception of the real world but also that created by the
computer.

This phenomenon is explained in narratology by the concept of minimal departure.
It refers that a completely fictional story-world is comprehensible to readers because it
resembles or derived from the real world they live, from which they could find clues to
fill in gaps [6]. So the goal of immersion in VR is to let users experience a virtual
environment (VE) as if they were truly there.

The virtual reality environment gives users an immersive narrative because the
users’ perceptions are all immersed and surrounded by computer-controlled media. The
emergence of VR technology enables users to wear an immersive helmet display with
head position tracking to view the three-dimensional content constructed by virtual
reality, and the user can rotate the head arbitrarily in a virtual environment and move
around a small area to change the viewing position.

During the viewing process, users may be sitting in a fixed position or randomly
moving through the virtual scene by preference, and change their viewing angle and
position arbitrarily. Users can see their limbs in the virtual environment and use limbs
to interact with the virtual world. While head-mounted displays are still popularly used,
now there are also walls such as the ALIVE space at the MIT Media Lab1 and entire
rooms with projected imagery responsive to users [3], where visual tracking of body
parts and position is achieved through sophisticated real-time computer vision systems
instead of data gloves [7].

The key to defining virtual reality in terms of human experience rather than
technological hardware is the concept of presence. Presence can be thought as one’s
experience in a physical environment; it refers not to the existence in the physical
world, but to the perception of surroundings as mediated by both automatic and con-
trolled mental processes [8].

As a psychological element of perceptual existence, immersion in virtual reality
images becomes a breakthrough point different from other media. In addition to giving
users an immersive visual sense of space, immersion has also changed the concept of
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time. Besides the actual time, sometimes also called the presentation time, in the external
narrative experience, there is another kind of time in inner narrative experience [3].

Narrative time plays a crucial and decisive role in narrative strategy. In traditional
literary media, readers can be immersive in stories, which will lead to inconsistency
between time in stories and reality. Later, the narrative mode of traditional images has
improved immersion greatly when compared with traditional paper media. The non-
identity between time in images and reality is more apparent than that between time in
stories and reality. Recently, the immersion brought by virtual reality technology has
become more and more perfect. So the non-identity between time in VR images and
reality is much more apparent than that between time in images and reality.

2.2 The Relationship Between Narrative and Immersive

For immersive narrative, VR is a newly emerging form that combines real-world, fic-
tional and non-fictional elements with computer-generated elements to present an
immersive experience. Seeing the stereoscopic graphics popping out of the screen,
picking up a virtual object with a real hand, and moving heads to change viewing angle
in the virtual world all give users a unique experience [10]. Immersion is brought by the
complete wrapping of the scene constructed by the virtual reality. Users’ sense of vision,
hearing, touch, and even taste and smell are all controlled by fictional contents, thereby
achieving the purpose of being isolated from the real environment. Immersive percep-
tion in VR images presents more possibilities than traditional media, as shown in Fig. 1.

In the early days of VR, a head-mounted display provided users with a cartoon-like
world to wrap around them visually. Accompanying sound provided by computer
added a 3D sound-scape to the experience and data gloves connected computer with
user’s hand-eye coordination, allowing them to virtually grasp and manipulate objects
in the virtual environment [3].

Some studies have suggested that the narrative has a considerable impact on users’
immersive degree in VR images. Reliability degree is estimated with the help of internal
consistency index (Cronbach’s alpha) [4], and the alpha value is evaluated in a reliable
criterion above 0.6. Table 1 presents the reliability coefficient estimated by each factor’s
low scale. Reliability index at satisfactory level ranges from 0.786 to 0.916.

Fig. 1. Comparison of the narrative elements between VR narrative and traditional narrative
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2.3 Narratives in VR Films

Studying the development of narrative theories in cinematic, theatrical and literary
research, one predictably finds that different forms of narrative theories have drawn
upon each other to reach specific goals [9]. It is challenging to summarize all of VR
narrative theories because the narrative characteristics of VR images are much more than
that in traditional novels, dramas, and movies, including features such as time, space,
performance, interaction and so on. Table 2 below shows the comparison of different
media on narrative, interactivity, presence, and contingency on time and space.

Historical research on VR mainly focuses on its interactive narrative because
human-computer interaction can expand the possibility of narrative from multiple
dimensions. In contrast, the study of immersive narrative strategies is rare. The devel-
opment of narrative methods in different media often reflects the continual improvement
of immersion. The development from radio to film only completes the progression from
sound to image, while the development from film to virtual reality image is a leap from a
single sense to multiple senses, which brings users much deeper immersion.

Linear Narrative. The earliest definition of linear narrative can be traced back to
Aristotle’s “Poetics”. Linear narrative is a classic narrative mode, which pays attention
to the integrity of the story, the unity of time and space, the causality of the plot, and
the narrative and is easily understood.

Linear narrative is the most common strategy in VR images of the old days. It can
be completed without interaction mechanism. For example, in a VR movie about a

Table 1. Presentation of the reliability coefficient estimated by each factor’s low scale

Factors VR with narration video VR without narration video

Security concern perception 0.916 0.897
Ability 0.862 0.847
Benevolence 0.874 0.856
Integrity 0.807 0.786
Trust 0.889 0.891
Risk accepting 0.837 0.823

Table 2. Comparison of different media

Cinema Music Literature VR

Narrative Visual Audibility Mental Visual
Interactivity No No No Yes
Presence Not

physical
Not
physical

Not
physical

Not physical but
immersive

Contingency on time
and space

Occasional Occasional Occasional Common

Narrative Visual Audibility Mental Visual
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meteorite falling from outer space, the user will intervene the storyline in the per-
spective of the monster, the leading role of the movie. There is no clip from beginning
to ending.

In some sense, VR movies of this narrative mode are like a 360-degree surround
movie, which focuses more on narrative than interactivity. The first-person viewpoint
of VR gives users an imaginary correlation with characters in the story. However, due
to the absence of the third person’s spectator perspective, users will quickly lose the
subject, and the story will move into wrong plots.

Circular Narrative. The circular narrative generally used in traditional movies mainly
refers to the film or film segment in which some plots and paragraphs have neither clear
beginnings nor explicit endings, complement each other as the story extends, and
express a continuous narrative structure.

When the VR film is in the structure of the circular narrative, due to its control of
three-dimensional engine and program, the ring structure like the game level can be
achieved in the movie. The user can choose to trigger the organ and enter an updated
storyline when the film needs to be progressed.

This narrative style of ring structure is quite common in various games. In this kind
of game, players need to complete tasks one by one and may return to the previous
game node when failing a task. The VR film draws on the pattern of this ring structure,
which breaks the boundary of the passive view of traditional film viewers and gives
users rights to select and control the plot. However, if VR movie imitates the game type
too much and never simplifies plots or paragraphs when designing, users may abandon
the movie because of obstacles they meet or tiredness for looking for an updated story
node. So this structure needs to be arranged ingeniously during the design process. For
example, Fire Escape tells a story of the escape of families in the whole building when
a fire broke out suddenly. In the plot arrangement, the user can view each family from a
third-person omniscient perspective through the glass of the building. In the entire
narrative from catching fire to the final escape, each family’s story is independent.
Every story, meanwhile, is connected with each other as a small part of the whole story.
Therefore, in the ring structure narrative, designers need not only consider the nodes of
the story turn, but more importantly, leave the viewer more space to explore. But
remember it must not be too complicated.

Multi-perspective Narrative. One of the major challenges of virtual reality movies is
the visual guide for audiences. It needs to help audiences focus on the main things in
VR images and guide them to follow the development of the story. The balance
between the sense of story and substitution requires a combination of the third per-
spective and the first perspective.

Johnnie Ross, the director of the Oculus studio, has come up with a variety of
perspective cross-narrative solutions that can help guide users. As shown in Fig. 2, he
divides the surrounding environment into multiple parts: a perspective containing the
main plot, multiple perspectives containing second plots, and an interactive perspective
for users to interact. As the user tries to explore the surrounding environment and move
from the primary perspective across the boundary line to the second perspective, the
scenes and characters within the primary perspective will enter a pause. At this time,
the user can freely explore the secondary scene for environmental exploration and
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observation; when the viewer enters the interactive perspective, interactive contents can
selectively influence contents in other perspectives; and only when the viewer go back
to the primary perspective, things in the main scene will continue to move and the plot
will continue to develop.

3 Design

Immersion is the experience through which a fictional world acquires the presence of
an autonomous language-independent reality populated with live human beings.

– Mary Laure-Ryan, Narrative as Virtual Reality
In the Parameters Design part, we will introduce the relevant parameters before the

experiment, and define the three variables – VR expansion coefficient, immersion level
and narrative type. In Experiment Design part, we used two methods to test how time
expansion coefficient influences the immersion level in different narrative types. One is
called intervention study and the other is carried out with the help of Immersion
Experience Questionnaire (IEQ) [10].

3.1 Parameters Design

VR Time Expansion Coefficient. We refer to the ratio of the actual time (that is, b) to
the VR image time (that is, h) as the time expansion coefficient (that is, a, a = b/h).
When a = 1, the VR image time is equal to the actual time; When a > 1, the actual
time is greater than the VR image time; when a < 1, the actual time is less than the VR
image time; the change of the time expansion coefficient will inevitably lead to the
change in the degree of immersion perception, and further influence the choice of
narrative strategy.

Fig. 2. Variety of perspective
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Immersion Level. In this study, we get inspiration from the Flow theory, which was
first proposed by American psychologist Csikszentmihalyi in 1975. It mainly explains
how people filter out all unrelated sensations, achieve a high concentration of attention
and then go into an immersive state. Therefore, in order to test whether someone is in a
state of immersion, we only need to examine whether he or she is indeed in the process
of watching VR movies and measure his or her ability to filter out irrelevant external
information. During the experiment, we will interfere with the tester through some
external ringtones during the unit test time. Specifically, we averaged five interruptions
per test unit.

The fewer ringtones the tester hear, the stronger he or she feels immersive, and vice
versa. The smaller the number of interferences we obtained, the stronger the immersion
is (that is 0 = week, 5 = strong), and vice versa.

Narrative Strategy. Our research aims to help VR designers choose different VR time
expansion coefficients to optimize users’ immersion in VR movies with different
narrative styles. Therefore, during the experiment, we first include three immersive
narrative strategies based on related work. There are linear narrative, circular narrative
and multi-view narrative. Second, in the linear narrative type, we further divide it into
two types, moving shot and fixed shot, to analyze the effect of lens motion on
immersion. Finally, we compare the results drawn from our experiments with previous
results concerning interactive narratives to analyze the relationship between interactive
narrative strategies and immersive narrative strategies.

3.2 Experiment Design 1

This experiment yielded an intervention study through external disturbances.

Time Expansion Coefficient. The experiment was conducted in a controlled labora-
tory environment, with the device of the HTC Vive Pro model. The test time for each
tester is 120 s; that is, the real-world time (b) is 120 s. Such a short time is to avoid the
discomfort caused by prolonged testing, which may lead to misjudgment of immersion.
What’s more, as shown in Table 3, the deviation between the value of a and one
shouldn’t be too large. Otherwise, testers’ rational judgment will be too obvious to give
an objective judgement of the immersion level, which may lead to wrong experiment
results. In this experiment, we set the values of h to 105 s, 120 s, and 135 s, i.e., time
expansion coefficient (a) greater than one, equal to one and less than one respectively.
The experiment was conducted in an area of 2 m multiplied by 2 m to avoid signal
instability caused by excessive area. Before the test began, we asked each tester to
stand at the same designated test point. The initial angle of each lens in the VR glasses
was set at 55°, which was in line with the domain of human eye and users were asked
to adjust it for the most comfortable angle of view (Table 4).
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Stimulus and Test Films. Test films are divided into four types, namely linear nar-
ratives, circular narratives, multi-view narratives, and interactive narratives. Among
them, the linear narrative is divided into two types according to the motion and non-
motion of the picture lens. So there was a total of five test films in our experiment.

As shown in Table 5, five films were set to three time expansion coefficients during
the test. Therefore, each tester needed watching 15 films in total. In the process of the
test, we used five weak ringtones as external disturbances and stimuli randomly in 120 s.

After the test, we recorded the number of rings heard by each tester. It was used to
measure their immersion level.

Participants. We recruited 12 participants (7 male, 5 female) with an average age of
26.93 (SD = 4.74). All the participants have watched VR films before: Six reported
watching a few times (less than 5) a year, and another six watching more than six times
a year on average. All participants professed to have a keen interest in VR films
(SD = 1.88). Five of the participants have even played VR games before.

Table 3. Time trend chart of discomfort in VR movie watching

Age Neck pain of time Dizzy of time

Under the age of 20 10 min 9 min
20 to 30 years old 8 min 7 min
30 to 40 years old 7 min 5 min
40 to 50 years old 4 min 3 min
More than 60 3 min 2 min

Table 4. Experimental data settings

Parameters a < 1 a = 1 a > 1

H (VR time) 105 s 120 s 135 s
a (VR time expansion coefficient) 1.142 1 0.888
b (Actual time) 120 s 120 s 120 s

Table 5. Experimental VR movies

Narrative strategy The Name of Test VR

Multi-perspective narrative Waves of Grace
Circular narrative Fire Escape
Linear narrative Moving shot Help

Fixed shot Alien Invasion
Interactive narrative Raising a Rukus
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Procedure. After briefly informed the procedure, participants were asked to bring a
VR device at the designated location to begin testing. During the testing process, the
testers were sorted in a cross-over manner to prevent the same tester from continuously
testing 15 films. The total time for each participant was approximately 60 min. After
30 s from the start of the test, we started interfering the tester with an average of 5
external disturbances. When the test was over, they were asked to immediately report
the number of ringtones they heard to the experimenter.

Results. We analyze the experimental results through three dimensions: the effect of
time expansion coefficient on linear narrative strategy, the effect of time expansion
coefficient on immersion in VR movies with five different narrative types and the
relationship between interactivity and immersion.

The Results of Linear Narrative Strategy Test. The quantitative experiment data for
liner narrative is shown in Table 6. For VR linear narratives, moving shot is more
immersive than fixed shot. Immersion in fixed shot when the time expansion coefficient
is greater than 1(that is, a > 1) is the best.

Table 6. Linear narrative strategy test results

Linear
narrative

Time
expansion
coefficient

Number of interference Number of
interference
(AVG)

No. 1 No. 2 No. 3 No. 4 No. 5 No.6 No. 7 No. 8 No. 9 No. 10 No. 11 No. 12

Moving
shot

a = 0.888 5 4 2 3 4 4 3 5 4 2 4 4 3.667

a = 1 1 3 3 4 3 3 4 3 3 3 1 3 2.833

a = 1.142 2 2 2 4 3 3 2 3 4 3 2 2 2.667

Fixed
shot

a = 0.888 1 3 2 4 3 3 1 4 3 3 2 3 2.667

a = 1 2 2 2 4 3 4 2 4 2 3 2 4 2.833

a = 1.142 0 3 1 3 3 2 1 3 0 2 3 3 2
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Fig. 3. Comparison of moving shot and fixed shot
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As can be seen in Fig. 3, the average number of interferences of the moving shot
decreases as time expansion coefficient increases. Moreover, the average number of
interferences of the fixed shot is the largest when the time expansion coefficient is equal
to 1 (that is, a = 1).

Influence of Time Expansion Coefficient. To what extent the five films are affected by
the time expansion coefficient varies. As shown in Fig. 4, circular narrative and multi-
view narrative are the two styles affected most by time expansion coefficient. The
effects of time expansion coefficients on interactive narratives and multi-view narra-
tives are roughly the same. Linear narratives are least affected by the coefficient of time
expansion. In addition, when the time expansion coefficient is greater than1(that is,
a > 1), the number of interferences of all the five films shows a downward trend, which
means the immersion is improved.

Interactivity and Immersion Comparison. The richer the interactivity and lens lan-
guage, the weaker the immersion. As shown in Table 7, as the interactivity in all the
five films increases, the number of interferences increases, which means immersion is
weakened. The two films with linear narrative have little to do with interaction, among
which interference in fixed shot is significantly lower than that in moving shot.

Fig. 4. Rate of influence of time expansion coefficient

Table 7. Comparison of interactivity and immersion

Type The name of test
VR

The total number of
interference

Degree of
interactivity

Linear
narrative

Fixed shot Alien Invasion 80 None
Moving
shot

Help 110 None

Multi-perspective
narrative

Waves of Grace 114 Weak

Circular narrative Fire Escape 134 Medium
Interactive narrative Raising a Rukus 136 Strong
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3.3 Experiment Design 2

This experiment yielded a quantitative comparison of subjective immersion ratings
through a questionnaire, a qualitative method.

Experiment 2 shared the same parameters, participants and test films with Exper-
iment1. We just replaced the number of interferences with the scores in immersion
questionnaires to measure users’ immersion level in this experiment.

We conducted our experiment with the help of a validated questionnaire, Immer-
sion Experience Questionnaire (IEQ) [10]. It was created based on Brown and Cairns
(2004)’s conceptualization and aimed at providing a general measure of immersive
experience in VR games.

The IEQ consists of 32 questions. We ruled out 11 questions concerning player
behaviour and used the other 21 questions in our research. Participants were asked to
answer this questionnaire using the 5-point Likert scale (ranging from 1 (Strongly
Disagree) to 5 (Strongly Agree)) to describe their feelings in films [1]. The immersion
level is measured by the mean score of the 21 questions in this questionnaire.

Results. The mean score of all the 12 participants for the immersion level of the linear
narrative is shown in Fig. 5. We can see scores of fixed shot are all higher than those of
moving shot. When the time expansion coefficient is greater than 1(that is, a > 1), the
immersion score of both the two types is the highest. The result is the same as that in
Experiment 1. Also, Fig. 6 shows that immersion scores increase as the time expansion
coefficient increases, the same as what Fig. 4 shows.

Fig. 5. Comparison of moving shot and fixed shot
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The results of the two experiments verify each other and clarify how time
expansion coefficient affects immersion in VR movies with different narrative types.

4 Conclusion

This paper presented a study on how time expansion coefficient influences the
immersion of VR user at different narrative strategy. Our work involved four narrative
strategies, including linear, multi-perspective, circular and interactive. We further
divided the linear narrative strategy into two types according to different kinds of shots.
The experimental results imply that 1) adjusting time expansion coefficient can improve
immersion efficiency. 2) Interactivity and immersion are inversely proportional. 3) The
higher the coefficient of time expansion is, the stronger the immersion is. These
findings can provide VR movie designers and researchers with a reference for
understanding the relationship between VR time and actual time, so as to help them
adjust VR contents for different narrative strategies.

This research only focused on the effect of time expansion coefficient on immersion
in a small scale (a = 0.888–1.142), and only tested on four narrative types. In fact, it is
only a small part as there are various kinds of VR movies. Future research can extend to
more types of narrative techniques, even to those combined with audiovisual languages
in different narrative techniques. In addition to studying the ontology of the narrative
strategy, further expanding the test range of time expansion coefficient can help VR
creators select an appropriate narrative strategy more accurately and more efficiently. In
future studies, we will continue to explore the relationship between time expansion
coefficient, user immersion and narrative strategy.

Fig. 6. Rate of influence of time expansion coefficient

28 Z. Guo et al.



References

1. Swarajya, G., Reddy, H.: Empirical Investigation on Measurement of Game Immersion
using Real World Dissociation Factor (2016)

2. Ryan, M.-L.: Narrative as Virtual Reality 2: Immersion and Interactivity in Literature and
Electronic Media. Johns Hopkins University Press, Baltimore (2015)

3. Brooks, K.: There is Nothing Virtual About Immersion: Narrative Immersion for VR and
Other Interfaces. Motorola Labs/Human Interface Labs

4. Liang, H., Chang, J.: Puppet Narrator: utilizing motion sensing technology in storytelling for
young children. In: Ismail Khalid Kazmi - International Conference on Games & Virtual
Worlds for Serious Applications (2015)

5. Murray, J.H.: Hamlet on the Holodeck - The Future of Narrative in Cyberspace. The Free
Press, New York (1997)

6. Herman, D., Manfred, J., Marie-Laure, R.: Routledge Encyclopedia of Narrative Theory.
Routledge, Abingdon (2007)

7. Sparacino, F.: INTER_FACE Body Boundaries, issue editor: Emanuele Quinz, Anomalie n.
2, Paris, France, Anomos (2001)

8. Steuer, J.: Defining virtual reality: dimensions determining telepresence. J. Commun. 42(4)
(Autumn), 73–93 (1992)

9. Aylett, R., Louchart, S.: Towards a narrative theory of virtual reality. Virtual Reality 7, 2–9
(2003)

10. Bowman, D.A., McMahan, R.P.: Virginia Tech. Virtual Reality: How Much Immersion Is
Enough?. Published by the IEEE Computer Society (2007)

11. Lin, J.-H.T.: Fear in virtual reality (VR): fear elements, coping reactions, immediate and
next-day fright responses toward a survival horror zombie virtual reality game. Comput.
Hum. Behav. 72 (2017), 350–361 (2017)

12. Begault, D.R., Trejo, L.J.: 3-D sound for virtual reality and multimedia (2000)
13. Rogers, K., Ribeiro, G., Wehbe, R.R., Weber, M., Nacke, L.E.: Vanishing importance:

studying immersive effects of game audio perception on player experiences. In: Virtual
Reality CHI 2018, 21–26 April 2018, Montreal, QC, Canada (2018). ©2018 Copyright is
held by the owner/author(s). Publication rights licensed to ACM

14. Sutherland, I.E.: The ultimate display. Multimedia: From Wagner to virtual reality (1965)

How to Improve the Immersiveness in VR 29



Enabling Interaction with Arbitrary 2D
Applications in Virtual Environments

Adrian H. Hoppe1(B), Florian van de Camp2, and Rainer Stiefelhagen1

1 Karlsruhe Institute of Technology (KIT), Karlsruhe, Germany
{adrian.hoppe,rainer.stiefelhagen}@kit.edu

2 Fraunhofer IOSB, Fraunhofer Institute of Optronics, System Technologies
and Image Exploitation, Karlsruhe, Germany
florian.vandecamp@iosb.fraunhofer.de

Abstract. Virtual environments (VE) provide immersive experiences
that allow users to perceive and interact with three dimensional (3D)
content. Yet, the 3D applications are often tailored for specific tasks
and hardware setups such as a virtual or augmented reality (VR/AR)
head mounted display (HMD). This limits the range of available con-
tent, because not every standard application (e.g. web browser, calender,
office) that is available on a 2D desktop PC can be easily accessed using
VR or AR. As commonly used by other systems, we capture arbitrary 2D
windows from a desktop PC and display them as a 2D surface in the VE.
Furthermore, we provide different techniques that aim to allow easy and
fast interaction with the 2D applications in VR. For example, the work
bench tool allows to copy and paste subsections of a 2D window. The
copied sections are fully interactable and can be moved around and scaled
to provide easy access to small menus. With the macro tool, users can
create shortcuts to frequently used functions that are executed by cur-
sor presses or hotkeys. The provided tools yield new ways of interacting
with 2D interfaces. By allowing the user to easily interact with already
available 2D applications, the productivity of VEs increases strongly.

Keywords: Virtual reality · 2D application · Screen capture ·
Interaction

1 Introduction

VR and AR allow users to experience information in immersive VEs. The tech-
nologies with their stereoscopic rendering are especially suitable for viewing
spatial data. VR and AR find use in the areas of data visualization, model-
ing, designing and planning, training and education, telepresence, cooperative
working, and entertainment [4,15].

VR and AR HMDs require specially designed applications that utilize stereo-
scopic rendering and often use gesture- or wand-based interaction. Yet, not all
applications benefit from the advantages of a 3D representation and, on the con-
trary, are well suited for 2D visualization and interaction, e.g. a web browser
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or spreadsheet application. However, a user might want to explore 3D data and
then quickly browse the internet for information or check her/his calendar. In
order not to force the user to constantly switch between her/his 2D work space
and the 3D VE by putting on and taking off the HMD, the 2D applications
need to be accessible within VR/AR. Current PC-powered VR headsets allow
the user to access the desktop as a 2D window and interact with it using a
ray-casting interaction [7]. But, those approaches do not fully explore the possi-
bilities of improving the visualization of and the interaction with 2D windows.
The methods presented below focus on these two aspects and aim to provide
an efficient and easy-to-use way to integrate existing 2D applications into VEs.
They target to extend the functional range and increase the usability of VR and
AR environments.

2 Related Work

In order to display a 2D application inside a VE without reimplementing the soft-
ware for 3D, a screen capturing method can be used. The application is filmed,
converted to a texture and then displayed on top of an object, e.g. a (curved)
plane or flattened cube, inside the VE. GDI [17] is an application programming
interface, which captures the desktop or even single windows, and is used for
example by the Open Broadcaster Software (OBS) [13]. Other systems include
the Desktop Duplication API [16] or WindowsGraphicsCapture [19]. Current
VR implementations provide the user with a way to interact with their whole
desktop or separate windows while using their PC-powered VR HMD. Exam-
ples are SteamVR [24], Oculus Dash [9], Windows Mixed Reality home [18],
Bigscreen [6], uDesktopDuplication [10], and Virtual Desktop [26].

Angus and Sowizral [3] map a 2D application to a hand-held tablet. By
using a stylus or the user’s virtual finger, touch events are send to the appli-
cation. WebVR [5] is a virtual web browser that extracts the image of a web
browser and displays it inside the VE. Barsoum and Kuester display more than
one browser window so that the user can use several virtual screens at the same
time. Regenbrecht et al. [21] create an AR environment that displays virtual win-
dows within the real world. They track different fiducial markers in the physical
environment to position and align the virtual windows. Users can move the
markers to setup their work space. The PC’s mouse can be picked up to serve
as a 3D ray-casting device. Toyama et al. [23] integrate web browser windows
into a larger VE. Different browser windows can be placed side by side to allow
parallel tasks, or at different places to allow content-based grouping. They found
that users rely on environmental landmarks to facilitate placement and retrieval
of windows. They also use a ray-casting technique to interact with the browser
window.

Even-though the majority of the presented work uses a ray-casting tech-
nique to interact with a 2D virtual window, this might not be the ideal solu-
tion. The 3D interaction reduces the performance of traditional interaction tech-
niques [8]. Ray-casting techniques can be difficult to use on smaller surfaces or
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larger distances because of their sensible reaction to changes in the rotation of
the virtual laser pointer’s origin. Techniques that try to minimize this preci-
sion problem are for example a bending ray-cast that always selects the closest
interactable object [1,22,25]. However, when capturing an arbitrary application
the positions and extends of buttons and other menu items might be unknown.
Other approaches position virtual windows (e.g. as a tablet) relative to the user’s
body [2,11,14,20,27] or use the available keyboard and mouse [5,12,21] to utilize
smaller distances or proprioception to increase precision.

3 Tools for Interaction with 2D Applications

Current approaches, such as ray-casting or hand-held windows, often do not
change the visual appearance of the 2D window, but only apply position, rota-
tion, or scale transformations. Our approach extends the state of the art by
exploring different techniques for visualizing and interacting with 2D windows
inside a VE.

As a first step, we implemented a screen capturing feature using GDI. This
allows us to display any 2D window or the whole screen of the operating system
inside a VR application. The window is captured as a texture and mapped to a
mesh, e.g. a plane or a cube. Since GDI does not capture the cursor, a cursor
image is rendered at the respective location inside the texture. We then added a
ray-casting interaction that is based on the texture coordinates of the mesh. The
texture coordinates are transformed into application space coordinates by a sim-
ple linear interpolation between the window’s corners. Based on the interactive
virtual windows we implemented the following mechanisms.

3.1 Duplicated Windows

Users might quickly switch between a distant and a close-up (hand-held or float-
ing in-air) interaction with a movable virtual window. However, users need to
move and scale the windows or use a snapping mechanism in order to combine
the benefits of having an overview over a large window, and a precise interaction
with a hand-held window. Since virtual windows can be duplicated at will, this
method can be used for a parallel display of a close-up and distant version of the
window. Users do not need to rearrange one window, but can work with different
copies of it (see Fig. 1). This can easily be achieved by displaying the texture of
the application on different meshes. Users can also interact with any copy of the
virtual window.

In addition to that, several copies of one window can be used to implement
multi-user interaction. A larger overview window can be used for group discus-
sions and each user can work with her/his own close-up copy of the window. To
prevent users from interfering with each other, a user can lock the interaction
for other users if required.
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Fig. 1. The user uses a copy of the captured window directly in front of her/him instead
of the window on the wall.

3.2 Work Bench Tool

Besides duplicating the whole window, users can also choose to duplicate only a
specific part. This allows the user to manipulate different sections of a window,
like the window’s toolbar or main content, individually. The various sub-windows
can be scaled up and brought into a comfortable position close to the body to
interact with them (see Fig. 2). This is especially useful to increase speed and
precision for frequently used features or small menus, or to extract and enlarge
specific information. Also this avoids the need of constantly changing the size
of a window, because some parts are large enough while other parts are too

Fig. 2. The user extracted the save, redo and undo buttons, the brush panel, and the
color panel from the original window to setup a customized work space.
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small to access easily. This mechanism yields a tool that allows a user to build a
work bench setup with the main content in the middle and all other important
features in an easily accessible location.

3.3 Macro Tool

Moreover, we included a way of automating often used actions that require
a mouse click/drag, keyboard button press, or sequences of scriptable inputs.
Users can create such scriptable actions, or macros, by programming a script,
or by recording the actions directly in VR. The macros are represented inside
the virtual world as a 3D widget (see Fig. 3). Once, the user presses the widget,
the macro is executed. The macro tool can also be used to transfer common
2D widgets into 3D widgets. A button or checkbox widget uses a simple macro
that simulates a mouse click at a specific location. A 2D slider or scroll bar can
be represented by a lever in 3D, where the start and end location of the lever
represent the start and end location of the slider in 2D. By moving the lever, a
mouse click is simulated at the respective linearly interpolated location so that
the 2D slider is set to the correct position. The macro tool allows an easy and
quick access to frequently used features and extends the interaction with the 2D
window into the 3D world.

Fig. 3. The user defined macros for often used features and is using a slider to change
the zoom of the application.

4 Conclusion and Future Work

It is unlikely that existing 2D applications will be redesigned for 3D environ-
ments. Nevertheless, access to standard programs is necessary to avoid frequent
changes between the real and virtual world. Using screen capturing, arbitrary
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2D applications can be displayed within the VE without reimplementation. The
tools presented in this paper extend the possibilities for interacting with virtual
windows to provide easy and quick access to small menus or frequently used
functions. Interaction with 2D applications will make VR and AR technology
more economically viable and increase user productivity by giving them quicker
access to valuable information.

For future work, it would be interesting to investigate whether automatic con-
tent or usage analysis can increase the usefulness of the implemented tools. The
work bench tool could benefit from an automatic subdivision and arrangement
of the sub-windows. Also, the macro tool could generate shortcuts for repeatedly
used actions.
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Abstract. This study examined qualities of dog that allowed individuals to
recognized virtual dog as a living dog. The contribution of shape and neck
angles was focused as preliminary characteristics. To investigate the impact of
change in the neck angles, two types of virtual dogs, one is dog-like and the
other wolf-like, were developed and projected on a monitor with four kinds of
neck angles (−45, 0, 45, and 90 degree). Twenty university students (female,
n = 10; age range 19–23) participated in the experiments. Participants were
asked following questions in random order: ‘do you think this is definitely dog?’
for virtual wolf-like dog, ‘do you think this is definitely wolf?’ for virtual dog-
like dog. Participants filled out the evaluation sheet using 5-point scale after
viewing each virtual dog. The experimental design was applied with the two
levels of virtual dogs (dog-like and wolf-like), the four levels of neck angles,
and 5 repetitions of each figure. As a result, it was found that the evaluation
scores for two virtual dogs were significantly different (p < 0.05) and the neck
angles were highly significant factor (p < 0.01). Also, the neck angle of 90
degree for virtual dog-like dog and the neck angle of 45 degree for virtual wolf-
like dog were recognized as a dog the best. Those findings suggest that the neck
angles would be one of the important factors to recognize a virtual dog to its
realness.

Keywords: Neck angles � Virtual dog � Realness

1 Introduction

Virtual and Mixed Reality are increasingly attracting attention and have important role
in real life. In Japan, Robot Assisted Activity/Therapy have recently been introduced
into hospitals and nursing home facilities for therapeutic and recreational purposes; i.e.,
rehabilitation and mental support and have become increasingly popular. However,
virtual animals’ design (i.e., dog and wolf), were not fully investigated for their
characteristics (i.e., ears, tail, size, color, and hair). It is well understood that there are
features that are common and different between dog and wolf [1]. Furthermore, we are
able to distinguish between dog and wolf based on observation of morphological and
anatomical features [1]. However, in the field of Virtual and Mixed Reality, the virtual
dogs seem to be very similar to wolves.
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While examining the similarities and differences between dogs and wolves, it is
important to further examine into our visual intelligence which is defined as the ability
to generate, store, retrieve, and transform visual images and sensations [2]. Hoffman [3]
suggested that, after watching the face of human or animal, we, humans, are able to
recognize who it is or what kind of animal it is; however, without function of visual
intelligence, the recognition of an object/person is unrecognizable. Thus, to avoid
misclassification, it is necessary to construct and validate key characteristics of animals
that will be useful in developing animals in the visual world. Hoffman and Singh [4]
suggested that many objects have component parts, and these parts often differ in their
visual salience. Furthermore, authors presented evidence that the salience of a part
depends on three factors: 1) its size relative to the whole object, 2) the degree to which
it protrudes, and 3) the strength of its boundaries and that these three factors influence
visual processes which determine the choice of figure and ground [3]. Given the
complexity of virtual system, the key characteristics of virtual dog to its realness are
unknown and warrant further examination.

Although there are many characteristics for dogs, in this study, the contribution of
shape and neck angles was focused as preliminary characteristics. We examined
whether the shape and neck angle contribute to virtual dog to its realness.

2 Method

The experiments were carried out in a shield room (W3.5 m � D2.6 m � H2.4 m).
The Institutional Review Boards (IRB) of Teikyo University of Science approved all
procedures and methods. All protocols for this study and consent procedures were also
approved by the IRB. The description of experimental procedure including participants
is described below.

2.1 Participants

Twenty university students (female, n = 10; age range 19–23), participated in the
experiments. All participants had normal visual acuity.

2.2 Virtual Dogs

Two types of virtual dogs were developed using the 3D CG software Blender and used
in this study: the virtual dog A is a 2D virtual dog depicted to be a dog with round body
and the dog B is depicted to be a wolf with sharp looking as shown in Figs. 1 and 2,
respectively. Each virtual dog was projected with four kinds of neck angles (−45, 0,
+45, and +90 degree) as shown in Fig. 3.

2.3 Experimental Procedure

For each trial, participant viewed a question (3 s) and a virtual dog (3 s) on the monitor
(40 V, 1,920 � 1,080 pixels), then filled out an evaluation sheet. The questions on the
monitor differed by the virtual dogs. For example, for virtual dog A (dog-like),
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participants were asked ‘do you think this is definitely wolf?’ and for virtual dog B
(wolf-like), participants were asked ‘do you think this is definitely dog?’ For each trial,
participant fill out the evaluation sheet using a 5-point scale (1: disagree 2: slightly
disagree 3: neutral 4: slightly agree 5: agree). In totally, each participant completed 40
trials (two types of virtual dogs, four kinds of neck angles, 5 repetitions of each figure).
The sequence of the trial (virtual dogs, neck angles) was random and controlled by
tablet PC (surface pro 7) outside of the shield room. Experimental procedure is depicted
in Fig. 4. In addition, participants’ personality was diagnosed using Yatabe-Guilford
personality test which participants can be classified into 5 types: 1) average type, 2)
black list type, 3) calm type, 4) director type, and 5) eccentric type.

2.4 Statistical Analysis

Two-factor repeated measure ANOVA was applied with two levels of virtual dogs
(dog-like and wolf-like), the four levels of neck angles, and 5 repetitions of each figure.
For each virtual dog, multiple comparison test (Steel-Dwass test) was applied to find
out the difference between the neck angles.

Fig. 1. Virtual dog A (dog-like). Fig. 2. Virtual dog B (wolf-like).

Fig. 3. Four kinds of neck angles for virtual dog B.
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3 Results

3.1 The Effect of Virtual Dogs A (Dog-like) and B (Wolf-like)

Participants’ response to virtual dogs A and B are shown in Figs. 5 and 6, respectively.
Two type of virtual dogs were found to be significant factor (p < 0.05) on the evalu-
ation scores. Also, the neck angles were found to be significant factors (p < 0.01) on
the evaluation scores.

3.2 The Effect of Neck Angles on Virtual Dogs A and B

For virtual dog A (dog-like), the neck angle of 90 degree was found to be recognized as
a dog the best and the neck angle of −45 degree was recognized as a dog the least as
shown in Fig. 5. They were found to be statistically significantly different (p < 0.01).
For virtual dog B (wolf-like), the neck angle of 45 degree was found to be recognized
as a dog the best and the neck angle of −45 degree was recognized as a dog the least as
shown in Fig. 6. They were found to be statistically significantly different (p < 0.01).

3.3 Participants’ Personality and Gender

As a result of Y-G test, participants were classified into 5 groups: 4 participants for
average type, 2 for black list, 6 for calm type, 2 for director type, 5 for eccentric type,

Fig. 4. Experimental procedure for each participant.
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and 1 for entry mistakes. Their personality was not found to be significant factor for the
evaluation scores. Also, participants’ gender difference was not found to be significant.

4 Discussion

Under the limited conditions, the following conclusion can be made:

1. We observed statistically significant difference between virtual dogs A and B
(p < 0.05). This is due to the fact that the question for virtual dog A was different
from the question for virtual dog B. For virtual dog A (dog-like), the question was
about wolf. For virtual dog B (wolf-like), the question was about dog. However, the
neck angles were found to be highly significant factor (p < 0.01) on the evaluation

Fig. 5. Results of participants’ evaluation scores for virtual dog A (N = 20).

Fig. 6. Results of participants’ evaluation scores for virtual dog B (N = 20).
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scores and the neck angles of 45 degree and 90 degree were recommended to
recognize virtual dog as a living dog for both virtual dogs. The most interesting
finding from this study is that participants were able to recognize virtual dogs as
living dogs despite the shape of dog-like or wolf-like.

2. Participants’ personality and gender were not found to be significant factors for
evaluation scores. In other words, personality and gender do not seem to be any
effect on recognizing virtual dog as a living dog.

In conclusion, those findings suggest that the neck angles would be one of the
important factors to recognize a virtual dog to its realness. However, continuous
research is necessary and further considerations are needed for other factors of dog
characteristics.
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Abstract. Tangible Augmented Reality (TAR) has been explored for creating
design representation for usability testing of industrial products. Currently, the
process of authoring complex interactions for TAR entails scripting or low-level
programming. A review of existing AR authoring tools showed that visual
programming and authoring in the augmented view can potentially improve the
efficiency of authoring interactions for TAR. This paper presents a review of the
abilities and features provided by current AR authoring tools in order to identify
requirements and opportunities necessary for non-programmers to author
interactions for TAR.
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1 Introduction

Tangible augmented reality (TAR) is an augmented reality (AR) related technology
where virtual components are registered to physical components and virtual compo-
nents can be manipulated by interacting with physical components in the real world [4,
5]. In the context of creating design representations for usability testing, a TAR design
representation can be extremely valuable since these representations not only com-
municate product aesthetic and scale but also tangible interactions with the product.
These capabilities of TAR design representations allow for an accurate communication
of how the product functions and feels [6, 12]. Figure 1 shows the TAR design rep-
resentation of a space heater where users interact with the physical representation of the
heater and the results of the interaction are seen in the digital model of the heater
through the iPad [10]. TAR design representations can be extremely useful in the early
stages of the product development process where designers can test a greater number of
product concepts and get more accurate feedback from users more efficiently.

Even though TAR provides benefits in representing designs in the product devel-
opment process, developing TAR representations is extremely challenging and time
consuming. As discussed by Jain, the development of a TAR representation entails
creating 2D and 3D assets of product visuals, fabricating a physical representation of
the product, and developing interactions between the physical and digital elements of
an experience [10]. It can be assumed that designers are proficient with 2D and 3D
asset creation, however, developing the response, in a virtual component, when a user
manipulates a physical component is a challenging task with current existing tools and
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technologies. A literature review of existing authoring tools for augmented reality
(AR) applications showed that currently the most efficient way to author tangible
interactions for AR applications is through scripting. However, visual programming
can be a more efficient way of authoring tangible interactions for non-programmers.
This paper presents a review of the abilities and features provided by current AR
authoring tools in order to identify requirements and opportunities necessary for non-
programmers to author interactions for TAR. An interaction for TAR entails a physical
component and a digital component and this paper will focus on the process of
developing the effect in the augmented visual that the physical manipulation has.

2 Related Work

Gimeno et al. describe AR authoring tools as tools that allow for easy and fast
development of AR applications by not relying on time and cost computing recom-
pilation steps [7]. Authoring tools can be programming tools that provide greater
control over the development of the application or they could be tools that hide the low-
level tasks and provide a graphical user interface (GUI) to author an application. In the
latter case, the user has less control over the development of the application since there
is a greater level of abstraction required. The review on AR authoring tools showed that
low-level libraries, high level frameworks, plug-in tools, and stand-alone tools have a
different process of authoring interactions and hence, tools from each of these cate-
gories is discussed in this paper.

2.1 Authoring Interactions with Low Level Programming

When low-level libraries like ARToolkit [15], Wikitude SDK [1], Vuforia SDK [16],
etc. are used for developing AR applications, interactions need to be authored with the
C++ programming language. These tools require a thin level of abstraction, which
yields a high degree of performance and flexibility. However, the cost to this benefit of
authoring applications is that these tools require the user to manually define interaction
techniques, visualization, and simulation aspects [9]. Since, the main purpose of low-
level tools is to provide core functionalities like image marker tracking, spatial regis-
tration of objects, and 3D rendering, they are often not used solely by themselves, but

Fig. 1. TAR design representation of a space heater
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combined with other libraries and tools to make the process of authoring AR appli-
cations more efficient. These high level software frameworks or wrappers combine
low-level libraries to provide core AR functionalities and other libraries for authoring
of media content and interactions, allowing developers to worry about interactions
between virtual objects rather than low- level tasks like tracking and object rendering.
An example of a wrapper for AR development is osgART, which is a cross platform
development library that combines computer vision based tracking libraries with the
3D graphics library OpenSceneGraph [17]. It provides functionalities like high level
integration of video output, spatial registration, and photometric registration. Even with
osgART, users have to author interactions with C++.

2.2 Authoring Interactions with Scripting

It is common for users to author interactions with a scripting language if they are using
a plug-in or stand-alone authoring tool. Plug-in tools combine low-level libraries,
which provide core AR functionalities like AR visualization, tracking, and rendering,
into a wrapper that can be used with commonly used authoring platforms that a user
may be familiar with [2, 3]. These tools do not require the user to have knowledge of
low-level programming but be familiar with object oriented scripting if the user wants
to develop complex interaction behaviors. DART (Designer’s AR Toolkit) is an AR
authoring tool that was developed as a plug in for Macromedia Director. DART was
developed to aid early and often testing of AR experiential designs and it supported
early design activities like the transition from story boards to working experiences [13].
The target user was a skilled multimedia designer who was familiar with Macromedia
Director. It was built with the assumption that “designers can and will venture out “into
the code” and they will continue to use their existing tools (e.g. Photoshop, Maya) for
content creation.”. DART was built on top of Director which included an object-
oriented programming language called Lingo. Since, all of the behaviors in DART
were written in Lingo, it allowed developers to modify standard behaviors as well as
write their own scripts from scratch. Designers could also add scripts to objects through
a drag and drop interaction.

Unity is one of the most popular commercially available game development plat-
form that is used by professional game developers and indie game developers [18]. The
Vuforia software development kit (SDK) can be used with Unity3D to provide AR
functionalities like tracking and AR visualization to content that is authored in Unity.
This has made the platform popular among virtual reality (VR) and AR developers and
is used as a prototyping tool for AR and VR experiences by hobbyists and researchers.
The Unity interface is a GUI, which allows users to use visual programming paradigms
to author media content, like drag and drop 3D geometries into the Unity scene, click
buttons and drag sliders in the inspector window to edit appearance or behaviors of
virtual components. However, authoring complex interaction behaviors in Unity is not
possible through visual programming but by scripting with C#, especially for TAR.
Several C# libraries, developed by third party developers, can also be found on the
Unity Asset Store to author interaction behaviors for virtual components. An example
of such a library is Lean Touch [19]. Using such libraries does not require the user to
write any scripts, however, the user still needs to have some understanding of object
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oriented scripting in order to understand how to use such libraries and slightly tweak
the scripts to make them more applicable for their use case. Further, the workflow of
Unity entails setting up the Unity scene and writing scripts for object behaviors in the
desktop view and then exporting the application to the respective platform for testing
the build or testing on the device through the Unity Editor. This flow makes the process
of authoring and testing interactions slow since the user does not get immediate
feedback to an action they perform.

2.3 Authoring Interactions with Visual Programming

Users who want to author AR applications without writing any code can use stand-
alone AR authoring tools that provide a complete software to build end-to-end AR
applications. These tools use low-level libraries to provide all the core AR function-
alities and a GUI that allows for authoring interactions and media content. These tools
can be extremely valuable for rapid prototyping of AR experiences, however, they may
limit the functionalities of object behaviors since users can only work with function-
alities offered by the software and not develop complex interactions though low-level
programming or scripting. ComposAR is a GUI based tool for users with non or little
programming knowledge to author AR applications [14]. It supports both visual pro-
gramming (drag and drop interface) and interpretive scripting. The GUI consists of a
tree layout, where a node in the tree structure can be activated with a click, highlighting
the respective 3D object in the scene and showing manipulation handles. In the context
of TAR, ComposAR provides basic interaction approaches based on fiducial proximity,
occlusion, tilting, and shaking and also provides the functionality to interactively write
live code and monitor the actual outcome (immediate mode for runtime testing). An
additional benefit of ComposAR is that the software is built in Python which allows for
third party modules to be incorporated into the authoring environment. It provides a
GUI for authoring interactions, however, complex interactions with physical compo-
nents can only be developed with Python scripts.

Similar to ComposAR, AMIRE (Authoring Mixed Reality) was another research
project that focused on authoring interactions for AR experiences. AMIRE was a
project whose goal was to “motivate people without programming skills (e.g.
designers, artists, domain specific experts, etc.) to author mixed reality applications
instead of coding them.” [8]. The AMIRE authoring tools was based on a component-
based framework, which supported an authoring environment for PDAs and Tablet
PCs. CATOMIR was a visual programming interface that was built on top of AMIRE.
The interface followed a three step approach where users had to find the right com-
ponents for the application, tweak the components respectively, and connect the
components through a drag-and-drop interaction to define logical behaviors. The
drawback of CATOMIR was that AR applications could only have the functionality
supported by the components, and it was difficult to add new components [2, 3]. This
limited the type and number of interactions that users could develop for virtual com-
ponents. A tool that focused on authoring tangible interactions for AR experiences,
without requiring any programming, was developed by Lee et al. [11]. The goal of their
study was to evaluate a tool for authoring AR content behavior and interactions from
within the AR interface, which they called “immersive authoring”. The development
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environment and the execution environment was the same in “immersive authoring”
and the authoring environment provided the full experience of the building contents by
itself. Just like AMIRE, Lee et al. proposed a component based application model for
tangible AR applications to develop their framework. User interactions involved
browsing through a list of components and properties for those components with a
physical object that acted as a pointer. The user identified properties of different
components and then connected the properties to author interactions. Such a compo-
nent based framework allowed for easy direct manipulation of 3D virtual objects with
immersive authoring AR environments. A drawback of this tool was that users could
not author complex interaction behaviors because the component based framework
allowed for matching the specified properties and did not allow the user to create new
properties.

Other commercially available tools like Layar Creator allow for web based
authoring and creating AR links on printed materials. This is commonly used for
marketing purposes because it allows users to upload images to the Layar Creator
website and add virtual buttons that have links to various services available on the
mobile device, such as opening a webpage or a YouTube video, calling a specific
number, or sharing information on social network services. The created content can be
viewed through the Layar mobile AR browser [2, 3]. Wikitude Studio [20], which is
built with the Wikitude SDK, is a more complete web based authoring tool that allows
users to create mobile AR content and deploy either onto the Wikitude AR browser app
or even create a custom mobile app [2, 3]. Wikitude provides a platform for target
management and a platform for creating and editing AR content, without writing any
code. Wikitude’s studio editor supports simple drag-and-drop interface, an intuitive
workflow, easy testing, and fast publishing. It allows a non-programmer to build a
complete AR experience without writing any code as well as developing simple
interactions for the virtual components. More recent authoring tools include Amazon
Sumerian and Adobe Aero. Sumerian was developed with the goal of allowing users to
build quick 3D and AR web experiences. These experiences can be accessed via simple
browser URL and also run on popular AR/VR hardware. It also allows users to drag
and drop assets, like a fbx 3D model, from their desktop into the scene view. Since this
is a web based tool complex interactions can be developed with HTML, CSS, and
Javascript [21]. Aero is developed by Adobe for quickly prototyping AR experiences
for testing concepts or developing pitches for clients [22]. It is targeted towards
designers who are well versed with the Adobe Creative Cloud, since it allows for
importing files from other Adobe tools like Photoshop, Illustrator, Dimension, Sub-
stance, and third party apps like Cinema 4D. The workflow of Aero allows users to
anchor virtual content to a physical space and then resize and reposition the objects.
Further interactivity can be developed for virtual content using an event driven
framework. Users can set a trigger, such as touch, that would set off an action from a
list of specific behaviors (like jump, rotate, etc.). The shortcoming of this tool is that it
does not allow for an input trigger to be from the physical world, but only from an
interaction with the digital device the application is running on.
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3 Conclusion – Gaps and Opportunities

Features that are essential in the design of an authoring tool for TAR can be identified
from the review of existing tools and frameworks. All AR authoring tools provide the
core functionalities of tracking and rendering by using low-level libraries and frame-
works. Currently, to author tangible interactions for AR, designers use plug-in tools or
stand-alone tools that allow for interaction authoring through scripting. However,
visual programming can be a more efficient method for non-programmers to author
tangible interactions while developing TAR design representations for usability testing.
The review of existing GUI based tools showed that these tools cannot be used to
develop complex interaction behaviors for TAR. An example of complex behavior can
be seen in Fig. 1, where the virtual fan in the digital model of the heater spins when the
knobs on the physical model of the heater are rotated. Currently, such an interaction
can only be achieved through scripting or low-level programming, which may not be
the most efficient method for designers to authoring interactions for TAR. Another
feature that significantly influences the user experience of an AR authoring tool is
discussed by Lee et al. Their study discussed the concept of what you see is what you
get output (WYSIWYG), which is a crucial component of most 2D authoring systems
like Microsoft PowerPoint, Adobe Illustrator, etc. Authoring interactions in the aug-
mented view and getting immediate feedback to the action taken by a user is presumed
to provide fast evaluation of the resulting content. This entails the authoring platform
and execution or testing environment being the same [11]. Platforms like CATOMIR,
ComposAR, Adobe Aero, and “Immersive Authoring”, provide this functionality of
authoring in the augmented view, however, they all do not give immediate feedback to
a user’s action.

Table 1 shows high level features that are recognized to be essential in the design
of a tool for authoring interactions for TAR. It can be hypothesized that having these
features in the tool will increase the efficiency of authoring interactions for TAR design
representations for designers and content creators who currently author interactions
with scripting in plug-in or stand-alone tools. “Authoring interactions” is defined as
developing the response in the virtual component when a user manipulates a physical
component in the real world.

In conclusion, designers can only author complex interaction behaviors for TAR
with scripting or low-level programming. A review of current existing tools showed
that visual programming and authoring in the augmented view can potentially improve
the efficiency of authoring interactions. A tool for authoring the effect in a virtual
component of a TAR design representation for a physical manipulation will be
developed and investigated in a subsequent study.

Table 1. Identified high level features for an authoring tool for TAR interactions.

Authoring method Authoring platform Testing platform

Visual programming Mobile device Mobile device
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Abstract. In computer graphics, cage-based deformation techniques have been
relatively studied. The most time-consuming task in cage-based deformation is
the construction of the cage which surrounds the model to be deformed. In this
paper, we propose a method of cage-based deformation considering the shape
features of its original model. In particular, we describe how to generate the
cages. We first evaluate the features, such as curvature, the dihedral angles of the
input model, and then voxelize it. We generate a triangular mesh from the
surface voxels bounding them and transfer the features of input model to the
triangular mesh. Finally, we apply a variational remeshing method to this tri-
angular mesh. The variational remeshing method is a method minimizing the
energy function resulting in good solution by global relaxation until conver-
gence. An experiment result demonstrates that our method is effective.

Keywords: Cages generation � Voxels � Cage-based deformation

1 Introduction

Sorkine et al. [1] proposed a discrete deformation technique based on the Laplacian of
the mesh. In this method, for every vertex and 1-ring neighborhood vertices connected
to it, the shape is deformed so that all vertices are optimized. This approach is
numerically stable, but is not able to compute in real-time, because it depends on the
number of vertices. Therefore, Ju et al. [2] proposed a method to reduce computational
cost. This is a way to build a similar but coarse structure with fewer vertices, and then
deform the dense model through the coarser structure. This coarser structure, which
surrounds the original dense model, is called a cage. However, the cage is constructed
mainly by hand. It takes several hours, or even longer to construct it over the dense
mesh model. So, automatic generation methods of the cage over the dense mesh model
are needed.

There are many methods of automatic cage generation [3–9]. For example, Ben-
Chen et al. [3] has proposed in a paper related to a deformation transfer method. The
deformation transfer method receives as an input: a source reference pose, a deformed
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source pose and a target reference pose. The output of the deformation transfer is a
deformed target pose. In this method, to apply the space deformation analysis and
synthesis they need to envelopes the source and target reference shapes with polyhedral
cages, they proposed an automatic cage generation using a simplification. Xian et al.
[4] have proposed a method to generate the coarse bounding cage by uniform vox-
elization. However, the size of the voxels is uniform, the generated coarse bounding
cage is usually too dense. Therefore, they have improved [4] using the improved OBB
tree and the Boolean union operation to adjust and merge them into a whole entity [5].
In addition, they have developed another automatic method to generate the cage using
voxelization based decomposition [6]. After voxelizing an input model, they decom-
pose the model into broad regions and narrow regions by dilating the inner voxel
groups. Then they construct partial cages using different strategies and unite them to get
a cage. Zheng-Jie et al. [7] have proposed an automatic cage generation based on a
simplification. When simplifying an input model with quadric error metrics and
quadratic programming to build a coarse cage. Sacht et al. [8] have proposed an
approach for nesting multiresolution mesh. This approach constructs and adds a coarser
level to the hierarchy, using a sequence of decimation, flow, and contact-aware opti-
mization steps. Huy et al. [9] have proposed a semi-automatic method to generate
cages. Starting from user-specified cut slides, this method automatically optimizes the
consistent, orthogonal orientations of cage cross sections. Then these cross sections
together divide the whole cage into parts.

Our method is a kind of voxel-based method. The target shape is the initial shape of
industrial products without skeletons. If there is a skeleton, the deformation that does
not follow the skeleton becomes unnatural, and it is not suitable for the initial shape of
industrial products. In addition, it is possible to be able to place many vertices at
characteristic points of the shape using our method.

2 Cage Generation Algorithm

Since our algorithm is an extension of Alliez’s algorithm [10] which is a kind of
variational remeshing methods, we briefly explain the basic principles and the resulting
base algorithm, as illustrated in Fig. 1. The first stage of this algorithm provides an
initial geometry resampling by performing an error diffusion process directly over the
original triangle mesh. The second stage computes a conformal parameterization of the
original model over a planar domain, connects the samples using a constrained
Delaunay triangulation built in parameter space, then optimizes the sampling by
building a weighted centroidal Voronoi tessellation in parameter space. The final stage
restores the embedding by locating every vertex in its associated triangle in parameter
space and computing its barycentric coordinates.

Next, we explain the procedure of the cage generation method we propose. Our
algorithm mainly includes the following steps:
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1. Evaluate the features of an original mesh model.
2. Voxelize the mesh model and create feature edge voxels.
3. Create the surfaced voxel model of the voxels and transfer the features of the

original mesh model to the surfaced voxel model.
4. Apply Alliez’s algorithm to the surfaced voxel model.

2.1 Evaluating the Features of an Original Mesh Model

The first step of the cage generation algorithm is to evaluate the features of an original
mesh model Mo. The features we evaluate are curvatures and sharp edges. As the
curvature d, we use the absolute value of the mean curvature and Gaussian curvature at
each vertex as shown in Eq. (1).

d ¼ adpm þ bdqg ð1Þ

where, dm is the absolute value of the mean curvature and dg is the Gaussian curvature.
a, b, p, q are factors, which are specified by a user. Currently, we chose a = 0.5,
b = 0.5, p = 2, q = 1 respectively on an empirical basis. Also, the sharp edges are
mainly classified using dihedral angle thresholding specified by a user. We can further
use a more sophisticated approach [11, 12]. We call edges extracted with the associated
dihedral angle “Feature Edges” (FE).

2.2 Voxelization of the Mesh Model and Creation of Feature Edge Voxels

The Mo is voxelized. The purpose of this step is to generate a cage outside Mo. The
length of the bounding box is the length of the Mo’s bounding box plus 0 to half the
voxel length of the Mo’s bounding box depending on the gaps. The resolution of the
voxels for this bounding box is specified by a user. Boundary voxels, which are the
ones intersecting with the mesh surface, are identified.

Next, we compute Feature Edge Voxels (FEV) from voxels and FEs, as illustrated
in Fig. 2. The FEV is generated from the voxel model and the feature edge information.
This is created by testing the intersection of each voxel and the FEs. These red voxels
in Fig. 2(c) represent voxels that contain the terminal points of the FEs. We call the red
voxels “Feature Vertex Voxels” (FVV).

Fig. 1. An example of Alliez’s algorithm. (a) An original mesh model. (b) Providing the initial
geometry resampling. (c) Computing the conformal parameterization. (d) Connecting the samples
by the constrained Delaunay triangulation. (e) Optimizing the sampling. (f) projecting back every
sample onto its corresponding triangle in R

3.
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2.3 Create the Surfaced Voxel Model of the Voxels and Transfer
the Features of Mo to the Surfaced Voxel Model

The adjacency of 6 neighbors for each boundary voxel is checked and then faces are
created on the surfaces of the boundary voxel that are not adjacent to other boundaries
and internal voxels. We call this creation “Surfaced Voxel Model” (SVM). Next, FEs
are generated on the SVM based on the FEV using the Dijkstra method [13].

We first regard vertices and edges of the outer faces constructing to a piece of FEV
as a graph. A source vertex and target vertex are decided in the graph. To decide the
terminal vertices, the number of the outer faces constructing a voxel is taken into
consideration as shown in Fig. 3. In the case of 3 faces, the vertex sharing 3 faces is
selected. In the case of 2 faces, there are two candidate vertices sharing 2 faces.
Therefore, the vertex sharing other feature edges is selected. Because the terminal
vertices are also intersections of a few FEs. If there are two FEs, the vertex with the
shorter FE is selected. In the case of 1 face, there are 4 candidate vertices per face.
Therefore, the vertex that has the shortest FE is selected. Then, the distance on the
graph is decided. We want FEs to pass through corners as much as possible. Therefore,
the combination of 6-adjacent relationships between voxels is considered, so the length
of each edge is adjusted so that the lengths of edges passing through corners are shorter
than the lengths of edges passing through interiors. By applying the Dijkstra method
with these settings, a FE that preferentially passes through the corners of the shape can
be created.

Fig. 2. Creation of feature edge voxels. (a) Voxels. (b) Feature Edges (FE). (c) The voxels are
Feature Edge Voxels (FEV), especially, the red voxels are Feature Vertex Voxels (FVV). (Color
figure online)

Fig. 3. The pattern of the terminal vertices. (a) Only one vertex sharing 3 faces. (b) The 2
candidate vertices of edge sharing 2 faces. (c) The 4 candidate vertices of 1 face.
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Next, we describe the curvature at each vertex of the SVM. First, the curvature of
each voxel is computed. The curvature of the vertices of the original model contained
in a voxel is averaged and is used as the voxel curvature. Then the curvature of the
vertex on the SVM is the average value of the 4 voxel curvatures adjacent to the vertex.

2.4 Apply Alliez’s Algorithm to the Surfaced Voxel Model

Vertices that constitute a cage are distributed on the SVM. At this time, the number of
vertices is specified by the user. In the same way as Alliez’s method, samples are
preferentially distributed over the terminal vertices of the FEs, the areas with large
curvature on the FEs, and the areas with large curvature on the faces. The remainder of
the procedures also is executed in the same way as Alliez’s algorithm.

3 Result and Discussion

The automatic cage generation algorithm developed in this paper runs on PCs with
Intel Core i7™ 3.6 GHz CPU and 16.0 GB memory. The generated cage and the
deformed shape by the cage are illustrated in Fig. 4. We used Ju’s algorithm [2] for the
cage-based deformation. The number of faces of the original model is 12,946. The
number of faces of the cage is 314 (Using 32 � 32 � 32 voxels).

As shown in Fig. 4, we can get the coarse cage which encloses the original model.
Additionally, we generate the cage so that it depends on the curvature. As you can see
in Fig. 4(a)–(c), there are many vertices in the areas with high curvatures but there are
few vertices in flat areas. Also, as you can see in Fig. 4(c)–(d), the parts with high
curvature can be flexibly deformed using the cage made by our method. With our
method, it is possible to increase the number of cage vertices, which are control points,
in the areas of high curvature where the user is interested. However, in many of the
previous works described above, it is not possible to partially control the number of
vertices that generate a cage depending on the shape features, such as curvature and
dihedral angle.

Fig. 4. Cage generation for the Fandisk and shape deformation by using our method. (a) The
cage (The front view). (b) The cage (The bottom view). (c, d) The cage of original model before
and after deformation.
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4 Conclusions and Future Work

In this paper, we have proposed an automatic cage generation algorithm from a shape
with a variational remeshing method and deformed the shape using the cage. The
shape’s feature are evaluated, and the shape is voxelized. Also feature edge voxels and
the surfaced voxel model are created, and the features of the shape are transferred to the
surfaced voxel model. Finally, Alliez’s algorithm is applied to the surfaced voxel
model and we can get a cage that considers shape features for the shape and deformed
the shape using the cage.

For future work we plan to make a comprehensive evaluation of the cages with our
method, when the cages are applied to collision detection, deformation transfer,
physical simulation and so on.
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Abstract. We propose a method to convert underexposed/overexposed images
to appropriately exposed image from a single image. Digital cameras have a
limited dynamic range which is smaller than one in the real world, so that it
often takes overexposed/underexposed images. The HDR method synthesizes
images with different exposures into an image to improve visibility of a narrow
dynamic range image. However, HDR has several limitations to get good
images. One of them is difficult to take the appropriate multiple exposed images.
Because When taking the multiple exposed images, the camera and object must
not move to avoid the ghost effect. The proposed method can improve the
narrow dynamic range with a single image. In addition, it can avoid to generate
ghost effect in the output image. Our method generates three of the pseudo
multiple exposed images from a single image. In the process of generating
pseudo high exposed and low exposed image, our method uses gamma cor-
rection to adjust luminance of input image. Moreover, gamma correction can
enhance the difference between each color channel in the dark or bright area of
the input image. Because of gamma correction, the contrast of the input image is
properly improved. We utilize the Contrast Limited Adaptive Histogram
Equalization (CLAHE) to make the pseudo middle exposed image. Three types
of pseudo exposed images generated will be synthesized into an output image
which is high quality image as same as HDR image.

Keywords: HDR � Pseudo exposure image � Synthesis

1 Introduction

Digital cameras have a limited dynamic range which is smaller than one in the real
world, so that it often takes overexposed/underexposed images that have bad visibility.

The HDR method synthesizes images with different exposure images into an image
to improve visibility of a narrow dynamic range image. However, HDR has several
limitations to get good images. One of them is difficult to take the appropriate multiple
exposed images. Because When taking the multiple exposed images, the camera and
object must not move to avoid the ghost effect. Because of the limitation, HDR cannot
be applied directly images which are taken under dynamic scenes. It isn’t useful for
users.
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In this study, we propose the method that can improve the narrow dynamic range
with a single image. In addition, it can avoid to generate ghost effect in the output
image. High quality photos can be obtained easily for users who take photos.

2 The Proposed Method

The proposed method generates three of the pseudo multiple exposed images from a
single image. In the process of generating pseudo high exposed and low exposed
image, our method uses gamma correction to adjust luminance of input image. Gamma
correction can enhance the difference between each color channel in the dark or bright
area of the input image. Because of gamma correction, the contrast of the input image is
properly improved. We use the Contrast Limited Adaptive Histogram Equalization
(CLAHE) [1] to make the pseudo middle exposed image. Three types of pseudo
exposed images obtained will be synthesized into an output image. Figure 1 shows a
flowchart of the proposed method.

2.1 Generate Pseudo High Exposure Image

To obtain the pseudo high exposure image, we use gamma correction. Gamma cor-
rection is defined as follows:

f xð Þ ¼ 255� x
255

� � 1
cð Þ ð1Þ

where x is a value of each color channel, and c(1 > c) is value of gamma that adjusts
correction strength. Pseudo high exposure image is generated by Gamma correction.
Furthermore, determining the value of c is important to generate an appropriate pseudo

Fig. 1. A flowchart of the proposed method.
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high exposure image. In general, best high exposure image has a lot of edges. Because
an image including many edges has good visibility. Therefore, value of c is determined
by amount of edges. The flowchart for determining the appropriate c value (1 > c) is
illustrated in Fig. 2. First, Dark area image is extracted from input. Next, the gamma
collection increases luminous of the dark area image. After that, amount of edges in the
dark area image which has been adjusted by gamma collection is calculated using the
edge detection [1], and compare it with amount of edges in the original dark area
image. If edges of adjusted dark area image are bigger than original one, c will be
subtracted, and the procedure of gamma collection is repeated. From the second edge
counting, make a comparison between edges in dark area image adjusted by added c
and edges in dark area image adjusted by before c(no-added c). If it shows decrease,
previous c will be determined as the appropriate c to generate pseudo high exposure
image.

And then, the gamma collection for input using determined c gives pseudo high
exposure image. Figure 3 shows an input and a pseudo high exposure image.

Fig. 2. A flowchart of determining c value.

(a) Input image (b) Pseudo high exposure image

Fig. 3. An input image and a pseudo high exposure image. (a) Input image, (b) Pseudo high
exposure image
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2.2 Generate Pseudo Low Exposure Image

The inverse gamma collection (1 < c) applies for input image to generate the low
exposure image. Determining the appropriate value of c is necessary. The procedure for
determining the appropriate c is similar to the one for making pseudo high exposure
image. The generation of pseudo low exposure image extracts the bright area from the
input image firstly. The appropriate c(1 < c) is determined by same procedure for
pseudo high exposure image. After that, input image is adjusted by inverse gamma
collection using the determined c to make pseudo low exposure image. The pseudo
exposure image is shown in Fig. 4.

2.3 Generate Pseudo Middle Exposure Image

The pseudo middle exposure image is generated by using Contrast Limited Adaptive
Histogram Equalization (CLAHE) method [2]. The method can equalize the luminance
of image. We generate pseudo middle exposure image by applying this method. Fig-
ure 5 shows the generated pseudo middle exposure image.

2.4 HDR Synthesis

The three of generated pseudo exposure images are synthesized into one pseudo HDR
image by the HDR method [3]. A synthesized image is shown in Fig. 6.

Fig. 4. Pseudo low exposure image from Fig. 3(a)

Fig. 5. Pseudo middle exposure image from Fig. 3(a)
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3 Experimental Result

Images by the proposed method and input images are shows in Fig. 7.

Figure 7 shows experimental results by the proposed method on three test images.
The left column shows the three test images that have underexposed or/and overex-
posed problems, while the right column exhibits compensated images by the proposed

Fig. 6. An output image of the proposed method from Fig. 3(a)

(a) Input image A (b) Image A by the proposed method

(c) Input image B (d) Image B by the proposed method

(e) Input image C (f) Image C by the proposed method

Fig. 7. Input and Output of the proposed method. (a), (c), (e) Three test images and (b), (d),
(f) compensated images by the proposed method.
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method. It is evident that the proposed method can improve the quality of the images.
Figure 8 shows the differences between a common HDR method and the proposed
method. An important feature of the proposed method is that it can be applied to a
single image, whereas the HDR method is generally based on multiple images. Fig-
ure 8 also shows that the proposed method is free from the ghost effect.

Comparison of Fig. 8(d), (e) and (f) shows that the proposed method which uses a
single image is able to improve visibility of image as same as HDR which uses multi-
exposure images. And the comparison also shows that the proposed method can avoid
generating ghost effect.

4 Conclusion

We proposed a method for exposure compensation from a single image. The proposed
method generates pseudo high/low exposure images using edge amount and gamma
collection. Also, the CLAHE method is applied to generate the middle exposure image.
Finally, the proposed method synthesizes pseudo multi-exposure images into one
image which has good visibility using the Mertens’s HDR method. Experimental
results show that the proposed method can improve visibility as same as HDR without
ghost effect. Therefore, users can take high quality images without taking multi-
exposure photos. The proposed method gives the user an image similar to the HDR
image in various scene.

(a) Middle exposure (b) High exposure (c) Low exposure

(d) Conventional HDR (e) Proposed method (f) Proposed method

Fig. 8. An example of ghost effect on active scene. (a) Middle exposure image (one of inputs for
(d)), (b) high exposure image (one of inputs for (d)), (c) Low exposure image (one of inputs for
(d)), (d) synthesized by typical HDR method using (a) and (b) and (c) as inputs, (e) compensated
by the proposed method using (b) as an input, (f) compensated by the proposed method using
(c) as an input.
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Abstract. Eye tracking (ET) is becoming a popular tool to study the consumer
behavior. One of the significant problems that arise with ET integrated into 3D
virtual reality is defining fixations and saccades, which are essential part of
feature extraction in ET analysis and have a critical impact on higher level
analysis. In this study, the ET data from 60 subjects, were recorded. To define
the fixations, Dispersion Threshold Identification algorithm was used which
requires to define several thresholds. Since there are multiple thresholds and
extracted features, a Multi-Objective Reinforcement Learning (MORL) algo-
rithm was implemented to solve this problem. The objective of the study was to
optimize these thresholds in order to improve accuracy of classification of the
age based on different visual patterns undertaken by the subject during shopping
in a virtual store. Regarding the nature of the classification, the objective for this
optimization problem was to maximize the differences between the averages of
each feature in different classes and minimize the variances of the same feature
within each class. For the current study, thresholds optimization has shown an
improvement in results for the accuracies of classification between age groups
after applying the MORL algorithm. In conclusion, the results suggest that the
optimization of thresholds is an important factor to improve feature extraction
methods and in turn improve the overall results of an ET study involving
consumer behavior inside virtual reality. This method can be used to optimize
thresholds in similar studies to provide improved accuracy of classification
results.

Keywords: Multi-objective optimization � Reinforcement learning �
Threshold � Optimization � Virtual reality � Eye tracking � Dispersion

1 Introduction

In recent years, with the increase in the number of consumer-grade eye trackers and the
ability to be integrated with the Head Mounted Displays (HMD), Eye Tracking (ET) is
becoming increasingly popular in retailing as a way to better understand consumers’
visual attention and so gain insights as to how to stimulate sales of particular products
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or help consumers make better decisions [1]. Extracting meaningful features from such
a complex process requires careful examination of the raw data received by the ET
glasses. One of the significant problems that arise is the definition of fixations and
saccades from this data. Cognitive process of a human starts after a visual fixation [2],
but the eyes are never still, the rapid voluntary eye movements used to move from one
fixation point to another are saccades [3]. According to the Eye Tracker System Manual
[3] a fixation can be seen as “the mean X and Y position coordinates measured over a
minimum period during which the eye does not move more than some maximum
amount”. In simpler words, “point-of-gaze must continuously remain within a small
area for some minimum time”. Since most of the literature is focused on eye fixations
based on 2D screens, there is only a limited studies in defining and standardizing
fixations in real and 3D VR environment [1]. Moreover, Rayner [4] indicated that the
mean duration of a single fixation may depend on the nature of the task. Therefore, this
study focusses on creating a methodology which can define fixations based on the task
employed by consumers inside a virtual reality store (VS).

In this study, we propose a novel methodology capable of optimizing thresholds for
the definition of fixations in classification problems. Regarding stimuli, a VS was
designed to classify the behavior of shoppers based on their age and is presented using
a portable HMD. The dispersion threshold algorithm for fixation identification (I-DT)
of Salvucci and Goldberg [5] is implemented, and an attempt is made to determine the
optimum thresholds (duration threshold, dispersion threshold) for different parameters
of dispersion algorithm using a Multi-Objective Reinforcement Learning (MORL)
algorithm [6]. For age classification, a binary classifier will be presented, which uses
effective features extracted from ET data gathered from integrated ET of HMD and
combined through a set of basic classifier algorithms.

2 Materials and Method

2.1 Participants

A group of 60 healthy volunteers was recruited to participate in the experiment. They
were balanced in terms of age (25.36 ± 4.97) and gender (50% females). Inclusion
criteria were as follows: age between 18 and 36 years; having normal or corrected-to-
normal vision and hearing; having no previous experience of virtual reality. After a
careful pre-examination of the dataset from all sources, 3 participants were removed
due to corrupted data in ET signals. All methods and experimental protocols were
performed in accordance with the guidelines and regulations of the local ethics com-
mittee of the Polytechnic University of Valencia.

2.2 Experiment

The experiment was conducted in a 6 M � 6 M VS developed using Unity 3D game
engine based on a physical room of the same size. The VS was projected from the
computer to – VIVE Pro VR Headset [7] developed by HTC (HTC Corporation,
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Taiwan). Participants were familiarized with the technology in a neutral training room
where they were informed about the HMD, controllers and their functioning.

The VR environment was made as a VS (Fig. 1), there were 7 different shelves
each consisting of different products in each of three sections - upper, middle and
bottom. Each product was priced differently and had a description of the product at the
back of packaging. The freedom was given to the participant to move freely in the VS
to get familiar with the environment and interact with the products as shows in Fig. 2.

In the first section, they underwent a calibration of ET while getting instructions for
the next section. After calibration, participants were asked to perform a forced search
task in which they were instructed to search for potato chips (product). After finding the
product, they were instructed to purchase some of them given the condition of a limited
budget of 5 Euros. To end the task, they returned to the starting position. There was no
mention in the instructions that the subject must use the complete amount of money
allotted to them. Figure 1 shows the VS consisting of products in each section of the
shelves with the focus on the potato chips which were used as the product in the study.

2.3 Optimizing Thresholds with Multi-Objective Reinforcement
Learning

This study uses the I-DT algorithm which utilizes the fact that fixation points tend to
cluster closely together [5]. I-DT identifies fixations as groups of consecutive points
within a dispersion, calculated as maximum angle between the projection of the gaze

Fig. 1. Virtual store with products placed in three sections of shelves.
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and the eyes. To this extent, we implemented a 3D adaptation of I-DT algorithm which
combines the projection of the gaze in the virtual space with the dynamic of the head
during the task. The dispersion was computed using the maximum angle between the
points candidates to be part of the fixation, and the mean of the position of the head
during the time candidate to be a fixation as a vertex. Therefore, in order to calculate
fixations the I-DT algorithm requires two threshold, the maximum dispersion and the
minimum duration of fixation [5]. These thresholds values are set depending on the
nature of the task performed. The objective of the optimization of these thresholds was
to classify the shoppers based on two age groups: young (18–25) and adult (26–36).

Optimization of thresholds was done using MORL [6] which requires a cost
function. The cost function used was a simple method to maximize the differences
between the averages of each feature in different age groups and minimize the variances
of the same feature within each age group. Multi-objective problems have usually no
unique, perfect solution, but a set of non-inferior, alternative solutions, known as the
Pareto optimal solutions, which represent the possible trade-off among conflicting
objectives. The Pareto optimal objective vectors, i.e. vectors of cost values obtained by
applying Pareto optimal solutions in objective functions, form a Pareto front in the
objective space [6].

In MORL, a search is undertaken on individual dimension in a high dimensional
space via a path selected by an estimated path value which represents the potential of
finding a better solution. During the process of search, an elite list memorizes the
previously found non-dominated Pareto solutions, and is used to construct the Pareto
front finally [6].

To test the optimized thresholds, along with some arbitrary thresholds, a set of
classic classifiers are used to classify shoppers based on the two groups (young and
adult). This set includes Support Vector Machine (SVM), K-nearest Neighborhood
(KNN), Decision Tree Classifier (DTC), and Gaussian Naïve Bayesian (GNB). Then
the best results are reported. Data preprocessing and analysis was done using python

Fig. 2. Movement and interaction of subject inside physical environment.
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version 3.7.3 in jupyter environment. The scripts were written using numpy, pandas,
matplotlib, scikit-learn, and pickle libraries.

3 Results

The MORL optimizer suggested 6.36° and 891 ms for dispersion threshold and min-
imum duration threshold of fixation respectively, as optimum values. To examine these
results, the features which were extracted using these thresholds and with several other
arbitrary thresholds, were given to a set of classic classifiers and the best results are
reported. In Table 1 the classification results confirm the optimizer results to be an
improvement over others as it uses less features, while true positives for young group
and true positive for adult group outperform other results. It shows the best combi-
nation of the dispersion threshold and duration threshold that was provided by the
optimizer utilizing the minimum number of features to improve the accuracy for
classification of the shopper based on age.

4 Discussion and Conclusion

The aim of this study was to provide a novel methodology to define the fixations based
on optimum thresholds for dispersion algorithm in order to improve the accuracy of
classification of individuals based on any independent parameter. Previous studies have
shown the definition of fixations based on 2D screens [8] and real world, whereas this
study focused on 3D VR environment.

The results show that the dispersion and duration thresholds obtained by the
optimizer improve the accuracy of the classification of the shopper behavior based on
their age. Moreover, the optimized model has a more balanced confusion matrix and
used a lower number of features, suggesting a better performance of the model. Since
the optimized duration threshold is rather long (891 ms), it can be inferred that long
fixations are better metrics to discriminate the age of the shoppers.

In this study, a simple variance method was used as a cost function for the sake of
reducing complexity, other cost functions like Fischer criterion can be used and may
show improved results based on the nature of the study. Moreover, it might be noted
that dispersion uses the angle between the gaze projections and head as a threshold, and

Table 1. Classification results for optimum thresholds and other thresholds.

Dispersion
threshold
(deg)

Duration
threshold
(ms)

Features
number

Young group
true positives

Adult group
true positives

Accuracy

6.36 891 2 0.72 0.77 0.75
8.4 415 9 0.59 0.81 0.71
8.4 282 3 0.66 0.73 0.70
13 282 8 0.59 0.76 0.68
20 1000 8 0.65 0.52 0.58
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usual 2D algorithm does not consider the movement of the head since it is static.
However, considering the nature of 3D VR the subject can freely navigate, and the
dynamic of the head need to be considered to compute the dispersion.

This study was done using HTC Vive Pro HMD, since the scope of the study was to
classify shopper behavior based on age in virtual reality. This method to optimize
thresholds can be used in other eye tracking studies beyond virtual reality studies, using
augmented reality/mixed reality glasses. Since, this study uses optimizer to define
thresholds for fixation, this optimizer can be used to define thresholds for navigation,
interaction, and definition of Areas of Interest (AOIs). This method can also be used to
pre-test a calibration for fixation of individuals in order to customize fixation patterns
based on every individual. Another interesting future study can be the comparison of
thresholds optimized for 2D screen of physical recording and VR.
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Abstract. Substantial advances in technology have consistently been devel-
oped alongside new methods of interaction. With the recent advances in the
areas of both augmented and virtual reality (AR, VR), there exists a strong need
to explore what new interaction paradigms should be implemented to ensure the
best possible user experience for those engaging with these technologies.
With VR having far more definition in this space then AR, the focus of this
research is on defining types of functionality best suited for a product that can
assist its user in better navigating an AR-based experience. Research areas were
selected based upon the information most relevant to AR-wearable products,
including: use-cases, wearable technology, and virtual reality. Each of these
subjects occupied a distinct phase of research (1–3). Insight gained from the
present study could serve as a useful guide for the design of a concept peripheral
product with the goal of improving the user experience of those unfamiliar with
AR systems. Results showed that there is certainly a potential opportunity for an
AR product in the right environment, that the general public is ready and willing
to adopt wearable technology so long as it supplies enough functionality to
justify its use, and that adopting affordances of technology that users are familiar
with such as touch screens and haptic vibrations greatly improves the comfort
and ease of use of AR products.

Keywords: Augmented reality � Virtual reality � Wearables � Haptic vibration

1 Introduction

With rapid advances in the field of AR [1], there exists an increasing need to design
intuitive 3D user interfaces that can coalesce effectively with new hardware products
[2]. There does still exist a need to help facilitate a transition from current 2D interfaces
to next generation spatial interfaces. Determining what features will most efficiently
assist users in utilizing these new products will necessitate exploring areas of research
that are tangentially related to AR such as wearables and virtual reality both of which
have far more definition in the consumer marketplace.

Office spaces are one of the primary areas that AR is being implemented. Conse-
quently, one of the aims of this study was to determine the effectiveness of AR systems
implementation. Research into wearable technology, specifically smart-watches can
help determine the factors contributing to consumers interest in their daily use [3]. The
last area of research was VR, with the primary goal being to better understand what
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features have been implemented to improve user experience [4]. All collected data was
synthesized and used to design a conceptual AR hardware product that would aid in
bridging the gap between 2D and 3D user interfaces.

2 Phase I: Desk Space and Productivity Analysis

With several companies developing AR products aimed at productivity in the work-
space, the decision was made to interview individuals who spent most of their work
days in an office environment. Participants came from a wide range of industries and
utilize diverse work-flows. Participants were asked about their personal organizational
strategies. They were also asked to share their insights on the role of technology in their
work, whether it helped or hindered their overall productivity.

2.1 Participants

A 24-year-old designer, 49-year-old doctor, 27-year-old software developer partici-
pated in this phase of the study.

2.2 Locations

Office environments included a clothing store office, hospital office, and a research
office.

2.3 Workspace Findings

On average each participant used between 4–6 screens. All participants indicated an
interest in consolidating their screen usage down to one or two systems. All three
participants also relied on between 3–4 different screen-based systems to conduct
various work throughout the day. This information supports the inclusion of an AR-
based system which could reduce the number of physical screens.

3 Phase II: Wearables, Viability and Use

Phase two of the present study involved surveying public opinion on wearable tech-
nology, with an emphasis on smartwatch. This phase would involve two distinct
approaches one for participants with no previous smartwatch experience and one for
seasoned users.

3.1 New User Smartwatch Testing

The new user smartwatch testing was aimed at determining why an individual would or
would not use a wearable by giving them a very basic smart-watch to use for a week.
A tally of days that participants chose to wear their device was recorded along with any
feedback about what they did or did not like about the device.
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Participants. Three college students aged 21–22 (None of these participants had
previously owned or used a smart-watch.) participated in this study.

Device. First Generation Pebble Smart-watch made by Pebble Technology
Corporation.

Observations. Two of the participants felt the smart-watch they were using was
functional enough to justify wearing it five to seven days of the week. The third
participant only wore the watch two days.

3.2 Seasoned User Interviews

Participants with prior smart-watch experience were interviewed to assess what
motivated them to purchase their device. Each participant had bought their watch with
a different use-case in mind such as fitness or productivity. All were asked the same
series of questions with the goal of gauging what features were successful, and which
were not. For example, users were asked “Was your watch worth its price?”

Participants. Five seasoned smart-watch owners participated in this phase of the
project. Three bought their device for improving productivity; two bought them for
fitness.

Observations. Although all participants wore their watches daily, two of the pro-
ductivity users did not find them completely enjoyable or worth the cost. In contrast
both fitness users were satisfied with their devices. All five participants expressed a
desire to see expanded functionality from their devices.

3.3 Wearable Findings

These finding suggest that individuals will wear technology products regardless of
whether or not they feel they are completely useful, but it also suggests that there is still
a decent amount of dissatisfaction regarding the functionality these devices offer. Users
who owned devices for improving productivity reported feeling frustrated with the
functionality of their smart-watch.

While productivity was also found to be one of the primary motivations for smart-
watch use, as demonstrated in the office interviews (Phase 1) it did not help in the
reduction of overall screen quantity. This confirms that while people are looking to use
wearables to improve productivity, they are not necessarily satisfied with the func-
tionality their devices provide. It suggests that a technology like augmented reality,
which by provides a far more versatile and expansive display method might give users
the utility they desire.
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4 Phase III: Impact of Haptic Vibrations on a Virtual Reality
Experience

The final phase of the project investigated user experience of virtual reality products.
VR has become far more defined as a consumer facing product than AR and conse-
quently its overall usability and comfort is much more refined.

One of the primary differences between most VR and AR products is VR’s focus on
immersion, which is partially achieved through the use of haptic technology integration
in its hardware. Haptic technology has long been used as a way of improving users’
ability to physically interact with technology and objects [5]. AR has typically tried to
be more hands-free and this test would explore what impact haptics have on improving
users’ comfort.

4.1 Participants

Three college students aged 22–23 (None of these participants had previously expe-
rienced VR) participated in this study.

4.2 Testing Criteria

Each participant was instructed to use an Oculus CV1’s touch controllers to type out a
sentence in a VR application, once with haptic vibrations on and once with them off.
Participants times and their feedback on the experience was recorded.

4.3 Findings

This study concluded that the addition of haptic vibration made an overwhelmingly
positive improvement in both user comfort and efficacy. All participants doubled their
typing speed in the haptics trial type and all users reported improved comfort. This test
demonstrates the positive value haptic vibrations contribute to improving VR’s user
experience.

5 Research Conclusions

Findings from Phase I showed all participants felt overloaded by an excess of screens
in their office environment. A consolidation of technology would maximize produc-
tivity while still being organization.

Findings from Phase II showed participants were using wearable technology to help
with productivity but felt disappointed with the utility from these devices. Peripheral
technology could supplement productivity by improving user experience.

Finding from Phase III showed users of VR systems experience vastly improved
comfort with the addition of physical responses such as haptic vibrations. Applying the
same affordances part of VR systems could significantly improve the transition to AR
interfaces.
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6 Concept Product Proposal

The synthesis of the research findings suggests that there is potential for developing a
peripheral device for AR product systems for facilitating the transition from 2D to 3D
interfaces. This product could be worn on the wrist like a smart-watch to provide a
hands-free experience. This new device would work in tandem with a head mounted
display to improve the usability of AR experiences. Lending enhanced feedback to the
user in the form of haptic vibrations when interacting with digital objects, providing
increased movement precision by tracking the watches movement in space, and giving
users a physical interface to help transition information between 2D and 3D.

6.1 Use-Case

The proposed product would serve primarily as an intermediate device that will still
provide users the familiarity they experience with their touch-screen based devices,
while helping them navigate content in AR. Through its use office workers can
eliminate the need for both computer monitors and make use of AR’s spatial interface
to multi-task between several different activities.

6.2 Technology

The proposed product would use a variety of brushless servo motors to deliver a variety
of complex outputs to the user. Its wide touch screen gives the user plenty of space to
transition content between 2D and 3D (Fig. 1). Through the use of a gyroscope and
accelerometer the device will better communicate with the head-mounted display,
which then delivers more precise inputs.

6.3 Functionality Test

To test one aspect of this concepts device functionality, a prototype of the device was
constructed using basic components. Comprised of a physical device which would

Fig. 1. Concept peripheral device for augmented reality
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deliver haptic vibrations to the user and digital application of a 3D object. Participants
would be tested on how the haptics impacted their interaction with the 3D object.
Specifically their precision and comfort.

Procedure. Two motors connected to an Arduino board were fixed to a watch. This
Arduino communicated with a basic Unity 3D program run on Metavisions Meta 2 AR
headset. The program was a hollow virtual cube, which, when, touched or picked up
would send different outputs to the participant through haptic vibrations (Fig. 2).

Participants. This final phase of the study had five participants, all of them college
students who had not used VR or AR previously.

Results. Users were twice as likely to miss the collider on the cube when they did not
have haptics on and therefore be unable to lift it. When haptic vibrations were on users
lifted the cube within an accuracy threshold of 0.1 meters in Unity 3D.

7 Conclusions

The principle aim of this study was to establish a use-case for an AR system based on
research gathered from tangential technologies such as virtual reality and wearable
technology. The insights gathered were used to explore the potential for a conceptual
product to supplement AR head-mounted displays. This conceptual product was tested
using a prototype of the device which featured a software and hardware element. In
conclusion, this study demonstrates the value of examining the user experience of
future AR products. A device which would work in tandem with a head mounted
display to improve the usability of AR experiences by lending enhanced feedback to
the user in the form of haptic vibrations when interacting with digital objects, providing

Fig. 2. Visual representation of augmented reality haptic test.
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increased movement precision by tracking the watches movement in space, and giving
users a physical interface to help transition information between 2D and 3D.
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Abstract. We conducted a preliminary study to investigate how an immersive
3D environment based on novel technology can be used in simulator studies in
nuclear domain. Our ultimate aim is to better understand the cognitive processes
in achieving an overview of the nuclear process in a virtual reality control room
(VR CR). The VR-environment was created by importing 3D-models into the
Unity design environment. A novel headset was used offering a blend between
the central high-resolution display and a larger lower-resolution context display.
Two operator crews participated in the main test, and one crew for the pilot test.
In brief simulated incidents and accidents the operators had to detect a fault and
start to manage it; in a longer run, a sudden fire in the CR was simulated, forcing
the crew to move to the Emergency CR. After each trial, the operators were
interviewed and asked to describe what they had done during the trial, what
information they had used and what hypothesis they had made about the cause
of the fault. The results showed that the crews were able to successfully com-
plete their tasks and manage the incident/accident, even though the development
of the VR CR is still in progress.

Keywords: Virtual reality control room � Nuclear power plant � Cognitive
processes

1 Introduction

Professionals in many domains have to meet demanding operational environments. For
example, first-responders face deadly dangers in emergency situations and disasters. In
order to be able manage accidents and save life of victims they have to be able to cope
with acute stress and extreme fear. In short, they need resilience skills, such as adaptive
expertise and problem solving, decision making, situation awareness and seamless
teamwork. A big challenge is how to develop these skills for demanding situations and
environments, if you are not able to gain first-hand experience and train them in real
life settings. A training station for learning and evaluation of resilience skills in virtual
reality will be a precise response to these challenges.
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The aim of the present study was to investigate the evaluation of cognitive readi-
ness in nuclear domain with a new version of a virtual reality control room (VR CR)
system. Our earlier studies suggest that a VR CR provides new opportunities for
operator training and skills assessment. On the other hand, we found in the earlier
studies some room for improvement, for example, the visual resolution of the VR
system was not perfect, and therefore, operators encountered some problems in the
acquisition of information, e.g., in reading text from a distance.

2 Methods

The study was conducted in accordance with the Declaration of Helsinki. The ethical
statement was obtained from the ethical board of the Helsinki University Hospital, and
the participants signed an informed consent before participating in the experiment.

2.1 Participants

Two operator crews (altogether six licensed operators, two shift supervisors (SS), two
reactor (RO) and two turbine (TO) operators) were recruited for the main test. In
addition, one crew participated in the pilot test. Its results are only included in eval-
uation of VR experience. Two of the operators had participated in one of the earlier
VR CR tests, but the last four were not. The participants had limited experience in
using VR applications.

2.2 Test Procedure

Three days were reserved for the test, one for the pilot and two for the actual test. The
test day began with a short training session (about 30 min), during which the operators
received instructions regarding the basic functionalities and ways of interaction in the
VR CR. The operators also had time to individually explore and practice operator tasks
in virtual reality.

The test session consisted of four brief simulated incidents or accidents (duration
varied from about 10 to 20 min) and one longer one (duration about 40 min). The short
incidents/accidents were: 1) failed sensor measurement, 2) anticipated transient without
scram (ATWS), 3) combination of two incidents caused by a mechanical error of a
control valve and a hydrogen leakage, and 4) loss of the BB bus bar. In the longer
scenario run, a sudden fire in the CR was simulated, forcing the crew to execute both
the reactor and turbine scram and move to the Emergency Control Room (ECR).

The operator stress and workload was quantified with measurements of cardiac
(electrocardiography) and sudomotor (skin conductance) activity of the autonomic
nervous system, but the results of psychophysiological measurements are not presented
in this paper.

Immediately after the scenario run, the operators were asked to fill in several
questionnaires (i.e., a workload, situation awareness (SA), spatial presence and
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simulator sickness questionnaire). After filling in the questionnaires, they were briefly
interviewed. At the end of each test day, the operators filled in the Systems Usability
questionnaire and participated in a debriefing session, during which they discussed
their experiences and reflections on the VR CR.

After each test run, one simulator instructor evaluated the performance of the crew
from perspectives such as process and alarm monitoring, process control, situational
management, procedure usage and communication. In addition to that, the operators
themselves evaluated their own performance after the loss of the MCR accident.

2.3 Technical Set-up

Apros®, a multifunctional software for modeling and dynamic simulation of nuclear
and thermal power plant processes, was used in creation of the incident and accident
scenarios, and the Unity™ cross-platform engine was used to create realistic CR
environments. Each VR workstation included a computer with a high-end graphic card,
a Varjo™ headset and Valve™ Index controllers. In the VR CR each operator was
sitting in front of his workstation, with a free movement area of about 2 m * 2 m,
wearing a headset and using the controllers to interact with the VR CR.

The VR CR was a high fidelity copy of a physical CR. Procedures were modelled
in the environment in different folders with the name of each procedure written on its
cover. The procedures could be picked up by squeezing the fingers into a fist with the
controller; and page-turning was performed with the flick of one’s fingers. A fire
simulation included a realistic simulation of flame and smoke propagation in the
VR CR.

Operators used the controllers to move inside the VR CR. Every operator had his or
her own avatar. Animations inside of Unity represent the operators’ movements and
actions (e.g., walking forward, sitting and using a computer) in the VR CR. The
animations also consist of headset movements and rotations so that an operator could
see what other crew members were looking at and what human-system interfaces
(HSIs) they were using. Data on operators’ movements and on their interactions with
various objects were transferred through a computer network to other users and rep-
resented in real time. Control panels and desks in the VR CR were virtual touch
screens, indicating that the buttons, knobs and switches were operated differently than
their analog counterparts. Otherwise the operation of different HSIs in the VR CR was
as realistic as possible.

2.4 Test Facility and Data Recording

One physical room space was reserved for the test in which the VR workstations were
located. An example image from the physical and virtual simulator environment are
shown in Fig. 1. The test sessions were audio and video recorded. Two video cameras
were set up for recording the operators’ physical activities during the simulator runs.
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3 Results and Discussion

3.1 Task Performance

Both crews were able to complete successfully their tasks in the VR CR with one
exception (see below). Especially, performance in the loss of the MCR accident was
quite fluent, apparently because the crews had recent experience of training it.

According to the expert’s evaluation, there were slight differences in performance
between the crews, and one of them performed slightly better than the other one in most
of the simulator runs. Since it can be assumed that licensed operators are nearly equally
proficient in managing these incidents/accidents, the differences in performance might
be caused by possible differences in skills and knowledge in VR use and/or possible
differences in cognitive resilience: Some operators may be less frustrated with all the
inconveniences encountered in VR, and may, thus, be better able to maintain their level
of performance.

On the negative side, the crews had some problems in problem monitoring and
process control because of the problems caused by the VR system or by deficiencies in
the simulation model. The number of simulated process computer system (PCS) dis-
plays, panels and desks seemed to be too small for reliable monitoring of the nuclear
process and for prompt process control, especially when the number of events was
high, as in the loss of the BB bus bar incident. Some parts of the computer system
crashed several times, and their response was also slightly slower than in the physical
CR. Because of all these inconveniences, the operators had some problems to notice
alarms and react to them promptly. This might be one of the reasons that one of the
crews did not notice the hydrogen leakage. It was also found that communication and
collaboration was poorer than in the physical CR, because operators did not wear an
earphones/microphones set, and their voice was thus not heard in VR but in the
physical environment.

According to the process expert’s evaluation, overall crew performance was
somewhat higher for the failed measurement and the loss of the MCR scenario. The
former one was apparently more straightforward than the other incidents, and the latter

Fig. 1. Example image from the physical (left) and virtual (right) simulator environment.
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one was considered quite easy, because it has been trained more frequently, and all
operations were executed through one single panel in the ECR.

According to the operator interviews, all the operators seemed to have a good
understanding of what had happened in each scenario and what they should have done.
The problem that came about was that the operators were not always able to perform
operations they would normally do in a physical CR.

3.2 Situation Awareness

Situation awareness was measured by the Mission Awareness Rating Scale (MARS). It
was found that SA was highest in the failed measurement scenario (S1 in Fig. 2) and
lowest in the combined incidents scenario (S3 in Fig. 2) for three dimensions of SA,
Observing, Understanding and Anticipating. There were also small differences between
the two crews in SA for all the four dimensions. Regarding Observing and Under-
standing, SA scores were somewhat lower for SS than the other two operators. This
finding is consistent with the SSs’ comments: the SSs complained that they could not
properly see the panel information when they were sitting at their workstation. And
since the PCS did not work smoothly enough, the SSs sometimes did not know what is
going on, and their situation understanding was thus poorer than that of the other two
operators.

3.3 Workload and Stress

Scores of mental workload, measured by NASA-TLX, were at a quite low level,
suggesting that the operators did not experienced high degrees of workload during the

Fig. 2. SA scores with error bars (standard error) for two operator crews (i.e. six operators) in
five scenarios (S1–S5). The higher the score the higher the SA is.
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simulator runs (Fig. 3). The scores were highest for the ATWS scenario and lowest for
the failed measurement scenario. This finding is understandable given that ATWS is a
severe accident whose consequences are far-reaching and damaging, whereas the failed
measurement scenario is a quite ‘normal’ incident without any dramatic outcomes.

3.4 VR Experience

Overall, virtual CR was perceived as quite vivid and realistic. The two operators who
had participated in one of the earlier VR CR tests thought that visual resolution has
improved as compared to the old system. However, the fact that some technical
problems and inconveniences occurred means that it is difficult to evaluate the added
value of the new VR technology. It is also somewhat difficult to estimate which type of
problem had the most severe effect on operator performance and their experiences, i.e.,
inconveniences caused by the deficiencies of the pilot system or incompleteness of the
simulator model. Probably, both kinds of factors contributed to the results.

Simulator Sickness. Simulator sickness was measured by means of the Simulator
Sickness Questionnaire (SSQ) after the simulator run (Fig. 4). According to SSQ, the
signs of symptoms of simulator sickness were quite low. However, scores for Eye
strain and Difficulty in focusing were somewhat higher, indicating that the operators
had some problems in focusing at different distances. These troubles might, in turn,
cause squinting of one’s eyes which perhaps led to eye strain symptoms.

Fig. 3. Workload scores with error bars (standard error) for two operator crews (i.e. six
operators) in five simulator runs (S1–S5). The higher the score the higher the workload is.
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Spatial Presence. The Spatial Presence Scale was used to measure presence. This
scale is based on a process model of presence according to which operators generate a
mental presentation of the CR environment, and after that, they test perceptual
hypotheses concerning the acceptance of the VR CR as their primary frame of refer-
ence. The questionnaire consists of two subscales, one for self-location and the other
for perceived possible actions.

Overall, the Spatial Presence scores were at a moderate level (Fig. 5), and they were
even somewhat lower than in our previous studies in which another VR system had
been used. Apparently, improved resolution and the other novel features of the VR CR
could not fully compensate the effects of the deficiencies of the pilot system.

Fig. 4. Simulator sickness scores with error bars (standard error) for three operator crews (i.e.
nine operators). The higher the score the higher the symptoms of simulator sickness are.

Fig. 5. Spatial presence scores with error bars (standard error) for three operator crews (i.e. nine
operators). The higher the score the higher the sense of spatial presence is.
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VR CR Systems Usability. According to the system usability questionnaire results,
the new system was easy to learn to use, participants did not get lost in VR, the VR
glasses did not cause physical strain or were not too heavy to wear, communication was
smooth and lack of CR sounds did not disturb the operators much (Fig. 6). The
operators also thought that the new system can be useful in CR design.

On the negative side, the participants thought that they could not do everything they
wanted in the VR CR. They also thought that the new system was not very suitable for
CR evaluation or collection of user experiences. Surprisingly, even though the reso-
lution was improved, they still though that it was difficult to read from a distance.

4 Conclusion

The pilot study with a new VR system demonstrated that a VR CR has great potential
for evaluation and training of operator skills in nuclear domain. However, some targets
for development were found, which have to be solved before further testing is initiated.
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Abstract. This research proposes the development of a virtual reality system in
which multiple users could collaboratively design and edit 3D models. In the
virtual environment, users also obtained the rendered version of the actual
environment using the Kinect’s point clouds. The proposed system provides
several features of model building, coloring, realistic dimensions of actual
environment, user’s collaboration, and STL file exporting for 3D printing.

Keywords: Virtual reality � Multiuser � 3D model � Unity3D

1 Introduction

Computer-aid design (CAD) software has played a crucial role in the material or
product design process. However, due to the limitation of the software, the CAD
software lacks clarity in the visualization of the 3D model and good collaborative
features. In collaborative work, users need to share knowledge and idea and avoid
misunderstanding problem. Also, there is a difficulty in collaborative designing and
editing models if model designers are in different places. The users can collaborate on
the system by using the multiplayer high-level API (HLAPI) with Unity technology
which is a cross-platform game engine. The engine can be used to create two-
dimensional, three-dimensional, virtual reality, and augmented reality for games and
the other experiences [1]. Furthermore, the HLAPI is a set of networking for building
multiplayer capabilities for Unity [2].

The virtual reality (VR) is a technology that simulates the environment and allows
users to interact with the three-dimensional virtual environment by using the headset
and controllers. This helps users to reduce risk and have more understanding and
effective communication. The implementation of the application can present on the VR
headset or head-mounted display (HMD), VR controllers, and LED display. The
headset is responsible for mapping the display to a wide field of view [3].

This paper presents the development of the multiuser system for designing and
editing three-dimensional models in virtual reality with HTC VIVE and Microsoft
Kinect 2. The Kinect is a depth camera consists of an RGB camera, an IR emitter, an IR
camera, and the depth measurements are using the speckle pattern technology [4]. The
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system has developed using Unity3D and C# language with Microsoft Visual Studio.
The proposed system explored the development of a virtual reality for designing and
editing 3D models. In addition, users can design and edit 3D models easily and more
intuitively. The performance of the system was evaluated by using a 3D printer to make
a realistic 3D model obtained from the proposed system.

2 Related Work

This section presents research works related to the proposed system that consists of
virtual environment for collaboration system, designing and editing 3D model, and
simulated 3D environment.

Virtual Environment for Collaboration
In virtual environment, the communication systems for collaboration mostly used
avatar to represent the person and provided the clear voice to enhance the user’s
understanding. The collaboration system concerns about the point of view which users
can see the object in the same position with the different views. Space time [5], the
system of this paper supports users to see the same object even if users are in the
different view. For example, users can request to see the same view as avatar’s view by
touching shoulder of avatar. Users can clone the other avatar, resize and place cloned
avatar to any position. Then, the other avatar can see their cloned avatar and can choose
to teleport to see the view. This method can be applied to change perspective of
collaborative work.

Designing and Editing Model
To create the 3D objects with the virtual reality technology and Unity engine, most
developers start by understanding meshes. The mesh manipulation is to draw the
surface of the object [6]. The base of a mesh that developers should know is about
vertices and lines because a mesh consists of lines that connect these vertices. Data of a
mesh consists of four components including vertices, line or edges, triangle, and UV
map. Triangle is formed when line is connected with three vertices in 3D space. UV
map is about textures around the object’s space. Furthermore, developers could bring
mesh manipulation to create and edit 3D objects in Unity because it is easy to
understand and can be developed in a variety of ways.

Simulated 3D Environment
There are many sensors for scanning 3D environment and generating point cloud data
for rendering mesh in real-time. Kinect RGB-D camera is a sensor that can provide
RGB, depth and body skeletal information. Virtualized Reality using Depth Camera
Point Clouds [7] scanned real environment using the Kinect into VR and reconstructed
mesh in real-time using Unity.
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3 System Scenario

In the proposed system, two users are in the simulated environment scanned from the
first user’s environment. They could communicate with each other, see the user’s
avatar [8], and the first user’s rendered environment. The user could design and edit the
3D model with another user in the virtual environment. Moreover, users could export
the 3D model into an STL file for printing.

4 System Overview

As shown in Fig. 1, the system consisted of three main parts which are the simulated
environment part, the designing and editing section, and the multiuser supporting
function. The simulated environment part managed the connection between the
Microsoft Kinect 2 and Unity. Microsoft Kinect 2 was used to collect the depth data
from an infrared camera and colors data from RGB camera. Simulated environment
system mapped the depth positions with positions of colors data, created the point
cloud, and simulated the virtual environment through the Unity in Fig. 2. In the pro-
posed system, as shown in Fig. 3 users must wear the VIVE headset to get into the
virtual environment where they can work together and use controllers to perform the
3D model building. The designing and editing section managed the mapping the users’
actions through the controllers into the model building commands while the multiuser
support function acquired the users’ action data to perform the avatar’s movement.

4.1 The Designing and Editing Section

The designing and editing system flow is shown in Fig. 4. After the user performed an
action, the action command was acquired though HTC VIVE controllers, which are
connected to Unity engine through streamVR, a Unity plugin for VR development.
Unity engine then performed corresponding actions based on the user’s commands and
sent the visualization data back to the HTC VIVE headset for the user in order to see

Fig. 1. System overview
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the updated model through the streamVR [9]. There are 10 features that the software
can perform consists of move, create shape, size, paint, cut, copy, export, and extrude.

4.2 Multiuser Support Function

Users could perform the collaborative task to build a 3D model in the VR through
Photon engine [10], network engine and multiplayer platform. When the user connects
the photon server successful then users will be a client in the system. Meanwhile, they
can see each other’s avatar and their actions as they were in the same virtual envi-
ronment, and they can see environment scanned from Kinect via point cloud.

4.3 Simulated Environment

The simulated environment part obtained the depth and color data from the Microsoft
Kinect 2 and used them to create the shader and point cloud through [11]. Users could

Fig. 2. Virtual environment in the user’s viewports

Fig. 3. The user operated the HTC VIVE headset and controllers
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build 3D models that were matched with the actual environment using the proposed
virtual reality system.

5 System Evaluation

There are 3 system evaluations which cover system performance, usability, and value
for specific task.

5.1 System Performance

Frame rates is the number of frames that are displayed per second used in photography,
video, and game. FPS (Frames Per Second) is used to measure frame rate. The common
frame rate used for creating a smooth appearance is 24 FPS and the acceptable frame
rate in video games should be around 30 to 60 FPS. Frame rate depends on quantity of
data in the system. After test the multiplayer system, the proposed system showed
maximum frame rate of 75 FPS, minimum fame rate of 25 FPS, and the average of
frame rate was equivalent to 55.46 FPS, which is greater than the common frame rates.
The graph in Fig. 5 shows the changed frame rates in a 15-minute period.

5.2 Usability

Usability indicates that the users can use this system easily and more intuitively or not.
Usability tests were performed with 10 participants by asking users to finish the task.
There are 2 different type of participants. The first type covers participants who have
experience about designing and editing 3D model and the second ones are participants
who never have experience about designing and editing 3D model. Mission for user
testing is to see a scanned puzzle sorter box by Kinect, to help each other to design and
edit 3D model and compare it to a given box in virtual environment. Subsequently, 3D

Fig. 4. The designing and editing system flow
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model is printed and inserted to fit on a box in the actual environment. Furthermore, the
hypothesis of this mission is that two users should spend less time than one user to
complete the mission. After test the system, one user spent an average time of 7.27 min
and two users spent an average of 4.32 min, subsequently, users were given the survey
questionnaires call “USE Questionnaire” [12] to evaluate the usability of the system
including ease of use, ease of learning, and satisfaction. In addition, The measurement
criteria by having the option of Likert Scale, was divided into 5 options: strongly
disagree (1), disagree (2), neutral (3), agree (4), and strongly agree (5). The result of a
survey showed that the average of the ease of use is 3.125 (62.5%), of ease of learning
is 3.5 (70%), and satisfaction is 3.875 (77.5%).

5.3 Value of Specific Task

The specific task of this system is to help users to design and edit 3D model together to
complete the task. The system was evaluated by software and hardware testing.
Software testing is about the completion of the given task. Hardware testing is to print
3D model from the virtual collaborative work to fit with the actual environment.

5.4 Discussions and Conclusions

From the result, this proposed system can help multi users to create, edit 3D models
together, export file to .STL file for printing the 3D model to fit with the actual
environment. The user can see and communicate with another one via the avatar by
using virtual reality and can see the same 3D scanned environment in real-time. The
result of the survey showed that users were satisfied with the system because the
average of ease of use, ease of learning, and satisfaction were greater than 50%.
However, most users who used VR for the first time needed some tutorials or examples
of how to use this system. In addition, users could collaboratively apply the features
within the proposed system to create a prototype-like object. The bottleneck of this
system is the network. For the current version, the users cannot join the same room

Fig. 5. The changed frame rates in a 15-minute period
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from the different network. In the future work, this system needs more features for
users to support the design of more complicated models and better embedded tutorials.
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Abstract. In consumer behavior studies, several signals like head position and
eye-tracking, which are mostly unstructured, are recorded. Hence, the first step
in these studies is to extract structured features. In feature extraction, segmenting
the space into several Areas of Interests (AOI) can be beneficial. In this regard,
these features are computed when the shopper is inside a specific zone or
interacting with or looking at a specific area. One of the difficulties of this
approach is defining AOIs. In this study, positional and eye-tracking data of 57
subjects were recorded in a virtual reality store using a Head Mounted Display.
Each subject performed a free navigation task and the objective of the study was
to classify the shoppers based on their genders. For this purpose, some AOI-
based features were extracted from the behavioral data. The AOIs were cubic
and defined with rectangles in zenithal perspective and the shelves levels in
virtual store. Sizes of horizontal rectangles were then optimized using Genetic
Algorithm (GA). In optimization, a cost function based on Fisher criterion is
defined to maximize the linear separability between classes. After optimization,
the features extracted with the optimized and several arbitrary AOIs are clas-
sified with Support Vector Machine method. The results show that gender
classification accuracy with optimized AOIs is 85% and outperforms that of the
other AOIs. Along with the outstanding results in this study, this methodology is
capable of tuning other hyperparameters like navigational thresholds in classi-
fication problems.

Keywords: Virtual reality � Zone of interest � Area of interest � Genetic
algorithm � Optimization

1 Introduction

Scientists have explored the limitations and benefits of virtual reality (VR) in multiple
fields. In recent years, there has been a surge in usage of immersive virtual reality to
study the consumer behavior inside a virtual store or shopping mall [1]. Many different
tools are used including position tracking devices, eye, head, and hand tracking, etc. to
track the behavior of a person inside a virtual environment [1]. These tools provide a
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different set of raw unstructured data. This leads to the question of extraction of
structured features from these raw data. For feature extraction, two main approaches
can be taken. First, extracting the metrics related to the whole shopping period. Second,
computing the features related to some interesting periods such as, when the shopper is
inside a specific zone on the floor plan, which is called Zones of Interest (ZOIs), or
interacting or looking at a specific area at the shelf level, which is called Areas of
Interest (AOIs). The major issue faced by the second approach is how to consider
shape, place, and size of these ZOIs or AOIs [2].

In this study, the main objective is to define some ZOIs and AOIs so that the
features extracted based on them from the behavioral signals of the shoppers dis-
criminate the gender. In this regard, some rectangular ZOIs on the floor plan and cubic
AOIs in front of the shelves’ levels are defined. In this definition, the parameter of size
in these ZOIs and AOIs plays a huge role on the classification results. Hence, these
sizes are optimized using Genetic Algorithm (GA) [3, 4] which is one of the non-
gradient-based evolutionary optimization methods. This algorithm tries to simulate the
evolution in populations regarding genes and is a global random search method [5]. For
implementation of GA, a fitness or cost function is required. Since the objective of the
optimization is maximizing the gender prediction accuracy, current study uses modified
Fischer criterion as cost function [6] which maximizes the linear separability of classes
and subsequently, increases the accuracy of classification. In the final part of the study,
the quantities which are suggested with the optimizer are examined using support
vector machine (SVM) classifier.

2 Materials and Methods

2.1 Experiment

The experiment was conducted in the European Immersive Neurotechnology’s Labo-
ratory (LENI) of Polytechnic University of Valencia which is presented in Fig. 1. For
this experiment, 57 healthy individuals (27 females and 30 males, mean age = 25.12,
SD = 5.06 years) were recruited. All methods and experimental protocols were per-
formed in accordance with the guidelines and regulations of the local ethics committee
of the Polytechnic University of Valencia.

In the experiment, after a neutral familiarization with the virtual environment and
calibration phase, the participants were instructed to navigate freely in the virtual store
presented in Fig. 2(b) and interact with products arbitrarily under a time limit of 4 min.
This task represents unplanned browsing behavior meaning that costumer does not
have any specific goal for visiting the shop. Virtual Store of dimensions 6 M � 6 M
was developed using Unity 3D game engine. Participant could move inside virtual
environment walking in a natural way thanks to the special tracking zone of 6 � 6 m
implemented just at the same dimensions of the virtual store generated Fig. 1.
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The head and hand movement in 3D space as posture and eye-tracking data for each
subject during the navigation in the virtual shop was recorded using HTC Vive pro
Head Mounted Display (HMD) which is shown in Fig. 2(a).

2.2 ZOI and AOI Definition

In order to extract the features related to ZOIs or AOIs, the space was segmented. In
zenithal view, the floor plan was divided into four different ZOIs namely Shelf,
Adjacent, Near, and Far. These divisions are shown in Fig. 3(a). In this figure all the
regions with the same color are in the same ZOI. The 3D space considering the shelves
is divided into three levels namely Up, Middle, and Down as is shown in Fig. 3(b).
AOIs are defined with the combination of the ZOIs and levels i.e. all the spaces in the
ZOI Shelf and level Down are considered in the same AOI and named as “Shelf_-
Down”. In definition of these ZOIs and AOIs, widths and heights are constant and
equal to the width of shelves and heights of the levels, but the lengths (L1 and L2) in
Fig. 3(a) can be changed. Therefore, these two are considered for optimization. Note

Fig. 1. Physical environment of experiment. The facilities used in the experiment can be seen in
the picture. A 6 � 6 m space from this room is dedicated to the virtual store.

Fig. 2. (a) The shopper is interacting with the objects in the virtual store. (b) The virtual store
which is shown through HMD.
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that, the levels in ZOI Far are not considered. Meaning that, in this ZOI all the space is
considered as one AOI which is called “Far”.

2.3 GA Optimizer and Modified Fisher Criterion as Cost Function

In GA, the possible solutions are considered as chromosomes, and with crossover
between chromosomes in a population it tries to generate other sets of solutions. With
calculation of the fitness (cost) function, the algorithm removes some individuals
created by crossovers and keeps the best solutions. For creation of non-existing
chromosomes, the algorithm uses mutation. After a defined number of crossovers and
mutations, a new generation will be created. This procedure leads to an optimal
solution after a sufficient number of generations.

As it is mentioned, GA requires a fitness (cost) function for making decision about
removing or keeping the individuals. This cost function should be defined based on the
objective of an optimization problem. In this study, the objective is increasing the
separability of the features extracted from shopper behavior to discriminate the gender
by defining ZOIs and AOIs. Fisher criterion is used in linear discriminant analysis
(LDA). LDA method tries to change the feature space in a way that they have the

Fig. 3. (a) Floor plan with the divisions as Shelf, Adjacent, Near, and Far ZOIs. (b) Levels
which are considered for AOIs.
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maximum linear separability, and the cost function is Fisher criterion. In this work, the
modified Fisher criterion, as explained in Eqs. (1)–(4), is used as cost function.

Swi ¼
Xn
j¼1

r2 f ½j�i

n o
ð1Þ

Sbi ¼
Xn
j¼1

l f ½j�i

n o
� l fif g

� �2
ð2Þ

Ji ¼ Swi
Sbi

ð3Þ

J ¼ 1Pm
i¼1

1
Ji

ð4Þ

In Eqs. (1)–(4), Swi is scatter of within class of ith feature vector, fi
[j] is ith feature

vector of jth class, n is number of classes, r2 :f g is variance, Sbi is scatter of between
classes of ith feature vector, fi is i

th feature vector of all classes, l{.} Is statistical mean,
Ji is the cost for ith feature vector, J is cost function, and m is the number of the
features.

The modification of Fisher criterion is performed by Eqs. (3) and (4), i.e., using
harmonic mean instead of ordinary summations. For conventional Fisher criterion refer
to [6]. This modification is made to put equal importance on all the features extracted
from body posture, navigation and eye-tracking.

For Genetic Algorithm (GA), the main script for calculating cost is written in
Python V3.7 and the optimization is done using co-simulation between Python and
MATLAB R2019b. The Population Size, Maximum Generations, Crossover Fraction,
and Mutation Function are considered as 10, 20, 0.8, and “mutationgaussian”
respectively.

2.4 Feature Selection and Classification

To examine the results of the optimization, ZOI and AOIs are used to extract some
features from navigation, body posture and eye tracking data. Then, because of the
plentiful number of the features extracted, an automatic feature selection (Forward
Selection and then Backward Elimination) is utilized to obtain the best feature set for
each classification. After feature selection, the classification is done using SVM clas-
sifier and the results of k-fold cross validation with 5 folds are reported.

3 Results and Discussion

After optimization, the optimizer selected 18 cm and 13 cm as optimal values for the
L1 and L2, respectively. In order to examine the optimization results and show the
improvement, optimal L1 and L2 and four other sets of L1 and L2 are tested with
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SVM. The gender classification results are reported in Table 1. The optimal solution is
reported in the first row of Table 1. Second to fourth rows represent ZOIs and AOIs
with other quantities which are not optimal. The last row means the length of L1 and
L2 are zero, in other word the ZOIs and AOIs Adjacent and Near are not considered for
feature extraction.

By comparison of the last row of Table 1, which means calculating the features
without considering ZOI and AOIs, with the rest of the rows, it can be inferred that
defining ZOIs and AOIs mainly can improve the classification results.

Table 1 shows adjusting of the sizes of the ZOIs and AOIs can have a huge impact
on the improvement of the results. Also, it shows optimization could improve the
classification accuracy.

4 Conclusion and Future Implications

In this study, Genetic Algorithm is used to optimize the ZOI and AOIs. These ZOI and
AOIs are defined to extract features for classifying gender of the shopper based on the
shopping behavior. After optimization, SVM classifier is applied on the features
extracted with optimal sizes and some other arbitrary sizes of ZOIs and AOIs. The
result showed optimal ZOI and AOIs with 85% accuracy outperformed the other sizes
in classification of the shoppers’ genders.

This study showed that extracting metrics related to segment the space of the store
using ZOI and AOIs is beneficial for classification results. Also, by optimizing the sizes
of these ZOI and AOIs, the results can improve. This method can be used to effectively
optimize different types of segmentation with other classification methods. Besides, the
approach can be used to adjust other thresholds and hyperparameters which emerge in
feature extraction such as velocity and time thresholds for defining stops in navigation
data.

As every other method, this methodology also has some limitations like, the cost
function which was used in the study maximizes the linear separability, and obviously
in some cases it does not lead to higher accuracy. As future work proposal, nonlinear

Table 1. Classification results showing the accuracy of different combination of optimized and
arbitrary length sizes. L1 and L2 are the length of ZOI Adjacent and Near respectively.

L1
(cm)

L2
(cm)

Features
number

Males true
positives

Females true
positives

Accuracy

18 13 15 0.87 0.85 0.86
25 35 15 0.87 0.78 0.82
25 10 7 0.86 0.74 0.79
20 30 8 0.77 0.80 0.78
0 0 9 0.72 0.63 0.67
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kernels or another cost functions can be used to resolve this drawback. In addition, for
future works other shapes for ZOIs and AOIs like circle and sphere, or other topologies
can be considered.
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Abstract. As the retail sector transitions into an omnichannel model,
most brick and mortar stores are struggling to keep up with the com-
petition by digital retail formats. Offline retail is still lacking the means
to enrich the shopping experience in-store to make it more convenient,
personalized and engaging. To this end, we introduce a novel in-store rec-
ommender system leveraging head-mounted mixed reality displays. The
system enhances the shopping experience by introducing immersion and
addressing the customer’s desire to be treated on a personal level.

Keywords: Recommender system · Mixed reality · Omnichannel retail

1 Introduction

Traditional physical stores are closing down rapidly—the “retail apocalypse” [3].
Still, these stores remain the main pillar of the retail sector, accounting for 90%
of worldwide sales [18]. Currently, physical stores are moving towards omnichan-
nel retail [5] which aims to make customer experience the center of the business
model and enhance it as much as possible. Hence, this omnichannel approach to
retail differs from the traditional approaches (Brick and mortar and e-commerce)
[14] in terms of deployment which poses a problem to retailer to transition. A
promising approach is the deployment of novel digital technologies [13,15,27].
One of the mega-trends expected to revolutionize retail is mixed reality (MR)
[5] as it offers a personalized hedonic experience using immersive holographic
interfaces. However, little research has been done on concrete use cases of MR
in omnichannel retail. In this paper, we aim to close this gap by providing a
conceptual system that integrates the Microsoft HoloLens and an in-store rec-
ommender system for offline stores. We argue that the proposed system will have
a positive impact on customers’ path-to-purchase [29] and will accelerate both
the search for information and the evaluation of alternatives [34].

We first discuss relevant previous work and the necessary theoretical and
technological background in Sect. 2, before outlining the proposed system in
Sect. 3. Finally, Sect. 4 offers an in-detail discussion which also takes into account
limitations and future work and concludes the paper.
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2 Previous Work and Background

To justify the use of MR for in-store recommendations, we will review previous
approaches to deploy recommender systems in physical retail but also investi-
gate other use cases of MR in retail to identify their limitations and to draw
inspiration for our recommender system (Sect. 3).

Researchers have experimented with a range of different technologies to inte-
grate with recommender systems in brick and mortar stores. E.g., Fang et al.
[9] created a smartphone-based store recommender system for shopping malls
that implicitly captures customers’ preferences by analyzing their positions using
WiFi-RSS. Similarly, Silva et al. [30] provided recommendations of new or unseen
stores in a mall to users via their mobile phones. By now, smartphones can
also be used to check-out and pay [25]. Recently, [24] identified that resolving
the complexity of the context data and creating more personalized advertise-
ments as two of the directions where researchers need to contribute in order to
improve mobile recommender systems and in the present article, we aim to work
towards those directions. Another technology that has been integrated with rec-
ommender systems is computer vision which can be used to track customers
in-store using surveillance cameras [22]. Other options include smart mirrors
which detect RFID tags and recommend similar products [11].

In the recommender systems literature, collaborative filtering (CF) [12] is
one of the most common approaches to generate recommendations. CF is often
based on the idea of matrix factorization, e.g., using singular value decompo-
sition (SVD) [4]. First, an initial matrix R that captures the preference of a
set of users for a set of items is constructed based on known ratings of items
by users. Then, using SVD, this user-item matrix is decomposed into a user-
to-feature similarity matrix, an item-to-feature similarity matrix and a diagonal
feature-weight matrix; this is used to predict users ratings to then generate the
top-N most relevant items suggestions to the customers. To improve recommen-
dation accuracy, additional information can be integrated, e.g., transactions of
purchased products, or extensions of SVD like SVDFeature [7] can be used.
Also, by capturing customers’ movements inside the store and interactions with
products, content-aware collaborative filtering approaches can be realized, which
aim to use “contextual signals to become more human-centered” [10]. Methods
to achieve context awareness can be categorized into pre-filtering, post-filtering
and contextual modelling approaches. Their advantages and shortcomings have
been discussed extensively in the literature [1].

Our proposed system will use MR technology. This term was defined to
describe semi-virtual environments in which physical and digital objects coexist
and interact with each other [21]. Possible advantages of this kind of virtual
environment in retail have been discussed in the literature, concluding that they
improve customer experience in terms of both utilitarian and hedonic values
[20,23] providing useful tools and making the shopping experience more enjoy-
able. One use case has been demonstrated in [31] where the authors evaluated
augmented reality at the point of sales in retail stores to improve the assess-
ment of information. Recently, recommender systems researchers have discovered
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Table 1. Input and output channels provided by the Microsoft HoloLens.

Sensors High-level input data Output channels

Inertial measurement unit (1x) 3D Position Holographic display

Front camera (1x) Head orientation Audio speakers

Depth camera (1x) Eye gaze Wi-Fi 802.11ac

Environment cameras (4x) Gesture recognition Bluetooth 4.1 LE

Ambient light sensor (4x) Voice commands

Microphone (4x)

the technology, too, and first combinations have emerged [2,19] which promise
to improve the item-exploration and decision-making stages of the shopping
process.

The Microsoft HoloLens is a MR head-mounted display (HMD) which shows
holographic content which are objects made of light and sound that appear in
the world around the user, just as if they were real objects. Holograms respond
to gaze, gestures and voice commands, and can interact with real-world sur-
faces. With holograms, digital objects can be created that are part of the real
world. HoloLens enriches holograms with light and sound effects (Table 1, third
column) and uses sensors to enable interaction. The same sensors (Table 1, first
column) allow to extract different valuable inputs for a recommender system
(Table 1, second col.): Position, head-gaze and eye-gaze of the user are deter-
mined by spatial mapping of the surrounding environment. Using the cameras
and microphone, the HoloLens can recognize hand gestures and voice commands.
Practitioners have added support for additional capabilities such as QR code and
object recognition [32].

3 An In-store Mixed Reality Recommender System

Our MR recommender system proposes relevant products to customers through-
out their shopping journey via an application running on a HoloLens, making
product information search and comparison more efficient [34]. In this scenario,
the device is owned by the customer, so it will contain personal information
needed for the system to provide more personalized product suggestions. Rec-
ommendations are designed to take the customer’s behavior in-store and other
information, e.g., the history of purchases, into account to facilitate the search
for relevant products. We first evaluate which of the input channels provided by
the HoloLens (Table 1, second col.) can be used to extract information about
the user (Sect. 3.1) and then conceptualize the recommender system using this
information (Sect. 3.2).
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Fig. 1. Overview of our system. The bottom row shows two usage scenarios. In the left
example, triggered by the examination of a package of milk, the user is presented with
two product recommendations (milk drink and yogurt) shown as 3D holograms. In the
second example, while looking at the box of a video game, the user is presented with
additional information in the form of a video trailer, screenshots and prices.

3.1 Input Data

The top left corner of Fig. 1 shows the input channels provided by a HoloLens.
Users can input information using the device’s point-and-click interface, for
example to maintain personal profiles with basic data such as age or interests
but also dynamic information such as their current shopping list or wish list. The
device itself provides the user’s current and previous positions inside the store.
By combining the raw positions with semantical information about the store
layout, a list of encountered products, shelves and departments is computed.
The inertial measurement unit provides information about the orientation of
the user’s head to determine an approximate gaze direction which can be refined
employing the integrated cameras. The cameras are also responsible for image
and object recognition tasks, e.g., of examined products. Finally, using gestures
and voice commands, the customer can navigate the system’s user interface in a
natural way (Fig. 1, bottom) and provide feedback about products. Apart from
these types of input data, the recommender system incorporates information
maintained in the retail’s IT systems, including product ratings by individual
users, product information and the overall purchases of all customers.
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3.2 Recommender System

We follow van Capelleveen et al.’s [6] Recommender Canvas methodology as
a guidance framework. The design process is sub-divided into six areas—goal,
domain characteristics, functional design, technical framework, interface design
and evaluation—which we will describe in the following.

The goal of the proposed system is to support the product purchase decision
by personalized products recommendations and to provide relevant information
when making purchase decisions. Examples for such information include the loca-
tion of a recommended product in the store and product information presented
through a holographic interface (Fig. 1, bottom right).

The design of the system is influenced by several characteristics of the tar-
get domain, retail. One of the biggest challenges for the adaptation of recom-
mender systems in offline retail is the availability of relevant data. By tapping
the HoloLens inputs (Sect. 3.1) as a valuable source of additional data, we can
overcome many of the limitations, e.g., the lack of contextual real-time informa-
tion. In the proposed physical store system, data includes the customer’s location
and trajectory inside the store. This helps retailers to understand personal pref-
erences and provide a purchase experience which is centered around individual
customers. The integration of the additional inputs can be achieved using data
hybridization through SVDFeature [8] which can leverage latent features and
side information, such as visited departments.

The functional design of the system is driven by the question of what func-
tionalities a user might expect from the system. Contemporary customers have
a desire to be treated by retailers on a personal level (Sect. 1) which is facilitated
by system’s high level of context awareness and use of real time information [10].

The core technical framework for our recommender system follows a collab-
orative filtering approach. In this, the selection of the filtering method is criti-
cal. We propose to use SVDFeature [7] which is based on matrix factorization
(Sect. 2) and provides a balanced trade-off between complexity and flexibility.
This allows to incorporate all of the inputs provided by the HoloLens. Another
important point of consideration is the training method to use. The model can
be trained by minimizing the loss function using stochastic gradient descent [17].
As recommendations are known to be more relevant when customers are close
to the recommended product [28], we propose to use the location of the user in
post-context filtering [1].

The interface design takes into consideration how, when, what and where
to present recommendations. They could be in the form of image, video, text
overlays as well as three-dimensional holograms of recommended products. We
devise two use cases. In the first one (Fig. 1, bottom left), the user sees a top-N
list of recommended products. The second scenario is the automated presenta-
tion of additional information (Fig. 1, bottom right) that may help the user in
making buying decisions. In both of these cases, users can use the interface of
the system to receive recommendations and information effortlessly by clicking
on the respective holographic buttons.
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To evaluate the system performance, user-centric studies along the lines of
[26] and [16] can be conducted to validate the claim that the system improves
a customer’s shopping experience. Common quantitative measures such as pre-
cision and recall can be used to measure the quality of the recommendations.
Capelleveen’s Recommender Canvas [6] also considers ways to optimize the rec-
ommender system further. However, given the prototypical nature of our system,
optimization methods are not applicable yet.

4 Discussion

Both mixed reality and recommender systems have proven to be advantageous
in retail [9,23]. This paper proposes combining both to aid the transition of
traditional retail into the omnichannel model. We leverage the capabilities of the
Microsoft HoloLens using it as both a valuable source of input and an output
channel for recommendations. The HoloLens can permanently monitor what
shelves or products a customer is examining, collecting more information and
allowing retailers to assist users better. The increased collection of input data
reduces the problem of data sparsity resulting in more accurate recommendations
for the customer.

An alternative approach to obtain similar real-time information is computer
vision [22] which however has some limitations. For example, to infer which
product a customer is seeing using standard surveillance cameras would require
a large amount of cameras placed in different locations, powerful hardware and
algorithms to analyze the video streams. In contrast, the HoloLens provides this
information as a single integrated device which does not need any additional
hardware or software to be set up. Furthermore, there are also evident advan-
tages regarding the output. Perhaps the most important one is the immersive
environment for the end user. This interaction is similar to that with real objects,
making it more natural than in mobile phones and fully immersive environments.
This immersion makes the shopping experience more pleasant to the user and
more streamlined towards a buying decision.

In its current form, our system has some remaining limitations. The first is the
accessibility and usability of its hardware. Also, the gesture-based interactions
typically require some time for new users to get used to. Future work includes
the deployment of our prototype in a lab or actual retail store for qualitative and
quantitative user studies. There are multiple directions in which the system can
be extended, for example a specialization for a specific type of retail. Regard-
ing the hardware used, the next generation of the HoloLens has already been
released. Some of its features are more precise position and eye gaze estimations
which would improve the precision of the recommender system and reduce some
of the current limitations. A challenge for retailers will be to understand the
customers’ perception regarding privacy. Customers usually express higher pri-
vacy concerns in personalized services than in non-personal ones [33]. Through
user studies, it will be interesting to see to which extent immersion can aid the
perception of the personalized recommender system.
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Abstract. Exposure-based interventions have been proposed as an appropriate
method for the treatment of fear of gaining weight (FGW) and body image
disturbance (BID) in the treatment of anorexia nervosa (AN). However,
exposure-based therapies have notable limitations (e.g., negative initial reaction
in patients or higher risk of dropout). The use of virtual reality (VR)-based
exposure techniques may overcome these limitations. This study provides initial
evidence of the usefulness of a VR-based exposure therapy in the treatment of a
14-year-old female adolescent with AN. Over five exposure sessions, the patient
was embodied in a virtual representation of her own silhouette whose weight
was progressively increased. FGW, body anxiety, drive for thinness, BID, and
Body Mass Index (BMI) were assessed before and after the intervention, and at
3-month follow-up. FGW, body anxiety and full body illusion (FBI) were also
assessed at the beginning of each session. The patient was exposed to the
immersive virtual scenario using a VR head mounted display (HMD-HTC-
VIVE). After the intervention there was a clear reduction in FGW, drive for
thinness, body-related anxiety, and BID. BMI rose slightly over the course of
the intervention. FBI levels also rose progressively in each exposure session.
However, these changes were not fully maintained at follow-up, when the
improvement was lower than that achieved immediately post-treatment. This
innovative VR-based exposure procedure achieved promising results for tar-
geting FGW and AN symptoms in a short time. To pursue this study further, and
to assess the effectiveness of this new VR software, a larger controlled clinical
trial will be conducted.

Keywords: Anorexia nervosa � Virtual reality body exposure � Full body
illusion � Fear of gaining weight � Body image
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1 Introduction

Anorexia nervosa (AN) is a severe eating disorder (ED) that usually begins during
adolescence and often persists into adulthood. Previous studies have highlighted the
need to address both fear of gaining weight [FGW; 1, 2] and body image disturbance
[BID; 3, 4] in the treatment of anorexia nervosa (AN). Exposure-based interventions
have been proposed as an appropriate method for the treatment of these disturbances
[5]. However, in vivo-based exposure may present some limitations, such as high
negative initial reaction in patients or higher risk of dropout [6]. This limitations may
be overcome by VR interventions, since it is perceived as safer by participants and
reduces withdrawal [7]. In addition, VR allow researchers to create real-size 3D sim-
ulations of participants’ bodies with their own physical characteristics [7]. Real-size
virtual bodies that participants can feel as their own, in an illusory feeling known as,
full body illusion (FBI). Finally, VR offers the possibility of taking body exposure
therapy one step further, allowing the patient to experience the FBI of a virtual body
that progressively increases its weight until it reaches a healthy body mass index
(BMI). The current study describes a technique involving VR body exposure to help a
patient with AN to recover her healthy weight and reduce ED symptomatology.

This study provides initial evidence of the usefulness of a VR-based exposure
therapy in the treatment of a 14-year-old female adolescent with AN (restrictive sub-
type). Over five VR exposure sessions, the patient was embodied in a virtual repre-
sentation of her own silhouette whose weight was progressively increased until
reaching a healthy Body Mass Index (BMI). Reductions in FGW, the body-related
anxiety, BID and a return to a healthy-normative level for her BMI; finally, all these
body-related changes were expected to be maintained after three months.

2 Method

2.1 Case Formulation

Patient A is a 14-year-old female adolescent that was diagnosed at the Eating Disorders
Unit of Hospital Sant Joan de Déu of Barcelona. In the previous year, with a maximum
BMI value of 23.17 kg/m2, the patient started unhealthy diets without supervision and
food-restrictive behaviors, such as counting calories and the progressive reduction or
removal of some food perceived as unhealthy. Until there was the complete removal of
solid food which lead to a significant lose weight (approximately 12 kg in the last
twelve months). The patient also showed occasionally self-harming behaviors (e.g.,
scratching injuries in her forearms) with punitive purposes, and high anxiety levels in
different daily situations (e.g., disputes with her family).

After reaching a minimum BMI of 17.67 kg/m2, the patient was referred at the ED
unit, where she was diagnosed with restrictive type AN according to the Diagnostic and
Statistical Manual of Mental Disorders [8]. She also presented a high level of BID, with
body concerns toward certain weight-related body areas (e.g., the stomach), high levels
of FGW and body distortion.
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She underwent day patient (DP) treatment for children and adolescents with ED. It
was an intensive DP treatment program conducted at the ED Unit over 11-h periods,
with permission to sleep at home. The treatment at the ED Unit consists of a multi-
disciplinary protocol, including individual and group CBT, nutritional rehabilitation, a
behavioral program aimed at improving eating patterns and weight, and individual and
group parent counseling. The individual CBT consists of two sessions per week, each
lasting 45 min. Finally, she also received a pharmacological treatment based on a
single daily dose of Fluoxetine (10 mg) and Diazepam (5 mg).

2.2 Measures

Before starting the treatment (pre-evaluation), at the end of the treatment (post-
evaluation) and after a follow-up of three months, the following measures were
assessed:

• Evaluation of change in body weight: BMI.
• Eating Disorder Inventory (EDI-3; [9]). The EDI-3 is a self-report inventory con-

sisting of 12 scales and 91 items, in which the answers are provided on a 6-point
Likert scale. In the current study, the Spanish version of the body dissatisfaction
scale (EDI-BD), and drive for thinness scale (ED-DT) were used.

• Physical Appearance State and Trait Anxiety Scale (PASTAS; [10]). The PASTAS
comprise two self-report scales measuring weight-related and non-weight-related
anxiety. In this study, the Weight Scale (W) was used.

• Silhouette Test for Adolescents (TSA; [11]). This Spanish instrument, adapted for
the adolescent population, consists of eight male and eight female figures which
progressively increase in body volume. The patient selected the one she perceived
as their body size and the one she desired. Then, according to her BMI, the real
silhouette is also selected. TSA-BD is assessed by calculating the discrepancy
between the perceived and desired body sizes. Body distortion (TSA-D) is assessed
by calculating the discrepancy between the perceived and real body sizes.

• Full-body Illusion (FBI), Fear of gaining weight (FGW) and Anxiety related to the
whole body were assessed on Visual Analog Scales (VAS) from 0 to 100 at the
beginning of each exposure session.

2.3 Instruments

The patient was exposed to immersive virtual scenario using a VR head mounted
display (HTC-VIVE). In addition to the two controllers that HTC-VIVE usually pro-
vides, three additional body trackers were used to achieve full body motion tracking.
Virtual avatars were created by Unity 3D and Blender 2.78, integrating all the com-
ponents within the virtual environment. The virtual environment was a simple room
without any furnishings, with a large mirror placed 1.5 m in front of the patient.
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A young female avatar wearing a basic white t-shirt with blue jeans and black trainers
was created. The avatar also wore a swim cap to avoid any influence of hairstyle.

2.4 Procedure

Prior to treatment, written informed consent was obtained from both the patient and her
parents. The VR exposure intervention consisted of five sessions that were administered
by two general health psychologist with clinical experience in the treatment of
adolescents.

In the pre-assessment session, which lasted approximately one hour, the virtual
avatar was generated by taking a frontal and lateral photo of the patient and creating an
avatar whose silhouette matched the pictures by adjusting the different parts of its
silhouette to the photographs. In the meantime, the other therapist administered the pre-
assessment questionnaires and answered the patient’s questions.

Next, the FBI was induced using two different procedures, a visuo-motor and
visuo-tactile stimulation, both procedures lasted three minutes (for more details see
Fig. 1). Once the FBI was induced, the three VAS examining intensity of the FBI,
body-related anxiety and the FGW were assessed.

According to the treatment sessions, each of the five-exposure session, lasted
approximately 1 h and took place once a week. All sessions began by inducing the FBI
and assessing the VASs. The body exposure treatment was initiated with a virtual body
with the same BMI as the patient. During the following sessions, the BMI of the avatar
was progressively increased (0.35 BMI score/session) until the target weight (healthy
BMI) was reached. During exposure to each avatar, the participant was asked to focus
on different parts of the virtual body, by asking what they think and feel about them. In
addition, the patient was asked about the level of anxiety experienced every 120 s
throughout the exposure session (VAS-A). When her anxiety levels had decreased by

Fig. 1. Brief description of visuo-motor and visuo-tactile stimulation procedures.
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40% with respect to the initial measure, the session was terminated. At the end of each
session, the patient was exposed to a relaxing VR environment (forest or garden) for
5 min.

Each of the following treatment sessions began with the next BMI increase. In
cases where the initial whole-body anxiety had not fallen by 40% or if the exposure to
various parts of the body had not been completed, exposure to the same avatar as the
previous session was repeated.

3 Results

The results of the self-reported scales from the pre-post and follow-up assessment are
detailed in Table 1. After the intervention there was a clear reduction in ED symptoms,
including FGW, drive for thinness, body-related anxiety, and BID. BMI rose slightly
over the course of the intervention. However, these changes were not fully maintained
at follow-up, when the improvement was lower than that achieved immediately post-
treatment.

As Fig. 2 shows, both measures VAS-A and VAS-FGW fell gradually across the
five VR-body exposure sessions and the pre- and post-assessment sessions. FBI levels
also rose progressively in each exposure session.

Table 1. Pre, post-treatment and 3-month follow-up results.

Measures Pre-treatment session Post-treatment session 3 months follow-up

BMI 18.08 18.33 18.11
EDI-DT 27 8 21
EDI-BD 30 13 22
PASTAS 26 5 11
TSA-D 3 2 2
TSA-BD 2 −1 −1
BAS 22 43 37
VAS-A 70 30 50
VAS-FGW 100 30 50

Note: Body Mass Index (BMI), Eating Disorder Inventory (EDI-3) drive for
thinness (DT) and body dissatisfaction (BD) scales, Physical Appearance State
and Trait Anxiety Scale (PASTAS), Silhouette Test for Adolescents distortion (TSA-
D) and body dissatisfaction (TSA-BD), Body Appreciation Scale (BAS), Visual
analog scales (VAS) of Full-body ownership illusion (FBOI), anxiety and Fear of
Gaining Weight (FGW).
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4 Discussion

This innovative VR-based exposure procedure achieved promising results for
enhancing CBT in ED. Before the intervention, the patient showed high to very high
ED symptomatology, with both EDI-3 subscales scores within the high clinical ranges
according to the original scales [9]. After a VR body exposure intervention, there were
clear reductions in all ED symptomatology, including FGW, body anxiety levels, body
dissatisfaction, drive for thinness and body distortion. In addition, BMI levels had
slightly improved at the end of the intervention.

Our results provide further evidence that VR embodiment-based procedures can be
successfully applied to modify BID, not only in healthy samples [e.g., 12, 13], but also
to reduce body-related symptomatology in a patient with AN. These results are also in
line with previous research that used in vivo exposure-based interventions (e.g., mirror-
exposure techniques) to reduce body dissatisfaction in ED patients [14] and high body-
dissatisfied women [4].

According FGW levels, after the intervention, there was a clear reduction of the
scores. Our results are in line with those of a previous study [15] in which a decrease in
AN symptomatology was observed after five sessions of imaginal exposure. However,
the current study overcomes some of the typical limitations of imaginal exposure (e.g.,
such as the difficulty of achieving or maintaining visualization). Targeting the FGW
seems a fundamental approach on AN treatment. Previous studies have found that
FGW is one of the strongest predictor of ED symptomatology (e.g., dietary restraint) in
AN patients [1]. Therefore, our results provide initial support for using VR
embodiment-based procedures to help AN patients to confront their core fear, in a
controlled and graded way.
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Fig. 2. First values for fear of gaining weight (VAS-FGW pre), body anxiety (VAS-A pre), full-
body illusion (VAS-FBI) and the final value for body anxiety (VAS-A post) across the five VR-
body exposure sessions and the pre- and post-assessment sessions.
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Nevertheless, the reduction observed in the post-assessment session was not
maintained at the 3-month follow-up assessment. In almost all ED measures there was
an increase in the scores that did not reach the previous levels at the pre-assessment.
One possible explanation is that, even though FGW levels and ED symptoms were
substantially reduced after the treatment, more VR body exposure sessions might be
needed in order to obtain a long-term reduction and stabilization in ED
symptomatology.

This study has some important limitations which should be mentioned. First, it
cannot conclude that the success of the intervention is due to the VR exposure per se,
since it is based on a single patient who received VR treatment as an add-on to
treatment as usual. In addition, a longer follow-up assessment, for instance one year
after the assessment, would have been more useful to better understand and control the
development of the symptomatology of the patient.

To confirm the efficacy of the VR exposure intervention controlled clinical trials
should be conducted. Our group has already started one such study (clinicaltrials.gov,
NCT 04028635), a randomized controlled clinical trial in which we have increased the
sample size and compare CBT with added VR exposure to CBT alone.

Funding. This study was funded by the Spanish Ministry of Economy and Competitiveness
(Project PSI2015-70389-R: Development of virtual reality-based exposure techniques for
improving anorexia nervosa treatment) and by the AGAUR, Generalitat de Catalunya,
2017SGR1693.
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Abstract. The primary factor in virtual reality is an interaction between user
and system. To maximize the user’s feeling of immersion, a user needs a user
interface that can naturally interact with the system in virtual reality. In this
paper, we introduce our VR learning program for the constellation that can
enhance the user’s sense of immersion using the diegetic UI in the VR envi-
ronment. In order to utilize diegetic UI for immersion in VR learning content,
we classified the diegetic UI that is mediated as an element in the VR envi-
ronment into the following three types in our VR project. First, the diegetic UI
mediated as a place can provide a realistic experience as a friendly place where
we can visit easily even in ordinary times or a fantastic experience as an
imaginary place that is hard to experience in reality. Second, the diegetic UI
mediated as an agency plays a role in virtual reality in which the character
becomes the subject of the story or helps the story progress in virtual reality.
Third, the diegetic UI mediated as sensory is not limited to audiovisual as a
means of interaction in virtual reality, but it enhances immersion by increasing
interaction by utilizing all human senses.

Keywords: Virtual reality � User interface � Diegetic UI

1 Introduction

The rapid development of technology and the rapid growth of information society are
changing the paradigm of education. Virtual reality (VR) is used in various fields such
as games, education and training, and medical technology development [1]. The scope
of use of VR education is increasing, and it is expanding to various fields used in our
daily life. Virtual reality is widely used not only for general education, but also for job
training in industrial fields, medical, military, and enterprises. In particular, it is
attracting attention as an experiential content that provides a new learning experience
by integrating virtual reality and artificial intelligence(AI) technology into educational
content. It is possible to make an experiential education that can be experienced directly
by moving to the place where it is difficult to escape from the limitations of space and
observing the process of learning principles being executed. The learner actively
participates in learning through critical thinking and imagination through experiential
learning in virtual space [2, 3]. In the implementation of learning content, it will be
necessary to provide a natural interaction between the user and the system by utilizing

© Springer Nature Switzerland AG 2020
C. Stephanidis and M. Antona (Eds.): HCII 2020, CCIS 1225, pp. 116–121, 2020.
https://doi.org/10.1007/978-3-030-50729-9_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_16&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_16&amp;domain=pdf
https://doi.org/10.1007/978-3-030-50729-9_16


virtual reality to induce immersion in the learner and to lead a learning motivation and
active learning effect.

Users interact with the system through the user interface (UI) and are crucial for
systems that require intuitive interactions such as virtual reality. The primary purpose
of UI design in the virtual reality will be to allow the user to naturally interact with the
content and use it easily and conveniently. Virtual reality has the advantage of pro-
viding an immersive feeling through the realistic interaction between the user and the
system and feeling the presence that can feel as if they are in the virtual world [4]. In
particular, it maximizes the immersion of the user by supporting the user’s natural
interaction with the computer-generated environment. To induce the immersion of the
user, a UI that can naturally be explored and interacted as in reality is required.

The purpose of this study is to analyze the components of the diegetic UI that can
be applied to the VR environment and to suggest the utilization method of the VR
content that can induce the sense of immersion. In this paper, we introduce our VR
learning program for the constellation that can enhance the user’s sense of immersion
using the diegetic UI in VR environment.

2 Design Approach

In this project, we aim to expand students’ curiosity about science and their scientific
imagination by developing VR content that utilizes interesting space science materials
that can be observed in everyday life. We implemented the exploration of space in the
form of experience related to the constellations of the universe through the natural
interaction with the user using virtual reality. We have made general scientific common
sense about the universe and Greek myths related to constellations into interesting VR
content in conjunction with storytelling. The player experiences the stories of the
constellations by exploring the constellations of the universe, starting with an event that
teleports into space from an astronomical observatory where he accidentally enters.
Figure 1 shows the learning model of a constellation.

Fig. 1. The learning model of constellation
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3 Diegetic User Interface

The diegetic user interface is the part of the scene and fiction of the virtual world [5].
Diegetic elements exist within the virtual world, and the player can directly manipulate
the elements that make up the virtual world through the avatar’s perspective. It is to
configure the interface so that the player can interact with all of the internal elements
such as characters, backgrounds, props, and sounds that exist in the virtual world that
can be seen or heard. There are many virtual reality research results show that it is more
efficient to create an interface with diegetic elements existing in the virtual world than a
non-diegetic user interface represented by a typical GUI [6–8].

In this project, we classified the diegetic UI which is mediated as an element in the
VR environment into the place, agency and sensory.

3.1 Place

A place is a diegetic UI element that creates new relationships and experiences between
the player and the virtual world, and the realm can expand to serve as a role to create a
new level of experience for the player. The astronomical observatory is the place where
players start in this project and is a familiar place in reality. Players can interact and
navigate by picking up, touching, and interacting with objects in space. From the
moment the HMD is worn, the player is completely blocked from viewing and enters a
virtual world different from that seen in reality. The player’s first experience starts with
a place that suggests how the story will unfold in the future. That is, it provides the user
with a preparation step to immerse himself in the story. The universe is the second
place where player can explore the constellations. By providing an experience of a
fantastic place that is not commonly experienced in everyday life, it inspires players
and allows them to become immersed in the real world. As a diegetic UI mediated as a
place, it allows players to go beyond fantasy and reality to recognize that they have
entered the virtual world rather than reality and become a subject in the virtual world.
Besides, if we organize a place according to the progress of the story, we can make
players experience dramatic inspiration. Figure 2 shows the diegetic UI mediated as a
place in this project.

Fig. 2. Screenshots of diegetic UI mediated as a place
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3.2 Agency

According to a locus of control, we classify an agency as an agent and an avatar [9].
The player controls the avatar to become the subject of the story, and also helps the
story progress from the agent. The avatar gives the player the freedom to move around
and observe the view and space from the first-person point of view so that the player
becomes an imaginary person and feels immersed. It is essential to make the player
immersive and interact in harmony with the virtual environment as if acting in reality.
Through these experiences, you can make the player the subject of the story, experi-
ence the narrative structure, empathize with the situation, and induce empathy. Agent
refers to a character or object controlled by a computer system, which means an animal,
robot, or human in a virtual environment. An agent is the AI of the control panel in this
project, and the player starts from the beginning by listening to the voice of the AI
coming from the speaker of the control panel. Although it is the face and voice of the
AI appearing on the screen attached to the controller, it makes the story smooth and
improves the understanding of the situation. Even when moving from the observatory
to outer space, the voice of AI continues to be heard and acts as an auditory medium
connecting the real world with the fantasy world. Figure 3 shows the diegetic UI as an
agent in this project.

3.3 Sensory

Sensory elements used to induce natural interaction and effective responses to the
player. In virtual reality, players can refine their experiences by viewing, playing, and
feeling perception cues related to their experiences. The main elements of perceptual
immersion were visual and auditory. The visual and auditory elements focus the
player’s attention and provide clues. As a visual element in this project, a flickering
effect was created on the button of the control panel to draw the attention of the player.
It also provided clues for progress by faintly flashing the constellation shape when the
player points to outer space. The visual elements generated effects on the objects that

Fig. 3. Screenshot of diegetic UI mediated as an agent
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the player can interact with and drew the player’s attention and provided clues to
proceed with the story.

As the auditory element, the focus is on the moment of reaction that occurs in the
direct interaction process between the user and the virtual environment, and it is
produced with a diegetic sound existing in the virtual world so that heterogeneity does
not occur. Perceptual immersion can improve through the synchronization of visual and
auditory. When the player selects a constellation, the picture of the constellation
overlaps and appears. Then, the agent told Greek myths related to the constellations to
enhance the learning effect with interesting stories about the constellations. The agent
that appears from the beginning of the story, although not visually expressed,
accompanies the player and provides the necessary information. Also, the player can
feel the social presence of interacting with a computer-generated agent and interacting
with someone in the virtual world. Figure 4 shows the diegetic UI as a visual effect in
this project.

The diegetic UI mediated as sensory induces direct interaction with the objects
necessary for the story progression and conveys information to the player.

4 Conclusion and Future Work

In this study, we analyzed the diegetic UI that can be applied to the virtual reality
environment and suggested a method to induce immersion. When we create a UI in
virtual reality, we try to exclude the creation of a GUI that exists outside the virtual
world and induce immersion as a diegetic UI that allows the user to interact naturally
with all components in the virtual world. We classified the diegetic UI that is mediated
as an element in the VR environment into the following three types. First, the diegetic
UI mediated as a place can provide an immersion with a realistic experience as a
friendly place where we can visit easily even in ordinary times or a fantastic experience
as an imaginary place that is hard to experience in reality. Second, the diegetic UI

Fig. 4. The visual effect of constellation display
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mediated as an agency plays a role in virtual reality in which the character becomes the
subject of the story or helps the story progress in events that occur in the narrative.
Third, the diegetic UI mediated as sensory is not limited to audiovisual as a means of
interaction in virtual reality, but it enhances immersion by increasing interaction by
utilizing all human senses. As visual cues and auditory cues that exist in virtual reality,
it serves as a clue to the player and helps the story progress.

As future work, we plan to utilize the tactile sense to maximize the user’s
immersion.

Acknowledgements. This work was supported by the Ministry of Education of the Republic of
Korea and the National Research Foundation of Korea (NRF-2019S1A5A2A01047357).
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Abstract. This study investigates if it is possible to avoid a virtual obstacle
seen by a monocular head-mounted display (HMD) in an augmented reality
(AR) living environment for the evaluation of motor function. The trajectory of
a toe during obstacle avoidance was measured by optical motion capture. In four
conditions consisting of an AR living environment or a real environment,
movements to avoid obstacles were performed, and two points of toe clearance
front (TCF) and toe clearance rear (TCR), the heights from the top of the
obstacle to the toe tip, respectively, were evaluated. Obstacle heights were 2, 9,
and 21 cm. The results verified that it was possible to avoid the virtual obstacle
because both TCF and TCR were not less than 0 cm. In addition to TCF and
TCR, the highest point of the toe tended to be higher as the living environment
approached the AR living environment. Therefore, to verify the accuracy of the
obstacle avoidance motion, the use of a binocular HMD is necessary as it offers
a smaller effect on human perception of the obstacle and allows for the exam-
ination and an evaluation method that does not affect variations in gait.

Keywords: Augmented reality � Obstacle avoidance movement � Motion
capture � Toe clearance

1 Introduction

The rate of adults living longer is progressing rapidly in developed countries. As a
critical challenge of aging, falling by the elderly is often a concern. In Japan, more than
27000 elderly people died in accidents in 2016, of which 7116 fell, far exceeding the
3061 annual fatalities due to traffic accidents [1].

Even if a fall does not result in death, falling interferes with daily activities and
increases the risk of requiring constant care, and it is a condition called locomotive
syndrome. Fall factors are classified into internal factors from inside of the body and
external factors from the surrounding living environment and can each cause falling
incidents singly or together. Circumstances resulting in falls attributed to these factors
include “slip,” “totter,” and “to loss.” In addition, “stumble” instances with obstacles
and from taking regular steps account for the largest proportion in the fall situations for
elderly people [2–5]. The study by Saito et al. clarified that the cause of stumbling by
the elderly is due to the difficulty in recognizing the perceived height of the feet, and
the height of the feet is actually raised, so the drawing in of the feet becomes low [6].
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From this observation, measurements are necessary for these situations that are closer
to actual living environments to clarify the cause of the “stumble” occurrence in which
internal and external factors are independently or mutually related.

In recent years, augmented reality (AR) has become widespread in the industry
with advanced developments in software and hardware. If an AR system can re-create a
living environment, then it becomes possible to reproduce scenarios closer to that
experienced by the elderly that is safe and inexpensive for analyzing falls caused by
“stumbling” responses.

However, various behavioral responses are observed in “xR” environments (where
“x” is a generic symbol representing multiple reality experiences, such as AR, virtual
reality, and mixed reality) because AR can be inconsistent compared with real envi-
ronments [7, 8]. Therefore, the purpose of this study is to verify if it is possible to
“straddle” virtual obstacles reproduced by computer graphics (CG) in an AR living
environment. Obstacle avoidance actions within an AR living environment and a real
living environment are measured using optical motion capture, and differences between
the resulting actions are compared.

1.1 Definition of Evaluation Points

To confirm if a virtual obstacle could be straddled in an AR environment, two eval-
uation points called the toe clearance front (TCF) and toe clearance rear (TCR) were
configured following related research (Fig. 1) [9]. The height from the upper edge of
the obstacle leading edge to the toe when the toe passes the upper part of the obstacle
starting point is the TCF. The height from the upper end of the obstacle’s leading edge
to the toe as the toe passes over the obstacle’s endpoint is referred to as the TCR.
Because the toe follows an approximate parabolic path when straddling an obstacle, the
obstacle is considered successfully straddled if both values of the TCF and TCR are not
less than zero.

Fig. 1. The TCF and TCR evaluation points.
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2 Methods

2.1 Development of the AR Living Environment

The AR living environment in this study is defined as a virtual obstacle generated by
CG superimposed onto an image of the real surrounding space. An AR living envi-
ronment is composed of AR devices, an AR engine, and a virtual obstacle.

The AR device was comprised of an iPhone XS Max manufactured by Apple Co.
and an head-mounted display (HMD) from ELECOM Co., which is a monocular HMD
for viewing images through a single lens. This HMD was selected because it enabled a
straightforward creation of an AR living environment and was practical for the
examinee to use during the evaluation.

The AR engine is the software for realizing the AR environment, and this study
used the AR Kit from Apple. The optimized space recognition function available with
this package was utilized, which enabled the detection of floors and walls without
depending on specialized hardware or physical markers as well as three-dimensional
(3D) processing of the space.

Three virtual obstacles with different dimensions were created of 2 cm (height) �
45 cm (width) � 15 cm (depth), 9 cm � 45 cm � 15 cm, and 21 cm � 45 cm �
15 cm in the AR environment. A People Occlusion function was incorporated to
perform occlusion processing on a person to provide a better sense of reality when
straddling virtual obstacles. Occlusion describes an object in consideration of the
longitudinal relation between the object in front and the object behind. For a virtual
obstacle that is intended to appear to be placed on the floor below, the front foot is then
drawn on the front foot, which provides a sense of incongruity. However, after the
virtual interaction, the obstacle is re-drawn in consideration of the anteroposterior
relationship making it possible to perform obstacle avoidance movements without
discomfort (Fig. 2). To compare avoidance actions of the virtual obstacle with a real
environment, a similar obstacle was replicated in the real living environment for
testing, as illustrated in Figs. 3, 4, and 5.

Fig. 2. The TCF and TCR as evaluation points.
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2.2 Motion Capture

The obstacle avoidance motion was measured using an optical motion capture system,
the “MAC 3D System,” that is a method to calculate the 3D coordinates of a marker
affixed to an object using an infrared camera in real time. The system consisted of 12
Kestrel measuring cameras and PCs installed with Cortex control software. The Kes-
trels were equipped with a sensor comprised of 2.2 million pixels that can photograph
at 300 fps in full resolution. The Cortex software performed the setup of the Kestrels as
well as provided analysis of the measured data.

Reflective markers were also attached to the subjects’ feet to enable measurement
of the obstacle avoidance movement. The application points were at the right and left
toes (L_Toes, R_Toes), the left and right heels (L_Heel, R_Heel), and the right and left
knees (L_Knee, R_Knee), as shown in Fig. 6.

Fig. 5. 21 cm-tall real obstacle (top) and virtual obstacle (bottom).

Fig. 3. 2 cm-tall real obstacle (left) and
virtual obstacle (right).

Fig. 4. 9 cm-tall real obstacle (left) and
virtual obstacle (right).
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2.3 Conditions and Measurement

The subjects performed obstacle avoidance actions in virtual and real living environ-
ments defined as walking over an installed obstacle following the process outlined in
Fig. 7. Three types of visual conditions (field of view unrestricted, mock HMD, and
HMD) were configured to compare the difference in obstacle avoidance movements
between virtual and actual obstacles (Fig. 8). Specifying the elements that can be
improved is accomplished by setting conditions that gradually shift from an actual
living environment to the AR living environment.

As outlined in Fig. 9, condition ① includes a real obstacle avoidance movement
performed without visual field constraint. In condition ②, the real obstacle avoidance
movement was performed with the visual field restricted by the mock HDM that
imitates the head mount display to impose the constraint on the visual field. In con-
dition ③, the real obstacle avoidance movement was performed with the visual field
restricted by the HMD. In condition ④, the virtual obstacle avoidance movement was
performed with the field of view restricted by the HMD. Twelve patterns were mea-
sured by changing the height of obstacles from 2, 9, and 21 cm for each condition
using three healthy adult males as the subjects.

Fig. 6. Attachment locations of the reflection markers for measuring the obstacle avoidance
movement.

Fig. 7. The obstacle avoidance procedure.
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3 Results and Discussion

3.1 Toe Trajectory

The trajectory of the toe during obstacle avoidance movements by one subject is shown
in Fig. 10. Considering the graph for the obstacle height of 2 cm, the maximum point
of the toe tends to increase gradually as the environment scenario shifted from real to
AR, reaching 21, 23, 31, and 30 cm, respectively, in each condition. The difference
between conditions ② and ③ at the highest point is a significant 8 cm. Even for the
obstacle height of 9 cm, the difference between conditions ② and ③ at the highest
point is 11 cm. For an obstacle height of 21 cm, the difference of the highest point
between conditions② and③ is 6 cm. These differences are significant when binocular
vision is shifted from possible to impossible.

These results suggest that as the cues for recognizing distance are gradually limited,
it becomes difficult to raise the foot to an appropriate height. When a human recognizes
an obstacle, the distance to the obstacle is obtained through stereoscopic vision by

Fig. 8. Three visual conditions tested.

Fig. 9. Summary of the measurement patterns investigated.
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synthesizing images from the right and left eyes in the brain. However, as it becomes
impossible to perform stereopsis through changing the condition to a single eye HMD,
the distance to the object is inferred only to be obtained through an overlapping line
perspective from the subject’s experience. However, in condition ④ with an obstacle
height of 2 cm, the highest point of the toe decreased by 1 cm compared with the
condition ③. With this result, because the habituation of the visual field condition in
the HMD is effected, the estimation of the comparatively appropriate distance is also
affected.

The obstacle crossing time, defined as the time for the toes to land after initially
lifting from the ground, for the obstacle height of 2 cm tended to gradually increase
from 0.7, 0.75, 0.8, and 0.8 s. Obstacle straddling times for the 9 cm-high object also
increased gradually from 0.85, 0.9, 0.95, and 1.0 s, and the obstacle straddling times
for the 21 cm-high object also increase from 0.95, 1.0, 1.0, and 1.05 s. This suggests
that the stride time increases because the length of the motion of the toe becomes longer
in proportion to the height of the obstacle. Therefore, the length of the toe motion
appears to increase in proportion to the height of the obstacle, which increases the
stride time. In addition, when the visual conditions of the “viewing angle” and
“binocular parallax” were gradually limited, the subject’s notion of avoiding the
obstacle without collision was reflected, and the movement is presumed to be per-
formed while confirming the positional relationship between the toe and obstacle.

From these inferences, the measurements close to real living environments are
considered to be replicable through measurements using the HMD of the see-through
type for which the effect on the recognition of the obstacle by the subject is less.

Fig. 10. The toe trajectory measurements.
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3.2 TCF and TCR

Figure 11 indicates the TCF and TCR values for one subject. The result of condition④
suggests that it is possible to cross the virtual obstacle because both values of TCF and
TCR were not zero or negative. However, the values of TCF and TCR gradually
increase as the living environment condition approaches that of the AR. When stepping
over an obstacle in a parabolic motion, the TCF and TCR depend on the toe separation
point, so its variation affects the TCF and TCR in each trial. In addition, because the
evaluation site in this study is limited to the toe, the angles of the toe and the leg are
considered to also influence the fluctuation of TCF and TCF values. Therefore, an
analysis method that does not impact the variation of each trial must be performed.
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Abstract. Recently, the use of VR is diversifying with the spread of the rel-
atively cheap VR equipment. VR has been used in games, entertainment
facilities, educational fields and so on. For example, web browsing in VR space
is one of the focused fields. Some of its typical applications are Bigscreen and
Virtual Desktop. Since these applications can create a big size screen for the web
browser, users could easily browse the web in the VR space. Web browsing can
be classified into information search and information acquisition (sequential
reading). However, research on the information acquisition has not been con-
ducted yet. Therefore, the purpose of this study is to verify the optimal visual
environment for information acquisition task in the VR space. In the experiment,
we created six conditions’ web pages using Unity. They were consisted of two
font size conditions and three screen size conditions. In the experimental task,
the subjects were asked to loudly read the text on the screen, and they were
asked to answer a questionnaire for subjective evaluation. In order to compare
readability of each conditions, invisible area and reading time were measured.
From the experimental results, we could verify the suitable visual environment
for web browsing in VR space.

Keywords: Virtual reality �Web browsing � Sequential reading � Readability �
Visual environment

1 Introduction

The year 2016 is called the first year of Virtual Reality (VR). The use of VR is
diversifying with the spread of the relatively cheap VR equipment. The application area
of VR has also been expanded to games, entertainment facilities and education. For
example, some companies use VR for training employees in customer service and
management. Some social VR applications can allow us to make online communication
with others in the VR space. Moreover, web browsing in VR space is one of the
focused fields. Some of its typical applications are Bigscreen and Virtual Desk-
top. Since these applications can create a big size screen for the web browser, users
could easily browse the web in the VR space. However, it is not clarified that the big
size screen is suitable for the web browsing, then it is necessary to verify the visual
environment for comfortable web browsing in VR space [1–3].
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Web browsing can be classified into information search and information acquisition
(sequential reading). However, research on the information acquisition has not been
conducted yet. Therefore, the purpose of this study is to verify the optimal visual
environment for information acquisition task in the VR space.

2 Experiment

2.1 Methodology

Twelve subjects (21 to 24 years old) participated in the experiment. We created six
conditions’ web pages using Unity. One of the experimental VR space is shown in
Fig. 1. They were consisted of two font size conditions (standard: 12pt [80 mm], large:
16pt [100 mm]) and three screen size conditions (S: 2.36 � 7.20 m, M: 1.35 � 4.00 m,
L: 0.81 � 2.40 m). MS Gothic was used and the distance between the subject and the
screen in VR space was fixed at 1.0 m for all conditions. The three screen sizes was
based on the previous study [4].

Six texts were extracted from Haruki Murakami’s “Carousel Horse Dead Heat” for
the experimental task. The six texts were unrelated to each other, and the number of
characters of the six texts was arranged in 1,348. In the preliminary experiment, it has
been confirmed that there was no significant difference between the six texts.

2.2 Procedure

Before starting the experiment, the subjects filled out the questionnaire about experi-
ence of VR equipment use, and performed the vision test to confirm that the subjects
have more than 20/30 vision. After the explanation of the VR equipment operation, the
subjects performed practice tasks as fully proficient in the experimental environment.

In the experimental task, the subjects were asked to loudly read the text displayed
on the screen under each condition. And after each task, they were asked to answer a
questionnaire on physical and cognitive fatigue for five-grade subjective evaluation.

Fig. 1. Example of experimental VR space (Images for left and right eyes)
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Table 1 shows seven items of the questionnaire. A three-minute break was provided
after each trial. As the evaluation indexes to compare readability, reading time and
invisible area of the screen [5] were measured.

3 Experimental Results

3.1 Reading Time

The experimental results of the average reading time for each condition were shown in
Fig. 2. The horizontal axis shows the screen size, and the vertical axis shows the
reading time, and each bar shows the font size. The asterisks *, ** indicate that the
coefficients are statistically different from zero at the 5 and 1 percent level, respectively.

As shown in Fig. 2, significant difference (p < 0.01) was recognized between
standard size font and large size font at M size screen. Simultaneously, significant

Table 1. Questionnaire items for subjective evaluation

Questionnaire items

Physical fatigue 1. Fatigue on eyes
2. Fatigue on head
3. Fatigue on arms
4. Overall fatigue

Cognitive fatigue 5. Information volume per one page
6. Character size
7. Comprehensive readability

Fig. 2. Average reading time
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differences (p < 0.05) were also recognized between the screen conditions at standard
size font and between the screen conditions at large size font.

3.2 Invisible Area

The results of the invisible area of the screen L, M, S are shown in Fig. 3. It shows the
positions of character which the subjects could not read. In the experiment, the max-
imum number of subjects who couldn’t read the character was 9 subjects at the same
position, so nine color gradations from orange to red show the number of subjects.
Only under the condition of the L size screen, the invisible areas appeared.

3.3 Subjective Evaluation

The averages of the evaluation score on physical and cognitive fatigue are shown in
Fig. 4 and Fig. 5. The horizontal axis shows the screen condition and the vertical axis
shows the evaluation score so that the higher number means the better evaluation.

Regarding the results of physical fatigue, no significant difference was recognized
between the font size conditions. However, significant differences (p < 0.05) were
recognized between L size screen and other screen sizes in Fig. 4(a), (c), (d).

Regarding the results of cognitive fatigue, significant differences were mainly
recognized between the condition of “standard size font using L size screen” and some
other conditions in Fig. 5(a), (b), (c).

(a) In case of standard size font

(b) In case of large size font

Fig. 3. Invisible area of each condition. (Colour figure online)
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(a) Fatigue on eyes (b) Fatigue on head

(c) Fatigue on arms (d) Overall fatigue

Fig. 4. Results of subjective evaluation (physical fatigue)

(a) Information volume per one page (b) Character size

(c) Comprehensive readability

Fig. 5. Results of subjective evaluation (cognitive fatigue)
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3.4 Discussion

From the results of the reading time in Fig. 2, it was revealed that the boundary of
readability was found between large size font and standard size font at M size screen. It
is considered that the reading time is affected by the combination of screen size and
font size. Regarding the results of the invisible area in Fig. 3, it was revealed that the
large size screen (0.81 � 2.40 m) is not suitable for the sequential reading in the VR
space, because users can’t recognize some characters at both sides of screen. Finally,
from the results of the subjective evaluation in Figs. 4 and 5, there was a tendency that
the L size screen was worse than other conditions. In addition, the subjective evaluation
of the cognitive fatigue in Fig. 5, the evaluation score on the condition of “large size
font using S size screen” was quite low. From the different viewpoint, this condition
has the smallest number of characters per one page. Hence, it is considered that the
number of characters in one line on the screen is an important factor of readability.

Consequently, through the all experimental results, the condition of “standard size
font (12pt) using S size screen (2.36 � 7.20 m)” and “large size font (16pt) using M
size screen (1.35 � 4.00 m)” were suitable for the visual environments of web
browsing in VR space.

4 Conclusion

In this research, we verified the optimal visual environment for information acquisition
task for web browsing in the VR space. In the experiment, the invisible area and
reading time were measured by using the six conditions’ web pages. From the
experimental results, it is concluded that the number of characters in one line on the
screen is an important factor and the combination of screen size and font size affects the
readability.
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Abstract. Skeuomorphism in virtual reality can provide more than just visual
cues for quick recognition, it can also provide spatial information. A Virtual
Equipment System is a system that takes advantage of the spatial information
from a user’s body by equipping them with virtual counterparts of common
wearables. It provides ways to quickly adjust a suite of functions that are con-
ceptually related using spatial knowledge of human anatomy corresponding to
the equipment. The system can also be used to provide shortcuts for interacting
with properties of other objects related to the user’s sensory channels. As a
software solution, this Virtual Equipment System can be standardized and
implemented across different devices and applied to different extended realities.

Keywords: 3DUI � Human-centered computing � Virtual reality

1 Introduction

In the current generation of virtual reality (VR) headsets, the user adjusts various audio-
visual settings by using the menu button on the controller to bring up the system menu.
Once the system menu appears, the process becomes much like using a mouse on
traditional PCs. The controller is used as a pointer to interact with the menu and
navigate to the desired option. This is a method that utilizes user knowledge that is
easily transferable from traditional PC user interfaces, but it does not take advantage of
the spatiality provided by VR or the user’s own body awareness.

On certain VR devices such as Oculus Quest, users can adjust sound volume using
buttons on the headset. Dedicated physical buttons enable quick access, but the posi-
tions and availability of these buttons are not universal across different VR devices.
However, with a 6 Degree of Freedom (6DOF) Headset, we have spatial reference
points for the headset. We can further associate the space around the headset to dif-
ferent conceptual areas of human anatomy such as eyes, ears, or mouth. We can then
use the 6DOF Motion Controller to interact with these spatial reference areas.

Some VR games and experiences have explored using spatial reference points
around the headset, but mostly for increased immersion. In games like Job Simulator
[1], players can eat a food item by placing it near their mouth. In The Lab [2], players
can bring a crystal sphere representing another world to their head to enter that world.
An example of using spatial reference points for improved workflow and accessibility
can be found in Fantastic Contraption [3]. As an advanced option, players can use the
different areas around their head as shortcuts to grab different items (Fig. 1).
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Lastly, we take inspiration from headphones with gesture control such as Sony’s
WH1000XM3 headphones [4] or the helmet touch interface by Takumi et al. [5].
Gesture Control increases the number of options that users have access to, given the
same spatial reference point or area.

2 Proposed System

In most VR Setups, the user is equipped with a 6DOF Headset and two 6DOF Motion
Controllers. With these physical devices, we have spatial reference points for the head
and the hands. Virtual Equipment (VE) is a group of objects that are socketed to these
spatial reference points. 6DOF Motion Controllers provide the means to interact with
the VE.

VE provides an alternative to the traditional menu interface. Users can grab and put
on different equipment. Furthermore, users can interact with their VE through con-
troller gestures or body gestures (e.g. arm gestures or foot gestures). Lastly, the VE can
be grabbed and used with other systems for additional interactions.

2.1 Location of VE

To determine the locations of VE, we need to have spatial reference points for the
user’s body. Here, we describe three approaches: Headset and Controller tracking,
hardware tracker-based tracking, and camera-based tracking. With additional hardware,
a Virtual Equipment System can be bolstered with full body tracking.

The latter two approaches involve full body tracking. Full body tracking provides
additional spatial reference points that can then be outfitted with Virtual Equipment.
Depending on the tracking, we may gain additional direct spatial reference points, but
also indirect locations related to those points. Additionally, full body tracking will
provide extra information that can help us improve our evaluation of the ergonomics of
the Virtual Equipment System.

Fig. 1. User grabbing a stick from the left ear area of the headset in Fantastic Contraption.
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Headset and Controller Tracking. Headset & Controller Tracking is the most widely
available and easiest method to utilize because it does not need any additional hard-
ware. We utilize spatial reference points for the helmet directly to outfit the user with
VE such as headphones, goggles, or microphones. We similarly utilize the controllers
to outfit the user with arm bracers. These VE, as shown in Fig. 2, are displayed in
addition to what the user is wearing and may be different than the physical objects (e.g.
having virtual headphones while wearing earphones).

For VE without a direct spatial reference point, we can estimate the associated
location based on statistical data of the human body and the spatial reference points that
we do have. For equipment such as a belt or pockets, we can use the height of the VR
headset as the user’s eye height and determine the user’s waist height using
anthropometry.

Advanced Tracking. One option for better tracking would be to use hardware
trackers. Using hardware trackers such as the HTC’s VIVE trackers, we can get direct
spatial references for other body locations such as feet, knees, and elbows. The
accuracy of the full body tracking will depend on the number of trackers we use.

At the time of this writing, the bulkiness and the inconvenience of the trackers
makes it inconvenient to use many trackers. However, we can easily place two trackers
on the user’s left and right feet. Along with the existing headset and the two controllers,
this gives us five points of reference. Using inverse kinematic solutions, we can per-
form inverse kinematics on a human body model to get an estimate of many more key
points.

Another solution for better tracking would be camera-based tracking. Using two or
more external cameras, we can track the human body using computer vision libraries

Fig. 2. Virtual Equipment available with Headset and Controller tracking that users can interact
with using 6DOF Controllers in VR
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such as OpenPose. Camera-based tracking has the benefit of being able to track more
key points than trackers and does not require the user to wear additional hardware on
the body. The downside is that this solution is restricted to a specific physical location
and requires additional computing power, which can further tax a system that’s already
strained by enabling virtual reality.

2.2 Types of VE

VE can be grouped into two types: VE related to the human body and VE not related to
the human body. The most straightforward example of the first type would be vision
and hearing for the sensory systems as well as hands and feet for actuator systems. This
category also includes VE that are conceptually associated with the respective body
parts due to historic or cultural significance. These associations may not be as universal
as the senses. Examples could include wristwatches for the wrist and a sword for the
back or waist.

The second type includes anything else that does not fit the first category. This
could be because the VE cannot be placed in its logical location due to other VE
competing for the same space or because the VE cannot be functionally associated with
any human body parts. For example, goggles with a snapshot functionality could be
placed where the eyes are, but that location may be occupied by other goggles that
allow the adjustment of brightness and enable alternate vision. The system or the user
could choose to place the VE in a secondary spot, such as at the feet. However, the
equipped VE would not be as intuitive as if they were the first type of VE, leading to
more effort on the user’s part to associate the VE with the body location.

Other functionalities in VR could take the form of VE and be placed on the user for
quick access. For example, network settings could be made into a router that is
equipped at the elbow. These VE move away from what is considered equipment in
real life and cannot be easily associated with the body parts in which they are equipped,
but they can be provided for the user’s convenience within an existing VE system.

2.3 VE Interactions

VE such as a bow equipped on the back could allow the users to draw the bow and start
firing arrows at targets like they could in real life. However, we envision three other

Fig. 3. From left to right: user moving controller to grab virtual headphones. User releasing a
representation of headphones at the menu node. Audio settings menu is shown to the user.
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types of VE interactions that are not commonly seen in real life: Drag & Drop, Con-
troller Gesture, and Body Gesture.

VE Interaction – Menu Access via Drag and Drop. The user can use a 6DOF
controller to quickly access the menus associated with VE using a special menu node or
an “Alt Node”. We envision this node to function like the alt key of the keyboard,
enabling an object placed in the node to bring up its alternative function. Tentatively,
we have attached this node to the controller.

This operation functions similarly to a drag-and-drop operation in PC systems.
First, the user moves the motion controller to the location of the VE (e.g. headphones),
receiving haptic feedback as it enters the equipment. Then, the user pushes and holds
the trigger button to pick up the headphones, attaching the VE to the controller. The
user can then move the VE headphones freely. If the trigger is released while the VE
headphones are inside the Menu Node, the menu associated with the headphones will
be opened. If the trigger button is released while the VE is anywhere else, the VE will
return to its original position (Fig. 3).

Using this interaction with Type 1 VE, users will be able to access general sensory
related menus. For example, vision and graphics menus through the VE at their eyes
(goggles), the audio menu through the VE at their ears (headphones), and the voice
menu through the VE at their mouths (microphones).

Since Type 1 VE also represents the sensory channels the users have, VE can also
serve as a shortcut to open the settings menus related to the sensory channel for a
specific object. Using the same drag and drop method described earlier, users can drag
a Type 1 VE (headphones) from their body location (ear) to an object in the world to
bring up that object’s sensory menu (audio menu) as illustrated in Fig. 4.

VE Interaction Example - Function Access Via Controller Gestures. Some VE
could include built-in motion gestures to allow quick access to different functions.
Much like grabbing and moving the equipment to the menu node, users can perform
gestures by moving the controller to the equipment (e.g. headphones). Instead of
grabbing and releasing at the menu node, users would grab and release the headphones
slightly away from their original position to perform a controller gesture. Depending on
the direction and distance moved, the gesture could trigger different functions as
detailed in Fig. 5.

Fig. 4. From left to right: user grabbing virtual headphones with the controller. User placing the
virtual headphones on an object in the world. Type 1 virtual headphones open the audio menu
associated with the object.
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Like the object-specific sensory menu access, these controller gestures can also be
expanded to target a specific object’s audio or visual sensory channels. Users could
select an object (grabbing with a controller or using a pointer) and perform the con-
troller gesture to adjust that object’s audio or visual properties as shown in Fig. 6.

VE Interaction - Function Access Via Body Gestures. In addition to controller
gestures, some VE are situated in places where the users could perform body gestures.
For example, the user could have shoes equipped at the feet that can be triggered by
tapping the heels together three times, like in the Wizard of Oz. Once the gesture is
performed, it will trigger the associated functionality of the VE which could return to
Home or bring up movement-related settings menus.

2.4 VE Customization

Since the VE is based on the user’s body in 3D space, a user’s physical characteristics
affect our VE System. Improperly placed, the VE will be at best awkward to use, or at
worst, inoperable. The ability to customize Virtual Equipment’s positions becomes
crucial for a good user experience. We outline two methods for user customization.

Tailored UI or Tracking-enabled Customization. We draw upon the clothing
analogy to describe user interfaces that are modified by the system to work with a

Fig. 5. On the left, using the controller to perform up and down gestures on the virtual
headphones to increase and decrease volume. On the right, using the controller to perform a
forward and backward gesture to go to the next song or previous song.

Fig. 6. From left to right. User uses the controller’s pointer to select an object in the world. User
uses the other hand’s controller to interact with the headphones via controller gesture. The
object’s volume increases due to the controller gesture on the audio channel.
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user’s physical characteristics such as height, arm length, etc. This is atypical in UI
design as most user interfaces are designed for the average human in order to be
accessible for the most people.

With the basic setup of a 6DOF headset and two controllers, we can utilize the
headset to perform a user height calibration as well as utilize the controllers to get a
user arm length calibration. With that information, we could then refer to anthro-
pometry data to get estimates for the rest of the body. With full body tracking, we could
have UI that’s tailored or made-to-fit for the user. Aside from placing each VE in
appropriate positions with respect to the user’s body, we can adjust interactions based
on the user’s exact measurements.

For example, when the user performs an up gesture on the virtual headphones, the
user’s arm length and the rotation of the joints determine how easy it is for the user to
move up and down. For people with longer arms, their hands might easily go out of
bounds and end up moving the virtual headphones instead of performing an up gesture.
It is critical that these interactions in 3d space take into consideration the user’s
physical attributes when determining the position and orientation in which users must
move their controllers or body to interact.

Virtual Avatar Mannequin. The system can make its best prediction for what the
user would want, but there are times when these predictions are insufficient. We need a
way for the users to be able to adjust intuitively and easily. For that, we envision a
mannequin that mirrors the user in terms of VE equipped. The mannequin provides a
way for users to visualize and adjust the settings for their various VE.

When users interact with the VE that is equipped on themselves, it could either
activate a gesture or move it for drag and drop interactions. When the user interacts
with the VE that is equipped on the mannequin, it would adjust the position of the VE
with respect to the body area they are equipped in. This is useful for situations where
the user’s VE cannot be interacted with due to it being stuck in a real-world object such
as virtual headphones inside actual headphones or a virtual utility belt inside someone’s
belly.

Aside from adjusting the physical location of the VE, the mannequin can also
provide feedback for performing controller gestures as well as adjusting controller
gestures, something that’s otherwise hard to visualize and see. With a mannequin

Fig. 7. From left to right. User grabbing the virtual headphones on the mannequin using a
controller. As the user moves the controller and thus the virtual headphones up, user’s equipped
virtual headphones also move up
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mirroring the user’s every action, the user can see how much they must move their
controller to trigger a controller gesture. The user can also spatially adjust the
parameters for what would be interpreted as a controller gesture (Fig. 7).

3 Evaluation

To evaluate the Virtual Equipment, we need to compare what it takes to perform a task
using the different interaction methods in Virtual Equipment versus the traditional
methods of using a menu button followed by pointers or dedicated hardware buttons.

Quantitative data that we can capture would be the time it takes, the user’s accu-
racy, and the motion required to perform an action. If full body tracking is imple-
mented, we would have more accurate quantitative data for the action required. We
would also like to capture qualitative data to compare the effort and comfort. We will
ask users about their experience with VE through user surveys with questions about
areas such as difficulty, intuitiveness, comfort, and effort required.

Some basic tasks we want to compare would be adjusting the audio volume,
adjusting the brightness of the display, opening the audio settings menu, and opening
the visual settings menu. For each task, we will compare a VE system with the cur-
rently existing traditional interfaces.

4 Conclusion

There are many advantages to a Virtual Equipment System that utilizes the spatial
reference points provided by a VR headset and its controllers. A user’s spatial reference
points can be utilized directly and indirectly, as well as bolstered through tracking.
There are a variety of different ways to interact with the Virtual Equipment System,
including how the Virtual Equipment can be tailored and customized, and how we can
evaluate the performance of these Virtual Equipment.
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Abstract. This paper presents the results of a pilot study that assesses the effect
of passive haptics on the user experience in virtual reality simulations of
recreation and sports activities. A virtual reality kayaking environment with
realistic physics simulation and water rendering was developed that allowed
users to steer the kayak using natural motions. Within this environment the users
experienced two different ways of paddling using: a) a pair of typical virtual
reality controllers, and b) one custom-made “smart paddle” that provided the
passive haptic feedback of a real paddle. The results of this pilot study indicate
that the users learned faster how to steer the kayak using the paddle, which they
found to be more intuitive to use and more appropriate for this application. The
results also demonstrated an increase in the perceived level of enjoyment and
realism of the virtual experience.

Keywords: Virtual reality � Passive haptics � Physical education � Kayaking

1 Introduction

Kayaking is an outdoor activity that can be enjoyed with easy motions and with
minimal skill, and can be performed on equal terms by both people who are physically
able and those with disabilities [1]. For this reason, it is an ideal exercise for physical
therapy and its efficacy as a rehabilitation tool has been demonstrated in several studies
[1–6]. Kayaking simulations offer a minimal-risk environment, which, in addition to
rehabilitation, can be used in training and recreational applications [5]. The mechanics
of boat simulation in general have been well-studied and led to the design of high-
fidelity simulation systems in the past decades [3, 7]. These simulators immerse the
users by rendering a virtual environment on a projector [1, 4, 6] or a computer screen
that is mounted on the simulator system [2, 8]. Furthermore, the users can control the
simulation by imitating kayaking motions using remote controls equipped with
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accelerometers (such as Wii controllers) [5] or by performing the same motions in front
of a kinesthetic sensor (such as Kinect sensors) [4, 6].

The recent advances in virtual reality technologies and in particular the availability
of head mounted displays as self-contained low-cost consumer devices led to the
development of highly immersive virtual experiences compared to the conventional
virtual reality experiences with wall projectors and computer displays. Kayaking
simulations have been published as commercial game titles in these virtual reality
platforms [13]. However, the use of head mounted displays in intensive physical
therapy exercises bears the risk of serious injuries due to the lack of user contact with
the real environment. These risks could potentially be reduced if the users maintained
continuous contact with the surrounding objects such as the simulator hardware, the
paddle(s), and the floor of the room, with the use of passive haptics. Additionally, the
overall user experience can be improved through sensory-rich interaction with the key
components of the simulated environment.

This paper assesses the role of passive haptics in virtual kayaking applications.
Passive haptics can be implemented in virtual reality systems by tracking objects of
interest in real-time and aligning them with identically shaped virtual objects, which
results in a sensory-rich experience [9, 10]. This alignment between real and virtual
objects allows users to hold and feel the main objects of interaction including hand-held
objects, tables, walls, and various tools [11, 12].

In this paper we present a novel virtual reality kayaking application with passive
haptic feedback on the key objects of interaction, namely the paddle and the kayak seat.
These objects are being tracked in real-time with commercially available tracking
sensors that are firmly attached to them. Although the users’ real-world view is
occluded by the head-mounted display, the users can see the virtual representation of
these objects and naturally feel, hold, and interact with them. Subsequently, the users
can perform natural maneuvers during the virtual kayaking experience by interacting
with our “smart” paddle using the same range of motions as in real kayaking.

The proposed system was assessed with a pilot user study (n = 10) that tested the
following hypotheses: a) The use of passive haptics helps users learn kayaking faster
and operate the simulation better compared to the conventional controller-based
interaction. b) The use of passive haptics improves the level of immersion while
kayaking in virtual reality.

The study was undertaken at the Reality Lab of the Digital Worlds Institute at the
University of Florida. The volunteers who participated in this experiment were ran-
domly assigned to the study and control group and experienced the proposed virtual
kayaking system with and without the use of passive haptics respectively. The data
collection was performed with pre- and post-test surveys. In addition, the progress of
each individual user during kayaking was recorded and the collected timestamps were
analyzed.

The results from this study are presented in detail and indicate that the use of
passive haptics in this application has a statistically significant impact on the user
experience and affects their enjoyment, learning progress, as well as the perceived level
of realism of the virtual reality simulation.
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2 Methods

A virtual reality kayaking simulation was developed by imitating state-of-the-art
kayaking simulations that are currently available in commercial virtual reality platforms
[13]. The developed virtual environment featured realistic physics simulation and
photorealistic water rendering with reflection, refraction, distortion and Fresnel effect.
The user could steer the kayak by naturally moving a pair of typical virtual reality
controllers that were visualized as two short paddles in the virtual environment (Fig. 3
top). This type of interaction was considered the baseline in our study as it represents
the common way of interaction in modern virtual reality systems.

Additionally, our virtual kayaking simulation provided an alternative mode of
interaction using a custom-made paddle controller. More specifically, two hand-held
controllers (Oculus Rift) were rigidly attached to the blades of a real paddle as shown in
Fig. 1. The placement of the controllers with the rings of LED markers around the
paddle allowed continuous unobstructed 6 degree of freedom tracking. The physical
paddle was aligned with a 3D model of a paddle in the virtual space (Fig. 3 bottom), so
that the users could naturally hold and feel the paddle while being in the virtual
environment. In both types of interaction, the controllers provided vibration cues when
the corresponding virtual paddles were submerged in the virtual water.

Furthermore, in our experimental setup the chair that was used during our study
sessions was aligned to the 3D model of the kayak as shown in Fig. 2. More specif-
ically, the flat arms of the armchair were aligned to the flat sides of the 3D model of the
kayak so that the users could feel the size of the virtual kayak. This way the users could
intuitively control the range of their motions while paddling in virtual reality and thus
avoid hitting the armchair with the physical paddle. The position and orientation of the
chair was tracked in the 3D space with respect to the virtual reality headset without
requiring the attachment of any additional markers to the chair because its position was
fixed within the real physical space.

A virtual environment with a river was designed and made long enough to allow 8–
10 min of kayaking. The river was divided into 5 segments with checkpoints that were
distributed along the river and served as progress indicators. Finally, the virtual
environment included several other decorative as well as collectible objects that
motivated the users to steer the kayak towards them in order to collect points (see
Fig. 3 top). A virtual screen in the kayak displayed the time, progress/checkpoints, and
score in the game as shown in Fig. 3.

Fig. 1. The proposed “smart” paddle with the two VR controllers rigidly affixed to the two
blades for 6-DOF tracking and vibration feedback when submerged in the virtual water.
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3 User Study

A small-scale pilot study (n = 10) was conducted at the Reality Lab of the Digital
Worlds Institute in order to test the two hypotheses stated in Sect. 1 (IRB 201902921).
The study was structured as a randomly ordered A/B test. The data were collected
through pre- and post-test questionnaires as well as through automatically recorded
time-stamps during the kayaking simulation.

The variable in the A/B test was the mode of interaction, i.e. paddling using a pair
of typical virtual reality controllers versus the proposed “smart” paddle. The order was
randomly assigned to the subjects in order to minimize bias. At the end of the study the
users responded to questions such as “Did you find the A or the B experience more
enjoyable?” by selecting one of the 5 following responses: 1) clearly A, 2) slightly A,
3) about the same, 4) slightly B, 5) clearly B. Because of the randomization of the order
of the A/B tests, after the end of the study the responses were transcribed so that they
all have the same A/B reference. Table 1 presents the detailed list of metrics used in the
survey.

Additional demographic, kayaking-specific, and open-ended feedback questions
were included in the pre- and post-test questionnaires. It is worth mentioning that 60%
of the participants had real kayaking experience at least once before this study and 30%
of the participants stated that they used VR often.

Fig. 2. The experimental setup in the Reality Lab of the Digital Worlds Institute. The virtual
model of the kayak is superimposed to show the alignment between the real and virtual spaces.
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Fig. 3. Screenshots from the virtual kayaking environment that demonstrate the two cases in our
A/B tests: top) two short paddles controlled with the typical VR controllers, bottom) one long
paddle controlled with the paddle of Fig. 1.

Table 1. The list of metrics used in our A/B test.

Metrics Paddle % v2 p

It was more appropriate for this application 100% 20 p < .001
It was clearer on how to operate 95% 16.2 p < .001
My virtual experience felt more real 95% 16.2 p < .001
My virtual experience was more enjoyable 90% 12.8 p < .001
I learned faster how to steer the kayak 90% 12.8 p < .001
It could help me improve my skills in kayaking 75% 5 p < .05
It could help me improve my fitness 75% 5 p < .05
It was more intense experience 70% 3.2 p < .1
I felt less dizzy 70% 3.2 p < .1
It was overall easier to kayak 60% 0.8 N/S
It was more comfortable to use 55% 0.2 N/S
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4 Results

Table 1 lists the percentage of responses that favored the proposed “smart” paddle
interaction for each metric/question in our survey. A chi-square test of independence
was performed to examine the relation between each metric in this table and the type of
interaction (virtual reality controllers vs. smart paddle). The probability of each test and
the corresponding v2 values are shown in the last two columns of Table 1.

According to the results the users found that the proposed smart paddle was more
appropriate for this application (v2 = 20, p < .001), it was clearer on how to operate
(v2 = 16.2, p < .001), felt more real (v2 = 16.2, p < .001), and kayaking was more
enjoyable (v2 = 12.8, p < .001) compared to the same experience with traditional VR
controllers. These findings support our hypothesis that the use of passive haptics
improves the level of immersion while kayaking in virtual reality.

Additionally, the results indicate that the users felt that they learned faster how to
steer the kayak using the proposed paddle (v2 = 12.8, p < .001), which is in agreement
with the timestamps collected during their virtual kayaking experiences. More
specifically, the plot in Fig. 4 shows the progress of the subjects during their experi-
ence “A”. The subjects who used the proposed paddle in their first experience finished
the level in 20% less time (585 s vs. 760 s), which corresponds to an overall 30%
increase in their speed compared to those who used the typical VR controllers.

Similar observations can be made for experience “B”. As expected, all users
improved their performance during their second experience, which indicates that the
skills acquired in our simulation are transferable between the two modes of interaction.
The plot in Fig. 5 shows the time improvement from “A” to “B”. The subjects who
used our proposed paddle in their second experience improved their previous perfor-
mance 3 times more (315%) compared to those who used the typical VR controllers
(142 s vs. 45 s improvement). These findings support our hypothesis that passive

Fig. 4. The progress of the subjects in our kayaking simulation during case A of our A/B tests.
The plot compares the subjects who used our paddle (solid blue line) with those who used two
typical VR controllers (dashed red line). (Color figure online)
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haptics help users learn kayaking faster and operate the simulation better compared to
the conventional controller-based interaction.

There was no significant association found between the order of the experiences in
the A/B tests and the responses. However there was a small inclination towards “in-
tensity” (the first experience felt more intense, v2 = 1.90) and “dizziness” (the users felt
more dizzy in the second experience, v2 = 1.90). Although these findings are not
statistically significant, they may indicate that: a) the longer the users experience
kayaking in VR the more probable it is to feel dizzy, and b) the user’s knowledge from
the first experience influences their perception of the second experience as “less
intense”.

Furthermore, as part of our pre-test questionnaire we asked the users how to paddle
in order to turn the kayak to the right and we provided them with 3 possible responses:
a) paddle to the left, b) paddle to the right, c) I do not know. Half of the participants did
not answer correctly this question in the pre-test questionnaire. However, all of them
corrected their response in the post-test survey. This indicates that our kayaking sim-
ulation teaches proper maneuvering techniques through a risk-free experiential learning
environment.

Finally, the users who provided feedback by responding to our open-ended ques-
tion at the end of the study mentioned that the proposed paddle made the kayaking
simulation “surprizingly more real than expected”, and that the use of the paddle in
combination with the vibration cues created the impression of “water resistance”. One
of the points of criticism was about the lack of hand tracking, which could improve the
interaction with the paddle even more, according to the users.

Fig. 5. The time improvement of the subjects during case B of our A/B tests with respect to their
performance in A. The plot compares the subject based on the controller used in test B.

Virtual Kayaking: A Study on the Effect of Low-Cost Passive Haptics 153



5 Conclusions

This paper demonstrated that the use of passive haptics in virtual reality has significant
effect on the user experience. A small-scale study was conducted to assess a virtual
kayaking simulation with custom-made low-cost passive haptics. The results indicate
that the use of passive haptics improves the level of immersion while kayaking in
virtual reality and helps users learn kayaking faster and operate the simulation better
compared to the conventional controller-based interaction. The results also demonstrate
that the skills acquired in our kayaking simulation are transferable between the two
modes of interaction and that our virtual environment teaches proper maneuvering
techniques through experiential learning.
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Abstract. The work explores coupling an affordable motion tracking system
(HTC Vive Lighthouse and Trackers) with a collaborative robotic arm
(Universal Robot UR 5) in order to machine workpieces a few times larger than
the robotic workspace itself. The aim of that project is to demonstrate that such
coupling would allow a human operator to manually push the workpiece
through the robotic workspace without the need of additional numerically
controlled motion axes.
In the test scenario, full scale architectural columns are cut with a hot-wire

effector out of extruded polystyrene foam (XPS) blocks. The paper lays out the
workflow of an integrated design-fabrication process and discusses its use for
crafts based robotic practice.
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1 Introduction

1.1 Problem Definition

Every stationary robotic system has a limited workspace, the zone that can be reached
by the end effector, which consequently defines the maximum size of the workpiece.
The automotive industry traditionally addresses this constraint by having multiple
robots working in sync with on overlapping reach to form a larger networked work-
space and/or by having the workpiece travel through the workspace on an additional
numerically controlled axis. This approach is firstly costly as it relies on additional
machinery and secondly time-consuming as it requires system integration and task
specific reprogramming. These factors have limited to use of robots in other industries
for a long time. It is particular problematic where larger workpieces are the norm i.e.
architectural prefabrication and construction.

There are good examples where large workpieces of architectural scale have been
robotically fabricated using the traditional industrial robot integration strategies. The
Landesgartenschau Pavilion 2014 Schwäbisch Gemünd is a great case of integrating a
rotary table in order to robotically mill the flank joints of large hexagonal timber panels
[1]. Similarly have linear drives been used in industry and research environments alike.
A prominent example of linear axis integration at architectural scale is the research
facility at TU Braunschweig Institute for Structural Design that consists of two portals,
one for a concrete spaying robot and another one for formwork [2].
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Robotic automation is undergoing a paradigm shift from industrial robots where
humans and machines are physically separated by safety systems towards collaborative
robots where safety systems are integrated into the robotic actuators. Contemporary
collaborative robots like the UR Series from Universal Robots or the LBR iiwa Series
from KUKA have paved the way for novel ways of human-robot collaboration by
providing a safe robotic work environment. While way more agile than industrial robots
these collaborative robots still have the same size to workspace ratio and thus the same
limitations in handling larger workpieces. A first experiments on full AR/VR and col-
laborative robot design work environments was initiated with Robo-Stim in 2018 [3].

1.2 Knowledge Gap

There have been several research projects dedicated to integrating motion tracking into
a robotic process. From optical systems like OptiTrack such as the Quipt research
project by Madeline Gannon to Vive Lighthouse system such as the Master Thesis by
Kristian Sletten.

Quipt explores in an artistic as well as technological level novel direct human-robot
interaction and ultimately “taming” industrial robots by providing an entirely different
safety concept, one where the robot is always sensing, respecting, and prioritizing the
human around [4].

Kristian Sletten looks at the technicalities driving a robot remotely via Vive con-
troller movements and provides a software framework for real-time path test and
correction [5]. Although both precedent projects make significant advances in direct
human robot interaction they are both missing an integration into a full design and
fabrication sequence.

1.3 Objective

The work presented here aims to support a wider use of robots in fabrication. It seeks to
expand the use of robots to fields where they are hardly present yet due to their
workspace constraints. The authors see a specifically suitable niche in areas which are
working with collaborative robots such as small businesses in manufacturing but also,
creatives like photographers. The available range of collaborative robots comes with an
even smaller work area than industrial robots, making it even valuable to find way of
working with larger workpieces.

2 Methods

We suggest a solution where a low-cost motion tracking system, HTC Vive Light-
house, is installed in the robotic work environment trackers and HTC Vive Trackers are
attached to the workpiece. The location of the trackers and thus the workpiece position
and orientation are used to update the robotic toolpath in real-time. This would allow an
operator to manually move large pieces of material through the stationary robotic
workspace. The robot would then perform local manipulations in the area of the
workpiece which is at that time slice in reach of the robot’s end-effector. It requires a
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precise 3-dimensional representation of the workpiece in a design environment as the
motion tracking only updates it location and orientation in space. The human operator
is solely responsible for moving the workpiece similar to operating a table saw.

This approach of human-robot interaction is particularly suited for collaborative
robots as their safety system relies on measuring torque abnormalities. Such a scenario
would widen the application of robots in the realm of fabricating architectural com-
ponents as well as brining traditional craftsmanship and robots closer together.

3 Proof of Concept

3.1 Robot, End-Effector, Tracking

To test this concept, we defined a scenario of fabricating a series of 2 m tall archi-
tectural columns by means of robotic hot-wire cutting large XPS-foam workpieces
using a Universal Robots UR 5 robot (approx. 850 mm sphere diameter workspace)
(see Fig. 1). Each column was cut out of a single block of 2000 mm � 400 mm
400 mm material. The workpiece was equipped with two 2017 Vive Trackers which
sense orientation and position at 1 kHz and a theoretical tolerance in the millimeter
range. The material was manually pushed with a linear guide (see Fig. 2). The speed by
which the material was moving had to be manually adjust. It is limited by three
physical factors: temperature of the hot-wire, XPS melting point, and wire tension. In
our set-up this resulted in a approx. speed of 0.02 m/s. The operation of pushing the
column through the robots working area was performed multiple times, each run with a
different axial rotation of the column.

Fig. 1. Robotically hot-wire cut columns
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3.2 Integrated Design

The technical set-up for this proof of concept scenario is implemented in the parametric
design software Rhino Grasshopper (GH) and the Robots plug-in [6] for generating
UR-Script code and sending it to the controller via a socket connection. The design of
the columns was developed around the 3 DOF of the hot-wire tool, namely the in-plane
rotation, the axial rotation and the cutting depth. (see Fig. 3) The different columns
were designed by manipulation the 3 DOF graph directly thus generating a valid
toolpath implicitly (see Fig. 4).

The position and orientation of the 2 Vive Tracker is acquired via a VIVE
Lighthouses and then fed via the Steam VR API into a custom GH-component. In GH
the current tool position along the columns central axis is calculated as t-value. The t-
value in consequence is used to retrieve the current pose for the robot and thus match
hot-wire to the respective rule line (see Fig. 6).

Fig. 2. UR5 robot with hot-wire effector and dashed work area, Vive Lighthouse base stations,
XPS foam workpiece with Vive Trackers at either end.

Fig. 3. Variation of column designs, all within the fabrication constraints.

Extending the Robotic Workspace by Motion Tracking Large Workpieces 159



3.3 Fabrication

The process worked well in the test scenario and the speed of production was mainly
determined by the hot-wire. The cutting time for one side of a column was between 15
and 30 min. The sensual force feedback the operator gets when pushing the XPS foam
against the hot-wire is a good indicator for manually controlling the speed (see Fig. 5).
Moving the workpiece too slowly leads to a ticker cut where a fast push of the workpiece
ultimately snaps the wire. The job of interacting with the robot by moving the workpiece
along its designated axis and rotating it after each pass could be done by a worker with
minimum training. In our test scenario students who had no prior experience in robotics
nor large scale hot-wire foam cutting. A second limiting factor is the shading of the
VIVE Trackers. Our scenario included 2 trackers, one at either end of the column. The
signal was “jumpy” at times which was fixed by smoothing but should be eliminated at

Fig. 4. Three degree of freedom at the hot-wire effector, implicit column fabrication design by
direct manipulation of DOF graphs, resulting in rule line toolpath representation.

Fig. 5. Flow chart of the TCP position computation framework.
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the source in the next test scenario. The different columns produced were designed to
showcase the variability of the process. Further test on repeatability will follow but only
make sense when the system is tuned for better accuracy by additional trackers and
possibly upgrading to current Vive Pro Lighthouse and Trackers.

4 Evaluation

The scenario shows that it is well possible to extend the workspace of a small col-
laborative robot like the UR 5 easily by factor 4 for the price of a Vive Lighthouse set
and two Vive Trackers. This is at least an order of magnitude cheaper than a
mechanical solution such as an additional liner or rotary robotic axis. It is also sig-
nificantly cheaper than an optical tracking solution like an OptiTrack system.

5 Discussion

5.1 Outlook and Impact of Findings on Design

The set-up proposed in our scenario shows “quick and dirty” way of scaling work-area
of a collaborative robot significantly. This is particularly interesting for a makers and
creatives who already use collaborative robots in their workflows but are limited by the
robot reach. It is suited for processes which don’t require CNC accuracy but exhibit
great variability within an algorithmic design and production approach. Interestingly,
some control over the tolerances is given back to the human operator.

5.2 Further Development

Future work would include progressive local 3d-scanning in addition to global local-
ization of the workpiece. This would allow to work with material which does not have
a complete 3d- representated form at the start. We also see a great potential for
designing with robots rather than having them to only execute the fabrication of a given
design. Other fast and cheap in-line sensing methods such as 2d shape recognition
could also contribute to build an even richer framework for smart collaborative robots.

Fig. 6. Column fabrication, movement along central axis and rule line indicated.
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5.3 Possible Products

The process developed for this scenario is to a certain degree independent of the hot-
wire effector. More generally it is suitable for subtractive fabrication methods of hard
materials and processes which don’t require repeated evaluation of the formfactor by
means of 3D-scanning. It could also be used for photography and video studios where a
non-linear dependency of object and camera is required and hardcoded path to rigid.
Besides these application in the creative sector, traditional craft could also benefit by
seeing such an approach of coupling human and robotic action as a suitable digital
transformation strategy.
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Abstract. In the near future, robots are expected to be integrated into
people’s lives, interacting with them. To develop better robotics and
artificial intelligence, this research focuses on the concept of teamwork.
A robot agent was implemented in a virtual reality(VR) game to play the
sport roundnet, a team-based sport similar to table tennis and volleyball
[2]. The agent is trained with reinforcement learning with EDA skin
sensor data [6] of players. The system is evaluated using a questionnaire
on the player’s feeling during the experiment and compared with agents
not trained with affective data. The system is implemented in Unity3D’s
ML-Agents Toolkit.

Keywords: Virtual reality · Reinforcement learning · Unity3D

1 Introduction

Robots are soon to become a part of human life, integrating themselves into our
homes. It is important to study social interactions between robots and humans
[8]. One interaction they are expected to have with us is through entertainment,
such as games. Since the purpose a game is to entertain, a game’s difficulty must
be adjusted to help the players better enjoy the game. The field of affective
gaming then arises to answer the question: how do we improve the experience
of games for players? Most games in this field focus on a single player, often
changing the environment of the game itself according to the player’s emotional
state, such as increasing obstacles and decreasing helping items to challenge
the player or doing the opposite to aid them. When it turns into a multiplayer
environment, it becomes more difficult to adjust the game to suit every player,
since there can be skill gaps between the players. We propose a robot that learns,
using reinforcement learning, to play with other human players on a team.
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Cooperative robots are difficult and costly to develop, due to them being a
hazard for human users within a game environment. However, in recent years,
virtual reality has achieved significant progress, giving us an option to simulate
the robot in a virtual game world, with a certain degree of realism and immersion.
This research proposes a multiplayer virtual reality game with reinforcement
learning-driven AI. The game we choose to develop is roundnet [2], since it is
contained in a small area, has simple rules, and allows some interaction between
players of the same team. The system will then be evaluated on the interaction
within the human-robot team, as well as the performance of the group with the
agent trained on affective rewards versus a group with a regular performance-
based rewards model.

2 Methodology

2.1 System Overview

The system in Fig. 1 consists of an HTC VIVE virtual reality system [3], which is
connected to a personal computer. While playing, the player’s skin conductance
is recorded by an Arduino Nano [1] using the Grove GSR Sensor. The skin data
is then sent to PC via USB connection.

Fig. 1. The system data flow.

2.2 Game Scenario

Roundnet is a game played with 4 players, with 2 on each team. Its rules are
a combination of volleyball and table tennis. Teams take turn spiking the ball
onto a net. If a team fails to return the ball to the net, the other team scores.
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2.3 Machine Learning

Using Unity’s ML-Agents toolkit [10], the agents are trained using proximal
policy optimization in 4 tasks:

1. Service: Each agent learns to serve the ball onto the net.
2. Competitive: 2 agents compete in a game of roundnet. Agents are rated on

an Elo rating system [7].
3. Multi-agent competitive: 4 agents compete with 2 on each team.
4. Affective reward: Each agent is given skin sensor data-based observation and

reward values.

Figure 2 and 3 show the agents during training. Currently the agents have
been trained on Task 1.

Fig. 2. The single-player roundnet agent.

2.4 Task 1: Service

An agent is trained to serve the ball onto the net. To aid in training, the agent is
rewarded once if it hits the ball with its hand, and once if the ball hits the net.
If the ball hits the ground or the agent torso, the episode ends, and the agent is
given a negative reward.



166 C. Chaichanawirote et al.

Fig. 3. The training scenario of Task 1 is composed of 25 agents in separate areas.

Observations:
– Ball position
– Ball velocity
– Hand position
– Hand rotation
– Hand velocity
– Hand angular velocity
– Torso position

Action Space:

– Hand acceleration
– Hand angular acceleration
– Torso acceleration

Rewards:

– (−1) if the ball hits the floor, episode ends
– (−1) if the ball hits the hand a second time, episode ends
– (−1) if the ball goes out of bounds(a 5 m radius), episode ends
– (+1) if the hand hits the ball
– (+2) if the ball hits the net(if the hand already hit the ball), episode ends.

Note that in a successful episode, the agent will get a cumulative reward of
3, and allowing the ball to fall results in a reward of −1.
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2.5 Curriculum Learning

To counteract sparse rewards, we use curriculum learning [5] implemented in ML-
Agents on Task 1. The results in the next section reflect the agent perfomance
using these methods.

3 Task 1 Results

Figure 4 shows the mean cumulative reward for Task 1 agents trained with a
curriculum (orange) and without curriculum (blue). When examining the agent
results, we found that the agent without curriculum learning tended to hit the
ball more than once, hence ending the episode. The agent with curriculum learn-
ing has already learned the objective in easier tasks, which enables it to perform
better.

Fig. 4. Task 1 trained with curriculum learning (orange) and without (blue). (Color
figure online)

4 Discussion

In Task 1 we used the methods provided by Unity’s ML-Agents Toolkit to develop
agents capable of performing a service or returning the ball to the net success-
fully. It became clear that using curriculum learning would help the agent greatly
to learn the objective of the game.
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However, for further work, the utility of such measures are questionable.
Tasks 2–4 compose of more than 1 agent in a competitive setting, which has
been demonstrated to stimulate learning, often helping agents find novel ways to
compete with each other [4]. Sometimes teamwork can emerge between humans
and robots that can even outperform pure robot teams [9]. We are working to
implement our own agents in VR to then study these interactions, and their
effects on human players.

References

1. Arduino nano (2019). https://store.arduino.cc/usa/arduino-nano
2. How to play (2019). https://spikeball.com/pages/how-to-play-1
3. ViveTM Thailand: buy vive hardware (2019). https://www.vive.com/th/product
4. Baker, B., et al.: Emergent tool use from multi-agent autocurricula. arXiv preprint

https://arxiv.org/abs/1909.07528
5. Bengio, Y., Louradour, J., Collobert, R., Weston, J.: Curriculum learning. In: Pro-

ceedings of the 26th Annual International Conference on Machine Learning, pp.
41–48. ACM (2009)

6. Braithwaite, J.J., Watson, D.G., Jones, R., Rowe, M.: A guide for analysing elec-
trodermal activity (EDA) & skin conductance responses (SCRs) for psychological
experiments. Psychophysiology 49, 1017–1034 (2013)

7. Elo, A.E.: The Rating of Chessplayers, Past and Present. Arco Pub., New York
(1978)

8. Hegel, F., Muhl, C., Wrede, B., Hielscher-Fastabend, M., Sagerer, G.: Understand-
ing social robots. In: Second International Conferences on Advances in Computer-
Human Interactions (2009)

9. Jaderberg, M., et al.: Human-level performance in 3D multiplayer games with
population-based reinforcement learning. Science 364, 859–865 (2019)

10. Juliani, A., et al.: Unity: a general platform for intelligent agents. arXive preprint
https://github.com/Unity-Technologies/ml-agents

https://store.arduino.cc/usa/arduino-nano
https://spikeball.com/pages/how-to-play-1
https://www.vive.com/th/product
https://arxiv.org/abs/1909.07528
https://github.com/Unity-Technologies/ml-agents


An Interactive Model of Physical Fitness
Activity for the Elderly

Chen-Fu Chen1(&) and Hung-Ken Lee2

1 Department of Product Design, Ming Chuan University, Taoyuan 333, Taiwan
chenfu@mail.mcu.edu.tw

2 Department of Digital Media Design, Ming Chuan University,
Taoyuan 333, Taiwan

Abstract. Taiwan has been an aged society since late 2007 and a “Long-term
Care Services Act” is passed in 2015, which implicates an imperative to dis-
cover the needs for the elderly and provide products or services for the elderly’s
physical and mental demands. This research investigates the elderly’s health
maintenance and rehabilitation in terms of physical fitness mainly from the
professional viewpoint of recreation therapy. This research explores the elder-
ly’s lifestyle and aerobic physical fitness approach (for example, walking,
dancing, hiking, cycling, sports or planned exercises) in Taiwan. After con-
ducting interviews to the elderly, physical therapists, and physical fitness
trainers, this research has applied the Kinect system and created the 3D ani-
mation with physical fitness models. In addition, this research has discussed the
applicability and usability of information technology devices, such as Kinect
system and related devices, for the elderly in the current highly developed
information technology society. Eventually, this research conducts an experi-
ment combining 3D animation models and Kinect motion capture technology
for assessing the fitness posture of the elderly, which has shown the potential
application based on recreational therapy. However, more usability tests for the
system stability and more advanced interactive technology are needed for
improving the interactivity.

Keywords: Aged society � Fitness assessment � Interaction design

1 Introduction

The World Health Organization (WHO, 2016) recommends that the elderly should
have planned physical activities every week to improve cardiopulmonary function and
muscular fitness to adjust the pressure of life, depression and cognitive decline through
leisure activities and sports [1]. However, the general pattern of physical activity is
repetitive movements, which lacks psychological incentives and target stimulation.
Moreover, the elderly often need to go to the hospital or clinic after a long-term
rehabilitation treatment, which usually consumes time on both transportation and
queuing. Therefore, the rehabilitation practitioner recommends that the elderly can be
instructed and supervised by the rehabilitation practitioner through the internet trans-
mission while recording the rehabilitation situation of the elderly at home.
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This study conducts in-depth interviews with rehabilitation therapists and fitness
practitioners for understanding the behavior and living need of the elderly as well as the
functionality of current recreational therapy products and services. Moreover, this study
has created a 3D animation model for physical and mental health as an interactive
physical fitness content with simple operation interface design to enable the elderly to
follow. This study has explored a new approach by applying 3D animation technique
and information technology hardware.

2 Literature Review

The weekly aerobic physical activity of the elderly also depends on the limitations of
their surroundings. An important principle is to engage in activities they like. If the
elderly who is continuously engaged in aerobic activities, he/she can reduce falls and
cognitive degradation. Figure 1 shows the video of physical fitness for the elderly in
Taiwan. Four users demonstrate different physical fitness types for the elderly [2].

3 Research Methods

This study explores the integration of information technology and 3D animation
physical fitness after the literature review regarding the recreational therapy for the
elderly. Interviews with 4 experts from the area of health care, information technology,
multimedia and physical fitness are conducted for providing more comprehensive
fitness-related research for the elderly.

The fitness simulation information system is established with two parts: the
interaction between the manipulation model and the multimedia modeling. For the
manipulation model, this research first builds a 3D model (Fig. 2) and skeleton (Fig. 3)
into Unity with Maya. In addition, Kinect is used to detect the joint points of the human
skeleton. The relative positions of the detected joint points are used to achieve the
purpose of scene switching and option conversion.

This study plans the operation process, interface functions, and interaction modes
of the fitness simulation system for the elderly, and then clarifies the integration mode
of 3D modeling and Kinect system. The process is shown in Fig. 4.

Fig. 1. An example of the physical fitness demonstration video in Taiwan. (Sources: https://
www.youtube.com/watch?v=_w50TfdCmKU)
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Taking into account the physical strength, physical coordination, and vision of the
elderly, as well as interviewing physicians and therapists, the proposed concept roughly
achieves recreational and rehabilitation effects for the elderly. Moreover, this study
revises the concept based on the discussion with experts. Figure 5 shows the roles and
pages in 3D animation system.

Fig. 2. Maya 3D modeling.

Fig. 3. Human skeleton node diagram.
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Homepage  
(Interface 0) 

Role selection for the user 
(Male/Female/Stand/Sit) 

(Interface 1) 

Level selection for the user 
(Easy /Medium /Hard) 

(Interface 2) 

System-
selection 

System-
selection 

Play video 

System assessment 
(Interface 4) 

End of practice 
(Interface 5) 

Selection of users 
Restart/The end 

Re-start 

Demo 
(animation) 

(Interface 3) 

(Interface 4)

Back to homepage 
Home

Kinect detect 

Level of 
evaluation: 

A. Excellent 
B. Good 
C. Fair 

Challenge next 
level! 

Fig. 4. Process for creating a 3D animation interaction.
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4 Conclusion

“Aging at home” and “aging in the community” are part of governmental policies
established by Taiwan government for the elderly. As physical fitness is one of popular
lightweight activities for the elderly, the government has produced relevant physical
fitness videos and apply real people as models. However, in addition to the function of
motion, the videos may lack interaction and motivation to the elderly. This study tries
to construct a 3D human body model and incorporates up-to-date information tech-
nology. It is mainly able to detect the physical fitness of the elderly and assess whether
their movements meet physical fitness requirements. Encouragement is provided
through evaluation. Hope it can improve the motivation of the elderly for physical
fitness. Eventually, some results have been obtained and discussed.
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Technology of Taiwan for funding this research with the grant of MOST 108-2410-H-130-013.
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Abstract. We present a system that is capable of real time slouch detec-
tion and posture prediction using a noninvasive pressure mat that lines
the seat under a human user. Our contribution is that our final system
requires neither wearable sensors nor external vision systems, although
during system development, a motion capture system was used to collect
ground truth data. We collected systematic seated posture data from
four women aged 18 to 54 in order to build data-driven models using
the seat pressure mat as sensory input. Due to the small number of sub-
jects, it was found that individualized models were more effective than
training one universal model for all participants. Our system is able to
detect whether the user is slouching with up to 95% accuracy. Moreover,
using just the pressure mat sensor readings as input, we successfully built
models that could predict the positions of nine points on the body with
an average position error of 8.84 cm. As long as one has access to a real-
time stream of data from such a pressure mat, it is possible to perform
real-time slouch detection and posture prediction with the pre-trained
models investigated here.

Keywords: Posture detection · Human modeling · Ergonomics

1 Introduction and Related Works

The average adult spends 6.5 h sitting down per day. Too much sitting, even
when one is physically active otherwise, is shown to have negative effects on
cardio-metabolic risk, type 2 diabetes, and overall premature mortality [3]. The
health risks of prolonged sitting are further exacerbated when slouching, which
adversely impacts spinal health, circulation, mood, and muscle pain [6]. While
to eliminate sitting altogether is unrealistic, we strive to engineer a system that
enables users to sit with good posture, and to encourage a happier and healthier
society overall.

To constantly monitor one’s own posture is cognitively laborious, and existing
sensing systems have been built to alleviate this responsibility from the human.
Existing sensing systems often require intrusive wearable devices or unwieldy
surveillance systems. One possible method is to attach inertial measurement
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units to the body, such as along the spine [4] or along the head and neck to
measure head posture [5]. Another popular slouch detection method is via use
of vision systems such as mounting a Microsoft Kinect facing the human [7],
or proximity sensors measuring the distance of the user’s head to the computer
screen [2]. We seek to improve on the shortcomings of both methods, noting that
wearable sensors are inconvenient, and that externally mounted vision systems
require additional setup and placement calibration. In this work, we introduce
a reliable and non-invasive framework to monitor human posture and detect
slouching in real-time which helps improve the ergonomics of sitting for the
everyday user. To this end, we utilize a thin pressure mat that lines the seat,
which is flexible in that it can be easily removed and placed on different chairs
as required. From the seat pressure measurements, we build a data-driven model
that predicts the state of the user’s posture, and thus can detect immediately
whether the user is in a slouch state. Moreover, we use this pressure mat not
only to classify the slouch state, but also predict the entire configuration of the
human upper body.

2 Experiments

2.1 Experimental Setup

The pressure mat used was a TekScan Body Pressure Measurement System mat,
which is 2.5× 2.5 ft in size with a density of 1 SenselTM/cm2, pictured in Fig. 1.
This mat was fixed atop a flat backless bench on which the subjects sat. To
measure the ground truth body configuration, we used a PhaseSpace motion
capture system that synchronously tracks the position of 9 markers attached to
the body. These markers were placed on the left shoulder, right shoulder, left hip,
right hip, left kneecap, right kneecap, collarbone, C2 vertebrate, middle of col-
larbones, and the coccyx. The front and back views of these marker placements
are shown in Fig. 2.

2.2 Data Collection

Posture data was collected for four women aged 18 to 54. While seated, the con-
figuration of the torso can be characterized by the segment connecting the torso
endpoints in spherical coordinates with polar angle θ and azimuthal angle φ. Fig-
ures 3 and 4 illustrate how the θ and φ angles are defined respectively. During
each data collection trial, the participant began at a neutral seated position, and
then systematically explored the reachable workspace by lowering their torso (ie.
increasing θ) as far as possible, and then returning to the neutral seated position.
For each of these cycles, the subject was instructed to keep the azimuthal angle
φ as constant as they could. For each trial, 12 cycles were performed, each at
a different φ angle in the set φ = πk

6 , k ∈ [0..11]. The accuracy of the desired
φ was never enforced by the researchers. Rather, each participant attempted
to maintain the desired φ through proprioception. Regardless, the purpose of
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Fig. 1. TekScam BPMS mat [1].

Front view. Back view.

Fig. 2. Motion capture marker place-
ments.

diversifying the φ angles measured was purely for the sake of fully exploring
the body workspace. Each participant performed five trials for each of three
slouch conditions (straight back, slouch, and heavy slouch). Between each trial,
the subject was instructed to stand up and sit back down again, increasing the
variance in where they sat on the mat to encourage model generalization. The
degree of slouching was not enforced quantitatively, but was performed accord-
ing to each subject’s interpretation of how to sit in the three slouch conditions.
Example images of a subject in the three slouch conditions is depicted in Fig. 5,
and example pressure mat data under different conditions and lean angles is in
Fig. 6. In this work, we investigated only seated leaning, and no twisting data
was collected. This is because the torso twisting in the z-direction was found to
induce minimal changes in the seat pressure distribution. All data was collected
at a rate of 10 Hz.

Fig. 3. Front view of seated subject. Fig. 4. Top view of seated subject.
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Straight back. Slouch. Heavy slouch.

Fig. 5. Subject sitting under the three different slouch conditions.

Straight back. Slouch. Heavy slouch.

Straight back leaning for-
ward.

Straight back leaning
right.

Fig. 6. Example pressure mat measurement visualizations for the three slouch condi-
tions.

3 Classification Results

Using the mat image, we wanted to see whether it was possible to distinguish
between the three different slouch states. To this end, we trained individual
convolutional neural network models for each of the 4 subjects, as well as one
combined network for all of the subject data. Each pressure mat reading, a 42×48
matrix, is passed through a series of two convolutional and max-pooling layers,
and then through a softmax classification layer to yield the resultant predicted
slouch class. We used the Adam optimizer with categorical cross-entropy loss and
7 training epochs. To train the model, we used the full data from 12 of the data
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collection trials, and validated the model on the remaining three. The results
of the individually trained models as well as the combined model are shown in
Fig. 7. We found that the accuracy for distinguishing between the three slouch
classes was very low, but when we grouped the slouch and heavy slouch classes
together, the models were generally able to distinguish them from the straight
back condition extremely well. This is likely due to the two slouch classes being
too similar, leading to many overlapping measurements during data collection
across these two classes. Finally, with only 4 subjects tested, we were unable
to build a collective combined model that performed better than random. This
provides insight into how individual customized models are more effective, which
can be expected from natural physiological differences.

Fig. 7. Validation classification accuracy for individual and combined modes across 2
and 3 slouch condition classes.

4 Posture Prediction Results

With promising classification results, we wanted to further explore whether we
could reconstruct the motion capture marker positions purely from the mat
image. To this end, we repurposed the classification CNN model with a fully
connected final layer to perform regression on the 27-dimensional target of the
nine markers’ 3D positions. With the same 80–20 train-test split and 30 training
epochs, we achieved an average marker position error of 8.84 cm across all indi-
vidual models and slouch conditions. It was found that the model consistently
produced qualitatively accurate predictions, as can be visualized in Fig. 8 com-
paring the ground truth readings and predictions for several different validation
points. This is a promising result in that rough posture prediction from only the
pressure mat is feasible.
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Starting position. Leaning forward.

Leaning backward. Leaning to the right

Fig. 8. Example predictions and ground truths for different validation datapoints from
subject A’s individual model.

5 Conclusion and Future Work

We have shown that is possible to train data-driven models that take seat pres-
sure as input and detects the presence of slouching, as well as predicts the loca-
tion of nine different body parts. The models that we have generated are not
universal, and have some limitations. In both our classification models and pos-
ture prediction models, we generated customized models on a per person basis
for each of our participants. We did not collect enough data with four partici-
pants to be able to generalize our models to be universal for diverse individuals.
We also only tested on female participants from the ages of 18–54, so a potential
future step would be to collect data on a larger and more diverse group of peo-
ple to generalize our models. Although we did not fully implement a real-time
response system, as long as there is access to a real-time stream of pressure mat
data, this can be done using pre-trained models, or even models that are con-
stantly updated online. In the future, we could investigate the effects of different
types of slouching, for example by making distinction between neck slouching,
shoulders hunching, and lower back bending.
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Abstract. In snowboard training, it is very important to perceive a gap between
the perceived movement and the actual body movement. Previous training
systems don’t have sufficient function in that they only use either visual or
auditory feedback, or only display value such as velocity. In this paper, we
propose and develop a novel snowboard training system that assists snowboard
training using visual feedback that has immediate effect and auditory feedback
that has long-term effect. This system consists of four components: (1) a center
of pressure detection (COP) device that detects weight shift using pressure
sensors, (2) a posture estimation device that calculates orientation of a board
using an IMU sensor, (3) a visual feedback device that displays the current
position and the ideal position on the smart glasses, (4) an auditory feedback
device that indicates direction and a gap between the current position and the
ideal position using pitch and volume of sound. We conducted an experiment to
verify feasibility to enhance motor learning using the system. As the results of
experiment with three participants, we confirmed that our system could decrease
the gap and standard deviation between the perceived movement and the actual
body movement even after removing the system, and could assist the proper
body control. In conclusion, we developed a novel snowboard training system
and confirmed our system has a feasibility to enhance motor learning using
visual and auditory feedback.

Keywords: Sports training � Snowboard � Visual and auditory feedback � Body
control

1 Introduction

Small change in the snowboarder’s balance or a simple body movement of snow-
boarders effects on the snowboarding. Therefore, it is very important to perceive a gap
between the perceived movement and the actual body movement, and to improve the
skills by imitating the motion of experts in snowboard training [1]. However, the
degree of the gap between the perceived movement and the actual body movement
might differ depending on the person, it is difficult to perceive the gap yourself. Hence,
in the case of novice snowboarder’s training, it is desirable that the instructors always

© Springer Nature Switzerland AG 2020
C. Stephanidis and M. Antona (Eds.): HCII 2020, CCIS 1225, pp. 181–187, 2020.
https://doi.org/10.1007/978-3-030-50729-9_25

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_25&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_25&amp;domain=pdf
https://doi.org/10.1007/978-3-030-50729-9_25


be with you and can take advice from them, but such a situation is not commonplace. In
addition, even in the ideal training situation, instructors cannot give novice proper
advice based on one’s experience quantitatively without subjective expressions.
Therefore, there is also another gap between the actual body movement and the
observed body movement. From the following reasons, a system that can quantitatively
teach how to move the body is necessary in snowboard training (especially for novices)
so that even one person can do snowboard training. Various snowboard training system
such as XON SNOW-1 (CEREVO) [2], Oakley Airwave (Oakley) [3], or Motion Echo
snowboard [1] and so on have been proposed and developed thus far. However, they
don’t have sufficient function in that they only display value such as velocity, or only
use either visual or auditory feedback. In addition, since the system is attached to the
snowboard, it does not have sufficient function in that it will be hidden by snow.

In this paper, we propose and develop a novel snowboard training system that
assists snowboard training using visual feedback that has immediate effect and auditory
feedback that has long-term effect [4].

2 Methods

We propose and develop a novel snowboard training system using visual and auditory
feedback. Figure 1 shows system configuration of a developed snowboard training
system. This system mainly consists of four components: (1) a COP detection device,
(2) a posture estimation device, (3) a visual feedback device, (4) an auditory feedback
device. Figure 2 shows schematic diagram of the system. The developed system cal-
culates differences between the expert’s motion data and user’s motion data, and give
the visual and auditory feedback to users.

Fig. 1. System configuration of a developed snowboard training system
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2.1 COP Detection Device

To detect weight shift, a COP detection device consists of eight pressure sensors
(Flexiforce Pressure Sensor 100 lbs, SparkFun Electronics), and four pressure sensors
are located on the bindings for each foot. The sensor values were filtered with a digital
low-pass filter. In this study, the COP can be detected only in the front-back direction.
The COP of user is calculated as follows:

COP ¼ a1 þ a2 þ a3 þ a4 � b1 � b2 � b3 � b4
a1 þ a2 þ a3 þ a4 þ b1 þ b2 þ b3 þ b4

ð1Þ

where a1 � a4 are sensor value of the pressure sensors on the toe side, b1 � b4 are
sensor values of the pressure sensors on the heel side. From (1), it is possible to
calculate the COP from −1 to 1.

2.2 Posture Estimation Device

A posture estimation device consists of a 9-axis IMU sensor (MPU-9250, InvenSense).
It calculates orientation of a snowboard to decide the ideal position. The orientation of
a snowboard can be calculated by integrating the angular velocity. However, it is
inappropriate as a posture estimation method due to gyro drift which accumulates
measurement errors and noise and so on. To solve this problem, there are some
methods to estimate posture such as kalman filter, madwick filter, complementary filter.
Although each method has some advantages and disadvantages, we used comple-
mentary filters in the posture estimation device because of the low computational cost
and ease of implementation. The orientation of a snowboard is calculated as follows:

hn ¼ a hn�1 þxDtð Þþ 1� að Þa ð2Þ

where hn; hn�1 is the angle (such as roll, pitch, yaw) to estimate posture, x is angular
velocity, a is acceleration, Dt is a sampling time, a is a filter coefficient with a value
from 0 to 1.

Earphone

Head mount display

Multimodal Feedback

Sound Processing

VisualizationExpert’s Motion 
Data

User’s motion Data

Calculate  
Difference

Developed System

User

Fig. 2. Schematic diagram of the system
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2.3 Visual Feedback Device

The visual feedback that is said to have immediate effect is given to the user through a
smart glasses (MOVERIO BT30E, Epson). It displays the current position calculated
by the COP detection device and the ideal position calculated by the posture estimation
device and the expert’s motion data on the smart glasses via a microcomputer
(Raspberry pi 3 Model b+, Raspberry Pi Foundation). Figure 3 shows an example of
image displayed on a visual feedback device. The current position is indicated by a red
circle, and the ideal position is indicated by a yellow line. The user can perceive a gap
between the current position and the ideal position by using the visual feedback device,
and reduce the gap by shifting the weight so that the red circle and yellow line match.

2.4 Auditory Feedback Device

The auditory feedback that is said to have long-term effect is given to the user through a
Bluetooth earphone (WI-1000X, SONY). It indicates direction and a gap between the
current position and the ideal position using pitch and volume of sound. The sound
volume changes in proportion to the gap. When the current position is ahead of the
ideal position as shown in Fig. 3, the sound is higher-pitched (800 Hz). On the other
hand, when the current position is behind of the ideal position, the sound is lower-
pitched (200 Hz). The user can perceive a gap between the current position and the
ideal position by using the auditory feedback device, and reduce the gap by shifting the
weight so that the sound is lowered.

Current position

Target

Gap

Fig. 3. An example of image displayed on a visual feedback device (Color figure online)

184 T. Kuwahara et al.



3 Experiment

We conducted an experiment to verify feasibility to enhance motor learning using the
system to three healthy young adults. Figure 4 shows experimental protocol. The
participants performed three sessions: (1) pre-test session, (2) training session, (3) post-
test session. The pre-test session and the pose-test session consists of three trials
without systems. The training session consists of ten trials with system. One trial’s time
had about 60 s, and the target moved in nine cycles of sine curves at 0.14 Hz in the
vertical direction on the monitor. Five cycles were analyzed, excluding the first, sec-
ond, eighth and ninth sine curves for each person.

As the results of experiment, Fig. 5 shows a comparison of root mean square error
(RMSE) between the perceived movement and the actual body movement in pre-test
session (without system) and training session (with system). The average value of
RMSE in pre-test session was 74.3 [px] and the standard deviation in pre-test session
was 12.3 [px]. The average value of RMSE in training session was 37.1 [px] and the
standard deviation in training session was 4.3 [px]. In addition, Fig. 6 shows a com-
parison of RMSE between the perceived movement and the actual body movement in
pre-test session (without system) and post-test (without system). The average value of
RMSE in pre-test session was 74.3 [px] and the standard deviation in pre-test session
was 12.3 [px]. The average value of RMSE in post-test session was 63.9 [px] and the
standard deviation in post-test session was 0.6 [px].

pre-test post-test

without system without system

training

with system

Audio-Visual Feedback

× 3trials × 10trials × 3trials

No Feedback

Fig. 4. Experimental protocol

A Novel Snowboard Training System Using Visual and Auditory Feedback 185



4 Discussion

In the experiment to verify a feasibility to enhance motor learning using the system, we
confirmed the RMSE between the perceived movement and the actual body movement
in pre-test session (without system) and training session (with system). The average
value of RMSE in pre-test session was 74.3 [px] and the standard deviation in pre-test
session was 12.3 [px]. The average value of RMSE in training session was 37.1 [px]
and the standard deviation in training session was 4.3 [px]. Hence, it is estimated that
our system could decrease the gap between the perceived movement and the actual
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Fig. 5. Comparison of RMSE between the perceived movement and the actual body movement
in pre-test session (without system) and training session (with system)
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body movement, and could assist the proper body control. In addition, we confirmed
the RMSE between the perceived movement and the actual body movement in pre-test
session (without system) and post-test session (without system). The average value of
RMSE in pre-test session was 74.3 [px] and the standard deviation in pre-test session
was 12.3 [px]. The average value of RMSE in post-test session was 63.9 [px] and the
standard deviation in post-test session was 0.6 [px]. Hence, it is considered that our
system could decrease the error and standard deviation between the perceived move-
ment and the actual body movement even after removing the system.

In this study, we confirmed a feasibility to enhance motor learning using visual and
auditory feedback through an experiment. However, the experiment was conducted on
a flat floor and conducted under the limited conditions where target moved back and
forward at regular intervals. Hence, in the future, we will confirm the effect of the
system under the condition when the ideal position changes randomly on snow. In
addition, the experiment was conducted only one day, and we had not confirmed the
long-term effect yet. Hence, we will conduct the experiment to confirm and maximize
the effects of visual feedback and auditory feedback by repeating the experimental
protocol conducted in this study for several days.

5 Conclusion

In this study, we developed a novel snowboard training system using visual and
auditory feedback. In addition, we confirmed that our system could decrease the gap
and standard deviation between the perceived movement and the actual body move-
ment even after removing the system, and could assist the proper body control. It is
considered that our system has a feasibility to enhance motor learning using visual and
auditory feedback, and could assist snowboard training efficiently.
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Abstract. Atypical buildings are growing in number daily, and the social
demands on them are increasing. The atypical building design process is very
different from existing building design processes because the generation and
transformation of shapes occupies a large part of that process. In the process of
designing atypical buildings, it is possible to overlook this safety and conve-
nience while being immersed in form values. Ultimately, this study aims to
develop a technology for architects to grasp the dwelling performance in a
design in real time and to reflect it in the design. To do this, we developed a
simulation module embedded in a commercial atypical design tool (Rhino and
Grasshopper), named ActoViz. It transforms the designed plan into a 3D game-
based virtual environment in real time and allows intelligent human figures to
freely flow through the plan to evaluate it as including module. This study seeks
to advance the development of ActoViz. There is a limit to the accuracy of user
behavior simulations in which predetermined behavior models are simply
repeated, because the physical forms of atypical buildings are so diverse. Since
the realism of human-figured agents has a positive effect on the simulation,
advanced and precise interactions between agent and space are very important.
In this study, ragdoll physics and model predictive control techniques are
applied to achieve more adaptive behavior for the virtual users. Through the use
of such technologies, inconsistencies in the virtual users’ behaviors and the
physical space can be minimized, and more natural reactions can be achieved.

Keywords: Adaptive behavior � Virtual user � Atypical architectural space �
Behavior simulation � Architectural design

1 Introduction

Atypical buildings are growing in number daily, and the social demands on them are
increasing. The atypical building design process is very different from existing building
design processes because the generation and transformation of shapes occupies a large
part of it. While this may meet contemporary demands for new architectural forms, it
also introduces risks to the safety and convenience of users that could be overlooked.
Architecture is a machine for life, and the safety and convenience of the human users of
a building determine the highest standards for determining its value. In the process of
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designing atypical buildings, when immersed in form values, it is possible to overlook
this requirement for safety and convenience.

Ultimately, the present line of investigation aims to develop a technology for
architects to grasp the dwelling performance in a design in real time and reflect it in the
design. To this end, we previously developed a simulation module embedded in a
commercial atypical design tool (Rhino and Grasshopper), named ActoViz. This
transforms the designed plan into a 3D game-based virtual environment in real time and
allows intelligent human figures to flow freely through the plan in order for it to be
evaluated, including the module.

The present study seeks to further advance the development of ActoViz. There is a
limit to the accuracy of user behavior simulations in which predetermined behavior
models are simply repeated because the physical forms of atypical buildings are so
diverse. Since the realism of human-figured agents has a positive effect on the simu-
lation, advanced and precise interactions between agent and space are very important.
In this study, ragdoll physics and model predictive control (MPC) techniques are
applied to achieve more adaptive behavior for the virtual users. Through the use of such
technologies, inconsistencies in the virtual user behaviors and the physical space can be
minimized, and more natural reactions can be achieved.

2 Adaptive Behavior and Human Behavior Simulation

According to Hong and Lee (2019), when students design architectural spaces, the
existence of a virtual user is of greater utility in designing a more creative and unex-
pected form than is its absence. In addition, the existence of virtual users adds to the
discovery of various functions of the design results, confidence in their usefulness, and
confidence in the safety and convenience of the user. Also, it is said that the virtual user
responding to the physical form of the space is preferable for the discovery of new
forms and functions and ascertaining the safety and convenience of the design result
[6]. The behavior of the virtual user has a great influence on the design process and
results, because through the proper interaction between the physical space and the
virtual user, the architect can come up with novel ideas. In other words, the adaptive
behavior of virtual users is an important requirement for determining the value of
human behavior simulation. Figure 1 shows the human behavior simulation system
(ActoViz) developed through the previous research. This study aims to enable
enhanced human behavior simulation by adding functions for adaptive behavior to
ActoViz.
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3 Autonomous Adaptive Behavior for Human Behavior
Simulation of an Atypical Architectural Space

In order to overcome the limitations of current simulation and realize the adaptive
behavior of virtual users in ActoViz, we wanted to introduce ragdoll physics and MPC
methods.

Ragdoll physics is a type of physics engine procedural animation that is often used
as a replacement for traditional static death animations in video games and animated
films. When Ragdoll physics is applied to ActoViz, VUser reacts variously to irregular
shapes of atypical geometry, enabling more natural user behavior simulation. Figure 2
shows a comparison of human behaviors between with and without Ragdoll physics in
ActoViz. As shown in Fig. 2, using Ragdoll physics can solve the problem of a part of
VUser being buried in atypical geometry.

Fig. 1. The process of human behavior simulation based on autonomous adaptive behavior.

Fig. 2. Comparison of ActoViz with Ragdoll physics (left) and without (right)
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MPC is a process control method used to control a process while satisfying a set of
constraints. The concept of MPC has traditionally been used in chemical plants,
refineries, and power systems, but it is also used as a method of character animation. In
ActoViz, MPC is used for VUser to properly interact with various types of atypical
geometry. For example, when VUser climbs a steep slope, it reacts to balance, or when
a fall occurs, it takes appropriate action using atypical geometry.

4 Conclusion and Discussion

This study aims to realize the autonomous adaptive behavior simulation of VUser in
ActoViz. To do this, we applied ragdoll physics and MPC methods to ActoViz. As
shown in Fig. 3, Using ragdoll physics and MPC methods, VUsers are able to take
more nature behavior in ActoViz. However, as VUsers sometimes experience unex-
pected and inappropriate behavior, additional technology development is needed. In
addition, it will be furthermore implemented for the simulation effect of autonomous
adaptive behavior for architects (Fig. 4).

Fig. 3. An example of motion predictive control used in ActoViz (Falling down situation)

Fig. 4. Autonomous adaptive behaviors for human behavior simulation of an atypical
architectural space in ActoViz
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Abstract. The traditional ways to learn musical instruments are having
lessons with teachers, or self-paced by teaching videos and books. Nowa-
days, the musical instrument self-learning systems are in the ascendant.
However, it is difficult for a musical instrument learner to know if his
playing posture is correct unless the teacher provides guidance in per-
son and corrects it immediately. Due to the breakthrough development
of computer vision technology, computers with camera lenses can act as
teachers’ eyes to detect the learners’ movements and give some assistance
for their self-learning. Erhu, a kind of Chinese traditional stringed instru-
ment, is getting popular worldwide. In this research, taking the erhu bow-
ing method as an example, we use YOLO object detection technology
to track the trajectory of the bow in the video and evaluate whether it
meets the level and straightness requirements. For the purpose, we first
define the measurement methods of level and straightness and design a
system to record the progress. In 2016, Joseph Redmon et al. proposed a
real-time object detection method called YOLO, “You Only Look Once”.
The multi-layer CNN architecture is executed only once, which greatly
improves the detection speed. To track the movement of erhu’s bow, we
must at least detect the coordinates of two objects, the erhu bow and the
right hand of the player who holding the bow. Our images data set to
train the object detection model came from several Chinese music society
in Taiwan. The experimental results show that the model can success-
fully mark the desired objects. Finally, the study found that even senior
erhu players still have some deviations, but they are more stable than
beginners. Self-correction through system prompts would help learners
to reduce the bias problem.

Keywords: Computer vision · Convolutional neural networks · Object
detection · Transfer learning · Self-learning system

1 Introduction

Practicing much more makes perfect skills when people learning musical instru-
ments. In recent years, the musical instrument self-learning systems are in the
ascendant [1,2]. Some researchers attempted to use sensor systems to assist learn-
ers, such as webcams can be used to capture images and record them for further
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computer analysis. The convolutional neural network is an effective method to
classify objects in images, which can be used in object detection.

In 2015, Joseph Redmon et al. proposed the method of object detection called
YOLO [3], “You Only Look Once”. YOLO only does once CNN from the image
input to the output prediction, thus greatly increasing the speed of detection.
When training YOLO, the whole picture is directly trained in the neural network,
so this End-to-End network design algorithm can avoid the disadvantage that
traditional object recognition must be separately trained.

This research takes the stringed instrument erhu as an example and uses
YOLO technology to detect and record the positions of the bow in the video for
analysis. Erhu is one kind of the most popular musical instruments in Chinese
society and its performing style just right for the front two-dimensional identifi-
cation of the webcam. First, we focus on the correctness analysis of “Level and
Straight” [4] and propose the measurement methods. Finally, a demonstration
system is designed to assists erhu learners gradually reach the requirements.

2 Related Work

2.1 Convolutional Neural Network and Deep Learning

In 2012, Alex Krizhesky and others proposed “AlexNet” to win the championship
in the ImageNet Large-Scale Image Classification Competition (ILSVRC) [5].
Before that, the focus of CNN always been covered by the hierarchical structure
of “manual design features plus Support Vector Machine (SVM) classifiers”.
Three years later, Residual Network (ResNet) was proposed [6] and also won
the classification task at ImageNet ILSVRC 2015. ResNet makes it possible to
train hundreds or even thousands of network layers with superior performance.
Many methods and related applications have used ResNet.

2.2 Object Detection and Transfer Learning

Object detection is a core issue in computer vision. The classic Deformable Parts
Models (DPM) methods scan each image many times to determine all possible
candidates, which consume a lot of computing resources. R-CNN [7] was the first
successful introduction of CNN’s method into the field of object detection, but
it is still a slow step.

In 2015, Joseph Redmon et al. proposed the YOLO Model, a fast and effi-
cient method of object detection. The current YOLOv3 provides the 53-layers
Darknet-53 as base network [8]. YOLO uses the ResNet structure to solve
the gradient weakening problem and the Feature Pyramid Networks (FPN) to
improve the prediction of small objects. Instead of taking time to build a brand-
new model, we can perform Transfer Learning from a pre-trained model [9] with
a small amount of data.
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2.3 Computer Assisted Learning System for Bowed Instruments

There are two main methods to learn musical instruments: finding professional
teachers to give instructions, or self-learning by teaching materials, such as books
and videos. With the advent of the Internet of Things (IoT) era, the ubiquitous
sensor systems, another method of learning musical instrument online has grad-
ually emerged [1,10]. The first principle of erhu bowing technique is to control
the movement of bow to be level and straight by right hand. In recent years, a
study used magnetic position sensors to measure the posture of bow [11], but
there is still few mentions of tracking the bow movement.

3 Erhu Bowing Detection System

3.1 Measurement Method

Moving erhu’s bow to be “Level and Straight” is conceptual technique. In order
to assess the performance, we redefine the concept as follows:

Level. The bow’s hair should be level and closed to the sound barrel of the
erhu. When the movement goes flat, the right hand must be very closed to the
horizon middle line of the bow’s bounding box.

Straight. Some bowing methods are not kept in level, such as Jing-Hu style,
but they must still move straight along a slash line. We can calculate the slope
of the bow as the straightness indicator.

3.2 Model Development

For the purpose, an object detection model is required to catch the locations of
the desired two objects, the bow and right hand in the video frames. Our images
dataset came from several Chinese music society in Taiwan. We used an image
annotation software which support the YOLO format to label these two objects
in the image dataset.

This dataset with about two thousand images was separated to two parts,
80% as the training dataset and 20% as the testing dataset. We simply used the
Darknet open source neural network framework [12] and the pre-trained dark-
net53.conv.74 weight file, provided by Joseph Redmon, to accelerate the train-
ing progress by Transfer Learning. Figure 1 shows the iterations of the training
phase.

3.3 Bowing Detection

When the YOLO model was ready, we modified the python call Darknet function
sample program provided by Joseph Redmon to detect and record the coordi-
nates, width and length of the two objects to a csv file for further analysis. If
the camera is used, these analysis results can be displayed real time. Figure 3 is
an example of the bowing detection results and analysis outcome.
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Fig. 1. The iterations of the training phase.

Fig. 2. An example of the bowing detection results and analysis outcome.

4 Performance Assessment

We define the performance metric as the correct number of times and the mini-
mum slope range in all frames captured in the video. For each frame, the correct
number of times is counted when the center point of the right-hand area reaches
the level target within an accepted tolerance. The “Level” score will be the cor-
rect counts divided by the total number of captures. We show the “Level” score
on the left top of video as Fig. 2.

The origin of the picture coordinates is located in the upper left corner.
For the learner to see the inclination intuitively, the coordinate origin must be
converted to the lower left corner before calculating the slope. Thus, when the
bow is above the horizontal line, we will get a negative slope, otherwise we
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Fig. 3. An example of the “Straight” performance.

will get a positive slope. This representation would confuse the learner, so we
convert the slope to its negative value. Figure 3 is an example of the “Straight”
performance.

5 Conclusion

The traditional methods of learning musical instruments cannot record the infor-
mation of the learner’s practice as data. Computer assisted learning through
sensing technology and computer vision can help learners analyze the progress.
This study takes erhu as an example. It not only successfully identified the direc-
tion of bow movement in the video, but also gave a computational definition to
the “Level and Straight” methods of erhu’s bowing technique.
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Abstract. Archery can improve its score by keeping the form constant.
Therefore, the position where the center of gravity is arranged becomes
important. It is also difficult for the center of gravity to be judged by human eyes
and for players to always be conscious. The movement of the center of gravity
can be estimated from the head movement and the foot pressure. This system
uses an acceleration sensor and a foot pressure sensor to support the form. Since
archery forms vary by skeleton, the system determines the optimal form for the
individual from the accumulated data.
The center of gravity of the form is measured using the acceleration sensor

and the foot pressure sensor, and the data, the moving image of the form, and the
score are stored. The acceleration sensor is attached to the head and measures
the acceleration on the x-axis, y-axis, and z-axis. The system obtains ideal
shooting data from past shooting data and displays improvement methods based
on the difference between the ideal and the current shooting data.
This system is aimed at players with a score of 500–600 points at 70 mW and

the aim is to be able to exceed 600 points.
By performing repetitive exercises using this system, the relationship between

the center of gravity and the score can be measured, which can help to stabilize
the form.

Keywords: Archery � Sensor � Center of gravity � Data visualization

1 Introduction

1.1 Background

Archery is a sport that shoots a fixed number of arrows and competes for points.
Competitors must practice using bows that match their skeletal and muscular strength
in order to achieve high scores in matches and competitions. Practice includes strength
training, repetitive exercises to help your body remember the best form. The most
important of these is the practice of learning forms. If you understand your best form
and repeat that form, you will get a higher score. However, even if the user learns the
optimal form, the form will shift due to physical condition and motivation at that time
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in daily repetitive practice. The center of gravity is important in the form, but it is also
difficult for human eyes to judge this and for the competitor to recognize it.

1.2 Related Work

Existing research [1] indicates that the distribution of the center of gravity is highly
related to the archery score, but we thought it would be difficult to know the current
state of the form and improve it using this information alone.

1.3 Archery Forms

The archery form is divided into six stages: set, setup, drawing, anchoring, aiming and
release. The set stage is ready to fire fit an arrow to the string. The setup stage is to raise
the bow and the puller to the height of the competitor’s head. In the drawing stage,
pulling the bow while lowering the lifted bow. The anchoring stage is placing the index
finger side of the hand holding the string under the chin. The aiming stage is to aim
while maintaining the anchoring posture. During this time, he is slightly draw a bow.
The release stage means releasing your finger from the string and releasing the arrow.

2 Research Objectives

The purpose of this research is to develop a system that can confirm changes in form
that occur over time and changes that are difficult for athletes to recognize, and that
propose improvement methods. For beginners, because the form is not stable, the
system is designed for use by intermediate and higher level competitors with a stable
form.

3 Research Goal

There is a way for competitors to take a video to check their form, but it is difficult to
see small changes. Also, even if you ask a third party to confirm, it is not always
possible to get useful advice because the optimal form differs depending on the skeletal
and muscular strength of the competitor. Even when measuring the center of gravity,
electronic equipment is not allowed in the tournament, so use sensors that do not
change the form when the system is not used and when it is used.

4 System Design

4.1 Overall System

The center of gravity can be inferred from the foot pressure where the weight is applied
directly or the movement of the head which is the heaviest part in the body. The foot
pressure sensor is thin, and the eyeglass-type acceleration sensor can communicate
wirelessly, so there is no effect on the athlete. Figure 1 shows the system configuration.
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The data of the foot pressure sensor and the acceleration sensor and the moving image
of the form are associated and stored. The data to be used as teacher data is selected
from the stored and accumulated data. The result and improvement method are fed
back from the difference between the teacher data and the shooting data. Also, by
saving the video of the form, you can check the optimal form.

4.2 Devices

Glass Type Accelerometer. Eyeglass-type acceleration sensors are used to measure
head movement. It is worn on the head as shown in Fig. 2 and the acceleration is
measured. The axes to be measured are the three axes of the x axis, the y axis, and the z
axis as shown in Fig. 3. The acquired data is saved as a csv file. Based on this, Players
can check their head movements that cannot be perceived by looking at the graph.

Fig. 1. The structure of overall system

Fig. 2. Using eyeglass type sensor Fig. 3. Axis to measure
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Foot Pressure Sensor. The foot pressure sensor is placed at the foot as shown in
Fig. 4 to measure the center of gravity. Displayed on a 2D map as shown in Fig. 5, the
white point is the center of gravity, and its position is stored. The weighted part is
displayed on the 2Dmap by color, so you can easily grasp the foot pressure distribution.
By combining multiple foot pressure sensor plates and synchronizing data, the width of
each player’s stance can be adjusted.

4.3 User Interface

Figure 6 shows the graph that visualizes acceleration sensor data. The feedback to the
competitor is displayed on the PC screen, showing the difference between the measured
data graph, the teacher data and the improvement method. Identify the deviation from

Fig. 4. Using foot pressure sensor Fig. 5. 2D map of foot pressure

Fig. 6. Acceleration graph visualization
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the time of aiming and the magnitude of the movement of the graph, and display advice
on how to move the body to approach the optimal form. In addition, moving images of
the graph and the form are displayed so that the deviation can be easily checked. As
shown in Fig. 6, the graph of the measured acceleration shifts even when the com-
petitor shoots several shots.

5 Conclusion and Future Work

As a prototype, a system for acquiring and analyzing data with an eyeglass-type
acceleration sensor was developed. By graphing the movement of the head, the players
can easily understand their habit and deviation of the head movement. In addition, they
can confirm the movement of the center of gravity, and the relationship with the score.
We will be able to acquire and analyze foot pressure sensor data the ability to auto-
matically compare data.
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Abstract. In recent years, VR devices such as PlayStation VR, HTC Vive, and
Oculus Rift have become widespread, making it possible to easily experience
Virtual Reality. There are contents that can get a high immersive feeling by
synchronizing the motion of the user with the CG and music in the virtual space.
Research on automatic generation of musical instrument performance anima-
tions using MIDI data, which is a type of music data, has been conducted.
However, there is a problem that the motion and the sound during the perfor-
mance are shifted, giving the viewer a sense of incongruity.
In this research, we propose a generation system of brass band animation

synchronized with the motion of conductor’s hand using VR devices. The user
uses the VR controller as a baton. The user can control music and animation by
performing the action of the conductor. In our system, the motion of the con-
ductor’s hand is acquired, and the motion speed and amount of motion are
calculated. After that, animation and music are controlled using the acquired
data. Specifically, the point at which the direction of the acquired velocity vector
changes is set as the beat start point. Then, the music speed and animation are
controlled using the estimated tempo. In addition, the music volume is changed
using the calculated amount of motion. Furthermore, by generating CG ani-
mation in the virtual space, it gives the user a sense of immersion. As an
experiment, 12 people used this system and verified the usefulness of the
method.

Keywords: VR � Automatic performance � Synchronization

1 Introduction

The way in which the conductor gives instructions to the performer is not only by
shaking the conductor but also by gaze and gestures. The conductor controls the
ensemble by using various expressions to control the performer. In general, it is not
easy to become a conductor, and requires a vast and wide knowledge and ability to
music. In addition, it is very difficult to actually experience the conductor because
instruments and players must be prepared.

In this research, we focus on the motion of the conductor’s baton and develop a
system that allows anyone to easily experience the conductor. In addition, we focused
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on two points: the volume of the music that changes depending on the magnitude of the
motion of the baton, and the speed of the music and the speed of the movement that
increases the speed of the motion of the baton. In order to realize this system, the
magnitude and speed of the motion are estimated from the user’s motion of the baton.
Then, the volume of the music is changed according to the estimated magnitude. Also,
the speed of music and the CG character playing are changed using the estimated
speed. The motion of swinging the baton of the user is obtained in real time by using
the controller of HTC Vive [1], a kind of VR device. Furthermore, by displaying the
performers in a virtual space using Vive’s head mounted display (HMD), it is expected
that the user will be obtained immersion feeling. In addition, in estimating the speed of
the movement, the tempo is corrected to reduce the gap between the conductor’s
motion and the music.

2 Related Works

By synchronizing the motion of the user with the animation of the CG character, the
user can enjoy it as a content in a virtual space or show it as a performance, and the
field of practical application is expanding.

Goto et al. proposed a method of making a virtual dancer “Cindy” dance according
to the sound of an instrument played by multiple people [2]. This technique is realized
by making a virtual dancer pause by using the strength of the sound, the pitch of the
sound, and the number of sounds produced simultaneously. The performance of each
player is input and those performances are output as sounds. Then, the performance of
one player is analyzed, and the CG dancer is displayed according to the performance.
By running these processes on multiple computers distributed on a network, the
computation cost is distributed.

Ishizuka et al. proposed a performance synchronization method with a multi-agent
system based on the user’s performance and baton motion [3]. In this method, score
tracking is used for performance synchronization between user and agent. The order of
the notes played by the user is stored as a note sequence template, and the performance
is tracked by searching the score for the note sequence that best matches the template.
In addition, when the user inputs a performance using a MIDI controller, it becomes
possible to synchronize the user’s performance with the group of agents playing other
instruments.

Lim et al. proposed a performance synchronization method using the gesture of the
user playing the flute [4]. In the proposed method, the performance robot HRP-2 is
operated using the gesture at the end of the flute opposite to the mouth. Using the
gesture of the user playing the flute, it is possible to change the tempo and start and stop
the performance. The gesture of the flute is limited to moving the edge up and down.
Gesture detection is realized by detecting the inclination of the flute using Hough
transform line detection. The only instrument that this method supports is the flute.
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3 Proposed System

In this section, we describe a method for realizing a conductor system synchronized
with the user’s motion proposed in this research. In this study, speed and magnitude are
estimated from user’s motion. Using the estimated speed and magnitude, we control the
music and performance animation to realize a system synchronized with the user’s
motion.

3.1 System Overview

Figure 1 shows the flowchart of the proposed system. In this system, the HMD is put
on the head, and a VR controller is held in the right hand, and the conductor action is
performed. The controller is displayed in the virtual space in the shape of a baton.

In this system, music data (MIDI) is first read using “Midi Tool Kit Pro” [5]. “Midi
Tool Kit Pro” is suitable for the construction of this system because the speed and
volume of the played music can be easily changed.

Then, according to the conductor action of the user, the CG player displayed on the
HMD and the music being played are changed. The instruments used in this system are
piano, guitar, drum, trumpet, clarinet and flute. The instrument information to be used
is acquired using the information of MIDI data, and the performer is displayed. Fig-
ure 2 shows the arrangement when all players are displayed.

3.2 User Motion Estimation

In this research, we focused on the quadruple rhythm music with the largest number of
music, and defined the user’s conductor actions as the actions shown in Fig. 3. The
position of the controller shown in the figure is the start position of each operation. The
magnitude and speed are estimated from these operations shown in the figure.

Fig. 1. Outline of the proposed
system

Fig. 2. Performance scene of the proposed system
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3.2.1 Motion Start Position Estimation
In order to estimate the magnitude and speed of the conductor’s motion, it is necessary
to find the start point of each beat. The start point of each beat has the following
features.

• Point where the direction of the velocity vector of the controller changes from top to
bottom

• Point where the direction of the controller’s velocity vector changes from left to
right

• Point where the direction of the velocity vector of the controller changes from right
to left

The velocity vector is a vector that indicates the direction and how far the controller
has moved. The start point can be estimated by obtaining the velocity vector. The
velocity vector is calculated using the position that can be obtained from the controller.
In addition, in order to prevent erroneous estimation for small movements, a change in
the velocity vector size of 0.2 mm/s or more is detected. This value was determined by
conducting preliminary experiments.

3.2.2 Motion Magnitude Estimation
The magnitude of the motion is estimated using the estimated start point of the motion
of the beat. The magnitude of the estimated beat motion is used to change the playback
volume.

In order to estimate the magnitude of the motion, the midway point is used in
addition to the start point of each beat. The midway point is the point where the
direction of the velocity vector changes from bottom to top. The midway points of each
beat are shown in red circles in Fig. 3.

Assuming that the distance from the start point to the midway point is L1 and the
distance from the midway point to the start point of the next beat is L2, the magnitude

(a) 1st beat (b) 2nd beat

(c) 3rd beat (d) 4th beat

Fig. 3. Motion of each beat (Color figure online)
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L of the motion is obtained by the sum of L1 and L2. This is performed in “Reference
motion estimation” and “User motion estimation” in the flowchart shown in Fig. 1.
Then, the estimated motion magnitude is divided by the reference motion magnitude
determine the music playback volume.

In “Reference motion estimation”, the conductor’s motion is performed five times
before playing the music data. The average of the magnitude of each beat of the
conductor’s motion is calculated, and the average is used as the reference motion.

3.2.3 Motion Speed Estimation
The speed of the motion is estimated by using the estimated start point of the beat. The
estimated motion speed is used to calculate the playback speed magnification that
changes the playback speed of music and animation. Eq. (1) shows the relationship
between conductor’s motion time and tempo.

tempo ¼ 60 ðsÞ=conductor's motion time ðsÞ ð1Þ

where conductor’s motion time is obtained by measuring the time from the start point
to the start point of the next beat. The playback speed magnification is calculated by
dividing the obtained tempo by the original tempo read from the MIDI data. In this
system, the minimum value of the playback speed magnification is 0.1, the maximum
value is 5.0, and the maximum value of the estimated tempo is 240. (The reason why
the maximum value of tempo is 240 is that when the tempo is 240, the conductor’s
motion time is 0.25 s, and when it is larger than that, it is not realistic.)

3.3 Optimization of Playback Speed Magnification

Using the motion magnitude and playback speed magnification obtained in Sects. 3.2.2
and 3.2.3, change the playback volume, playback speed, and animation of the music
when the user’s motion reached the start point of the next beat. However, if the music
playback speed is changed at the start point of the next beat, there is a possibility that a
large gap may occur between the actual beat position of the music and the start point of
the beat motion. (For example, if you change the conductor’s motion very slowly.)

Therefore, when the time of the previous beat has passed while conducting motion,
the playback speed magnification is reduced. The amount of decrease in the repro-
duction speed magnification M is as shown in the following Eqs. (2) and (3).

M ¼ 1= axþ bð Þ
a ¼ 1� 10vð Þ= t � tminð Þv

b ¼ 10� tmin � a

tmin ¼ 60= 0:1� defð Þ

ð2Þ

Mn ¼ Mn�1 � 1:2 = def ð3Þ

In Eq. (2), where t is the time of the previous beat, v is the playback speed
magnification of the previous beat, x is the current time, t min is the time at which the
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reproduction speed magnification becomes the minimum value, and def is the tempo
obtained from the MIDI data.

Up to t sec., playback is performed using the playback speed magnification v. After
the elapse of t seconds, if the midway point shown in Sect. 3.2.2 has been acquired, the
degree of change in the playback speed magnification is reduced using Eq. (2). On the
other hand, if the midway point has not been acquired, the degree of the change in the
reproduction speed magnification is reduced constantly for each frame using Eq. (3)
until the midway point is acquired. Then, after the midway point is obtained, the degree
of change in the reproduction speed magnification is reduced using Eq. (2).

Figure 4 shows the change in the reproduction speed magnification when def ¼
120 and t ¼ 0:5. Figure 4(a) shows the case where the midway point has already been
acquired in 0.5 s. Figure 4(b) shows the case where the elapsed point was acquired in
0.7 s.

3.4 Performance Animation Generation

In this system, the musician performs the performance animation corresponding to each
instrument. The performance animation was generated by “Mixamo” [6] and
“EasyMotionRecorder”.

“Mixamo” is a web service provided by Adobe that allows you to customize and
animate 3D characters. Using this system, we generated animations of pianos, guitars,
and drums with large movements.

For motion tracking using Vive, we used the “FinalIK” [7] asset that runs on Unity
and the “EasyMotionRecorder” script [8]. “FinalIK” is an asset that allows users to
freely move CG characters within Unity. It is also possible to move CG characters
using VR device such as Vive used in this system. Therefore, it is possible to generate a
performance animation of a CG character that actually performs a performance ani-
mation using this asset and Vive. “EasyMotionRecorder” is a script that records and
plays back an animation of a CG character that has been motion-captured by the above
method. The animation is recorded using this, and the animation is played back while
the system is actually running.

Fig. 4. Change in playback speed magnification
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4 Experimental Result

In order to verify the effectiveness of the proposed system, we asked 12 people,
including men and women, to use this system and conducted a questionnaire on the
following items. Items (1) and (2) were evaluated on a 5-point scale, and item (3) was
freely answered by the subject.

1. Is the music or animation changing according to the motion speed?
2. Is the music or animation changing according to the magnitude of the motion?
3. Are there any parts of the music that cause discomfort?

Table 1 shows the results of the questionnaire. Since both items (1) and (2) re-
ceived a high rating of 4.5 or more, it is considered that the tempo and volume were
correctly estimated from the user’s conductor’s motion us ing the proposed method.

In item (3), the following opinions were obtained from the subjects.

• There is a gap between the beat position of the music and the start position of the
conductor.

• I intend to move the controller at the same speed, but I feel that the playback speed
is uneven.

Even after optimizing the playback speed magnification, there is a slight gap
between the music and the conductor’s action. It is thought that this problem can be
improved by performing motion prediction using deep learning.

In addition, since the distance of the motion defined for each beat is different, even
if the conductor’s motion is performed at the same speed, the estimated playback speed
will change slightly. It is thought that this problem can be improved by normalizing the
estimated tempo according to the motion of each beat with the distance.

5 Conclusion

In this paper, we proposed a method of synchronizing conductor’s motion with music
and CG characters. The motion of the user was acquired using the controller of the VR
device, and the magnitude and speed were estimated from the motion. The music
playback volume was controlled from the estimated magnitude, and the music speed

Table 1 Questionnaire results

4.7

4.8

1 2 3 4 5

Q.2

Q.1
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and animation were controlled from the speed. In addition, by adjusting the playback
speed magnification, the gap between the beat of the music and the start point of the
conductor’s motion was reduced.

From the experimental results, it was confirmed that the magnitude and speed of the
motion could be estimated using the proposed method. It was also confirmed that the
motion of the user was reflected in music and animation of CG characters.

As a future work, there is a study on the adjustment of the reproduction speed
magnification using a mathematical stochastic model with the arm motion as learning
data. In this paper, we focus on quadruple rhythm music as future developments.
Furthermore, in this paper, we focused on quadruple rhythm music, but as a future
perspective, we will also focus on music with other rhythms.
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Abstract. This study aims to establish a new method for quantifying tendon
vibration during motion illusion by measuring the acceleration of a 3D-printed
contact head attached to the vibration device. This contact head was designed
with a hole in the center in which a single-axis accelerometer was fixed.
Moreover, the upper end of the head was designed to be bolted to the vibrator.
This aids in investigating whether the contact area influences perceptual
parameters such as strength of motion illusion. A second accelerometer was
attached to the exterior of the vibrator. For five participants, the biceps brachii
tendon of the right arm (the dominant side for all participants) was stimulated for
30 s at 100 Hz. The accelerations measured inside and outside the contact head
were recorded at 1000 Hz, and the ratio of root-mean-square (RMS) values of
the two accelerations was calculated. The results showed a maximum ratio of
1.02 and a minimum of 0.97. We conclude that the proposed method can
quantify tendon vibration during motion illusion to within �3%. The use of a
3D printer to produce the contact head provides a convenient means of varying
some parameters in these investigations. In future work, the size of the contact
area could be changed by modifying this design, and we will examine the effect
of the contact area in motion illusion. This is expected to be an extremely useful
technique to provide a kinesthetic sensation in virtual reality.

Keywords: Kinesthetic sensation � Sensorimotor system � 3D printing

1 Introduction

Previous studies have reported that vibrating tendons on human limbs evokes motion
illusion, a kinesthetic sensation experienced without joint movement [1]. Prior to our
previous work [2, 3], there had been no reports on the influence of the angles of joints
in motion illusion. The gravitational torque depends on the angle of the joint, so the
angle could influence perceptual parameters, such as the strength of motion illusion.
We compared motion illusion for two different angles of the elbow joint by subjective
assessment in three aspects: strength of illusion, range of extension, and velocity of
extension [2], and quantitative assessment in two further aspects: latency and duration
[3]. The results showed that the three aspects of subjective assessment were affected by
limb position, but the two quantitative aspects were not affected by the joint angle.
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Conversely, it is known that the area of contact affects vibrotactile thresholds and is
a more important stimulus parameter than the gradient or curvature of displacement [4].
This is due to “spatial summation”. Based on this, we proposed the following
hypothesis: contact area influences perceptual parameters such as strength of motion
illusion elicited by tendon vibration. To investigate this, we first needed to develop a
convenient experimental setup and method.

In our previous studies, an accelerometer was attached to the exterior of the vibrator
contact head to record tendon vibration. With this setup, it was difficult to change the
area of contact. The present study aims to establish a new method for quantifying
tendon vibration during motion illusion by mounting an accelerometer inside a 3D-
printed contact head. To verify the validity of our proposed method, accelerometers
were attached inside and outside the contact head, and the ratio of the root-mean-square
(RMS) values of the two accelerations was calculated. If the ratio is close to unity, our
proposed method will be viable, because the more convenient internal accelerometer
can then be used instead of the previous external pickup.

2 Methods

2.1 Participants

Two males (aged 28 and 36 years) and three females (aged 42–46 years) volunteered as
participants in this study. All provided prior written informed consent according to
institutional requirements. The experimental procedure was approved by the Tokyo
Metropolitan Industrial Technology Research Institute ethics committee.

2.2 Apparatus and Experimental Setup

A palm-sized vibration device (WaveMaker-Mobile, Asahi Seisakusho, Japan) was
fixed to a fixing base (Fig. 1) [5]. The participant sat in front of the fixing base wearing
a protective eye mask and earmuffs (Fig. 2 left). The arm was positioned on the
horizontal armrest, so that the shoulder was held stationary at 90° flexion and the elbow
was at 0° flexion in an anatomical position, with the palm of the hand upwards. The
vibrator was positioned over the biceps tendon just above the elbow.

The contact head was designed with a hole in the center in which to fix a single-axis
accelerometer (710-D, EMIC, Japan). The upper end of the contact head was bolted
onto the vibrator (Fig. 3). This contact head was 3D printed using a commercial 3D
printer (Objet500 Connex3, Stratasys, USA). Figure 2 right shows the positions of the
two identical accelerometers, one bolted inside the contact head and the other was
attached externally. The accelerometers were connected to a PC (VJ27M/C-M, NEC,
Japan) through a vibration meter (UV-16, Rion, Japan) and multifunction I/O Device
(USB-6000, National Instruments, USA). LabVIEW 2014 (National Instruments,
USA) was used to record the output of both accelerometers.

Development of a Quantification Method 213



Fig. 1. Vibration device fixing base and armrest.

Fig. 2. Experimental setup. Left: arm position. Right: vibrator contact head and accelerometers.

Fig. 3. 3D model of the contact head.

214 H. Ohshima et al.



2.3 Procedure

Before the experiment, the participants were informed that they would experience a
sensation of elbow joint extension without real movement. In a preliminary experiment,
we determined the appropriate amplitude and location to consistently elicit the kines-
thetic sensation. The stimulus location was marked on the participant’s skin with a felt-
tipped marker. The right arm was used, which was the dominant arm for all five
participants.

The biceps brachii tendon of each participant was stimulated with a vibration
frequency of 100 Hz for 30 s. The accelerations measured by the internal and external
accelerometers were recorded at 1000 Hz, and the RMS value of each acceleration was
calculated using the following equation

RMS ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
n

Xn

i¼1
xið Þ2

r

ð1Þ

where xi is an acceleration sample and n is the total number of samples. The ratio of the
two RMS values was then determined.

After the experiment, participants were asked whether the illusion of motion was
evoked.

3 Results

All five participants described consistent sensations of movement. Table 1 shows the
results for the ratio of RMS values of acceleration measured internal and external to the
contact head. A ratio of 1.00 corresponds to perfect agreement between the two
measurements. The values obtained were in the range 0.97–1.02, indicating close
agreement, within 3%, for all participants experiencing motion illusion.

Table 1. Maximum accelerations and ratio of RMS values of acceleration measured inside and
outside the contact head for each participant.

Participant Maximum acceleration
inside (m/s2)

Maximum acceleration
outside (m/s2)

Ratio of RMS
value

#1 99.3 95.9 0.97
#2 104.5 103.7 0.99
#3 100.5 98.9 0.98
#4 119.1 121.5 1.02
#5 142.3 144.0 1.01
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4 Discussion and Conclusion

The purpose of this study was to establish a new method for quantifying tendon
vibration during motion illusion. An accelerometer was placed inside a specially
designed 3D-printed contact head. To verify the validity of the proposed method, the
measured acceleration was compared with that measured by an identical accelerometer
attached externally. The ratio of the RMS values of the two accelerations was found to
have a maximum value of 1.02 and minimum of 0.97. We conclude that the proposed
method can consistently quantify tendon vibration during motion illusion to within a
range of ±3%.

Kinesthesia is as important as the visual and auditory senses for safety, comfort and
entertainment quality in immersive (VR) environments. However, the presentation
methods of kinesthesia have not kept up with the presentation methods of the visual
and auditory senses. This is because the mechanisms of kinesthesia have not been
clarified, in contrast with the mechanisms of the visual and auditory senses.

In our previous study, we focused on the joint angle in motion illusion. [2, 3] Then,
we focused on the contact area in motion illusion. The results of the present study
suggest that the 3D-printing of the contact head will enable us to vary the contact area
relatively easily. The internal dimensions of the head remain constant to enable
attachment to the vibrator and accommodate the accelerometer, but the external
dimensions can be changed to vary the contact area. In our future study, we are
planning to examine the effects of the contact area in motion illusion. To organize
knowledge about stimulus in motion illusion systematically will enable us to control
kinesthesia and perhaps to simulate the experience of an Olympian or Paralympian.

Acknowledgements. This work was supported by JSPS KAKENHI Grant Numbers
JP16K21693 and JP19K20105.
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Abstract. The design of atypical buildings differs notably from traditional
architectural design methods. If the traditional building design process is cen-
tered on problem solving, the design process of atypical buildings is concen-
trated on the creation of new forms. Thus, in such a process, it is sometimes
possible to overlook elements of human safety and convenience, which are the
most important factors to evaluate the value of buildings. One of the efforts
required to solve this problem is the development of tools to support to evaluate
the dwelling performance with virtual users. In a preliminary study, we devel-
oped a platform called ActoViz, which uses commercial atypical building design
tools (Rhino and Grasshopper) to perform user simulations during the design
process. And also, we surveyed users’ behaviors interacting with atypical
buildings and interpreted these behaviors psychologically, because we intended
to realize the more natural simulation platform (ActoViz) based on intelligent
virtual users (VUsers) which conduct psychologically-appropriate behaviors.
This paper is to describe how to apply this idea to ActoViz systemically. The
result of this study shows the technologies for deploying VUsers in a virtual
place using the idea of trigger spot, trigger viewpoint, and behavioral area.

Keywords: Psychological behavior � Virtual user � Simulation � Atypical
architectural space

1 Introduction

The social demand for atypical buildings is increasing, and such buildings are often
found around cities. Accordingly, each university’s architectural department needs to
teach methods for designing atypical buildings. However, the design methods of
atypical buildings differ notably from those of traditional architectural design. While
the traditional building design process is centered on problem solving, the design
process of atypical buildings is concentrated on the creation of new forms. In such a
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process, however, it is sometimes possible to overlook elements of human safety and
convenience, which are the most important factors when evaluating the value of
buildings. In particular, it is easy for students concentrating on creating new forms to
ignore aspects related to user behavior. One of the efforts required to solve this problem
is the development of tools to support the evaluation of dwelling performance with
virtual users [1, 2].

In a preliminary study, we developed a platform called ActoViz, which uses
commercial atypical building design tools (Rhino and Grasshopper) to perform user
simulations during the design process [6]. Also in that study, we surveyed user
behaviors when interacting with atypical buildings and interpreted these behaviors
psychologically. This was because we intended to realize the more “natural” simulation
platform ActoViz, which is based on intelligent virtual users (VUsers), who engage in
psychologically appropriate behaviors. This paper describes how to work with this idea
in ActoViz systemically. The result of the study is to depict the technologies for
deploying VUsers in a virtual place employing the ideas of trigger spot, trigger
viewpoint, and behavioral area.

Fig. 1. User behavior in the atypical space and their computerized analysis [7].
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2 How to Realize Autonomous Psychological Behavioral
Simulation in a Designed Atypical Architectural Space

Figure 1 shows representative examples of user behaviors in the atypical space and
their computational analysis. In the previous study, we found that these behaviors
involve psychological reasoning. We determined that users in this atypical space can be
organized based on specific information, such as on trigger spots, trigger viewpoints,
and behavioral areas. If trigger spots, trigger viewpoints, and behavioral areas can be
automatically detected from the geometrical properties of the atypical space designed
by the architect, this will allow the VUser to act appropriately in the atypical space.
Figure 2 shows how trigger spots, trigger viewpoints, and behavioral areas can be
specified in a designed, atypical physical environment [3, 4].

3 Deployment Technology for Virtual Users Performing
Autonomous Psychological Behaviors

This study looks at the technologies for deploying VUsers in a virtual place using the
ideas of trigger spot, trigger viewpoint, and behavioral area. Figure 4 shows the
algorithm for automatic placement of trigger spots, trigger viewpoints, and behavioral
areas. The algorithm shows how to automatically calculate trigger spots, trigger
viewpoints, and behavioral areas by computing the geometrical and topological
information of designed spaces. In other words, ActoViz imports the geometries of
atypical space into a list and classifies each face type by using their normal vector and
linkage information. It also assigns appropriate behavioral information to each type and
specifies the appropriate trigger spots and behavioral areas according to their types.
Trigger viewpoints are specified by considering the visual openness and the position of
a particular object [5].

Figure 3 shows the application of the algorithm in Fig. 2 to ActoViz. When one
loads the atypical space designed in Rhino into ActoViz, it automatically classifies each
face type as shown in Fig. 4 and calculates the places where psychological behavior
can occur. The yellow and blue triangles in Fig. 4 show where trigger spots, trigger
viewpoints, and behavioral areas are established. When the simulation in ActoViz is
executed, VUsers move freely in the atypical space, and if they are located at this place,
VUsers perform appropriate behaviors according to the characteristics of the VUser.
Figure 4 shows the behavior of VUsers on ActoViz according to the specified trigger
spots, trigger viewpoints, and behavioral areas.
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Fig. 3. The algorithm used to create trigger spots, trigger viewpoints, and behavioral areas in
ActoViz.

Fig. 2. Illustration of how to place trigger spots, trigger viewpoints, and behavioral areas in a
designed, atypical building space [7].
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4 Conclusion and Discussion

This study proposed the developed expert system (ActoViz) based on the intelligent
agents that engage in psychologically appropriate behaviors. This paper describes how
to work with this idea in ActoViz systemically. The result of the study is to depict the
technologies for deploying VUsers in a virtual place employing the ideas of trigger
spot, trigger viewpoint, and behavioral area.

Through this study, we were able to realize VUsers’ automated psychological
behavior. However, in the future, it is necessary to review the system developed
through the effectiveness examination for architects. In addition, it is necessary to
develop technology and diversify behaviors to express advanced VUsers’ actions.

Acknowledgement. This work was supported by the National Research Foundation of Korea
(NRF) grant funded by the Korea government (MSIT) (NRF-2018R1A2B6005827).
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Abstract. In Mexico, basic education schools can be classified as public
and private. In Mexico the basic level of education consists of primary
and secondary school. In Mexico there are government agencies such as
INEGI and SEP (Ministry of Public Education), which are responsible
for evaluating the academic performance of schools through knowledge
exams or knowing the state of the infrastructure of school buildings.
Measuring or determining the quality of a school is not a minor issue.
Some authors suggest measuring the quality of a school based on models
of program, comparison, dedication school, learner, absence, happiness
and employment among others. Many of these models cannot be used in
the context of Mexico or would be adapted. This paper presents a model
based on quality indicators through its infrastructure and academic per-
formance to obtain a classification of schools nationwide in Mexico.

Keywords: Basic level schools · Clustering · Data mining ·
Visualization

1 Introduction

In Mexico, basic education schools can be classified as public and private.
According to INEGI (National Institute of Statistics and Geography), seven
socioeconomic strata can be found in Mexico [8,9,14]. Public schools cover all
regions, regardless of socioeconomic status. And private schools are only located
in regions with medium, medium high and high socioeconomic strata. Knowing
the quality level of a school is important for decision making [8,14].

In Mexico there are government agencies such as INEGI and SEP (Min-
istry of Public Education), which are responsible for evaluating the academic
performance of schools through knowledge exams or knowing the state of the
infrastructure of school buildings [9,10]. However, these data exist separately
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without making a correlation analysis of them. An analysis of this type would
help to have indicators that allow measuring the quality of schools in a real way.

In Mexico the basic level of education consists of primary and secondary
school. Public primaries can be 4 h a day or more than 4 h. In general, schools
of 4 h per day are in areas with a high degree of marginalization. And schools of
more than 4 h are given in so-called full-time schools (starting at 8AM and finish
at 4PM). In public secondary school there are a group called Telesecundaria, a
model for teaching with television support designed for rural areas with few
infrastructure [5,11].

Measuring or determining the quality of a school is not a minor issue [9]. The
Organization for Economic Cooperation and Development (OECD) determines
the level of education in a country through indicators such as the number of
schools, results of tests to assess students’ knowledge and conceptual elements
(such as age, gender, place of birth, family income, and school grade) family,
among others) [6]. Some authors suggest measuring the quality of a school based
on models of school effectiveness [4], this models are ethic model, basic acquisi-
tion model, program model, comparison model, dedication school model, learner
model, absence model, happiness model and employment model among others.
Some works have build indicator Student Outcome based on school practices
and contextual influences [10].

Many of these models cannot be used in the context of Mexico or would
be adapted. For example, the conceptual elements of the OECD are taken from
highly developed countries that contain migratory phenomena such as the recep-
tion of migrants and the difficulty of students to learn the official language of
the country in which they are located, and in Mexico this conceptual element is
not considered.

This paper presents a model based on quality indicators through its infras-
tructure and academic performance to obtain a classification of schools nation-
wide in Mexico. The students academic performance and school infrastruc-
ture was obtained from public information, this data bases are ENLACE and
CEMABE. We extract, clean and transform this data into a datamart. Using
datagrams it was possible to conclude that primary and secondary schools can be
classified into three groups. Through clustering algorithms, we get the schools for
each cluster. And then we get the association rule for each cluster. It is conclude
that at the primary level the schools with the best performance were public and
private ones in areas with few degree of marginalization, and the lowest were
the public primary schools located in geographical areas with a high degree of
marginalization. In secondary it was detected that the best schools are schools
located in areas with few degree of marginalization and the lowest school were
secondary schools in areas with high degree of marginalization and many of this
are in the telesecundaria system. It’s possible conclude the highest correlation
between socioeconomic strata and academic performance of schools.
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2 Related Work

Various works have been developed on the study of performance in education
using data mining techniques. One of the indicators of educational quality effi-
ciency is teacher performance. In [12] the authors design AI models for the
evaluation of the performance of instructors at the university level. The system
developed in [12] allows recommendations to improve teacher performance.

In this works [1,7] the need arises to have models for educational evaluation of
school performance. In [7] the author propose the use of data mining and genetic
algorithms to do the evaluation in Mexico. In [1] a study of various classification
techniques on different education indicators using data mining in Oman is made.

Other works have focused on the evaluation of LMS and e-learning systems
on the web through data mining [3,8,13]. In [3] we seek to analyze the learning
process of students and learn the methodology and usability of online courses.
In [13] data mining is used to evaluate the contents of learning objects, the main
idea is to use e-commerce approaches to improve interactivity with the contents
of learning objects. In [8] the authors report a data mining model for analysis
teaching and learning at the K-12 level.

In [2] it is sought to have an analysis of the various data of the educational
system with the aim of finding patterns to predict student performance.

When reviewing the literature it is observed that there are different aspects
that are evaluated: students, schools, teachers and IT systems. In addition the
studies are carried out in very specific countries.

3 The Method

The public information was obtained from ENLACE test and CEMABE
databases. The ENLACE test is an evaluation instrument that is applied in
Mexico; It is standardized, objective, national in scope. The purpose of the
ENLACE test is to provide, to researches, teachers and educational authorities,
a valid, objective and reliable measure of current status of academic achievement
of elementary school students.

Fig. 1. Example of dendrogram for primary and secondary applied to a region of
Mexico.
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The CEMABE database is created by INEGI. The objective of CEMABE is
to know statistically the educational system of Mexico through the geographical
location of all educational establishments, to know the state of its infrastructure,
equipment and school furniture, the registration of teaching, administrative and
supervisory personnel.

Fig. 2. K-means graphics for primary and secondary school.

The first step is to perform the process of extracting and cleaning the
ENLACE and CEMABE databases. To work with this information, data cleaning
algorithms must be considered, that is, processes that remove outliers so as not
to alter the results. Then the datamart must be formed from the two databases.
With the first version of the datamart we must reduce the dimensionality of the
information, and this can be done by analyzing the main components. This step
is important as it helps to have a smaller handling of the information without
altering the final results.

Because of the type of information we are obtaining, in artificial intelligence,
the classification of schools is an unsupervised learning problem. Therefore we
must have procedures that help us to find the classification of schools. Then we
must find the optimal number of clusters for this problem. Once we know this
data, clustering algorithms can be used to obtain the groups we need. Finally
we must to find the characteristics of the elements of each cluster to make the
analysis to obtain relevant information.

4 Results

As part of the first step, the Tukey algorithm was applied to remove outliers.
Then we proceed to union of data bases. The unions of ENLACE and CEMABE
data base result in 400 attributes. After applying PCA we get a reduction to
25 principal variables. Then we applying the hierarchical cluster algorithm at
different levels: national, by regions and by states, for example Fig. 1. In all
cases, 3 main clusters could be identified. In all cases, 3 main clusters could be
identified. Figure 1 shows the cut in two dendrograms and its possible to identify
three hierarchical groups.
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The next step the k-means algorithm was applied to obtain the three school
groups for primary and secondary level. Figure 2 show the clusters for primary
and secondary level. It’s possible to observe the centroid.

Finally we employed the Apriori algorithm to get the association rules
between components in every cluster. With this algorithm was possible to iden-
tify the type of clusters (I, II and III), Fig. 2. For primary, the clusters type I
are schools with good academic performance and good infrastructure; schools in
cluster II have a good performance but they still need to increase their infras-
tructure and schools of type III need attention to improve their performance and
infrastructure. The characteristics of clusters for primary schools are presented
in Table 1.

For secondary, the cluster type I are private schools, the clusters type II
are public schools and schools in the cluster type III are public schools in the
Telesecundaria system.

And the characteristics secondary schools clusters are presented in Table 2.

Table 1. Characteristics for primary school clusters

Cluster type I Cluster type II Cluster type III

Private schools are
99.2%

Public schools are 99.6% Public schools are 85.7%

Mathematics
performance is adequate
in all grades

Mathematics
performance is adequate
in all grades

They have a high degree
of marginalization

Mathematics
performance for grades
2, 5 and 6 is above the
national average

Performance in all
subjects in all grades is
above the national
average

The average in
mathematics in grades 5
and 6 is below the
national average

The 97% in this group
have internet access

The 84.6% in this group
have internet access

The 85.6% in this group
do not have internet
access

The 71.3% in this group
give internet access to
their students

The 54% in this group
don’t have internet
access to their students

The 92% in this group
don’t have internet
access to their students

The 89.3% have
computers for students

The 92.1% of schools do
not have computers for
students

The 58.6% of schools do
not have computers for
students

The 89.3% of schools do
not belong to the
national English
program

The 70.2% of schools do
not belong to the
national English
program

The 95.7% of schools do
not belong to the
national English
program
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Table 2. Characteristics for secondary school clusters

Cluster type 1 Cluster type 2 Cluster type 3

Private schools are
98.4%

Public schools are 61.3% Public schools in
Telesecundaria system
are 93.2%

Spanish and civic and
ethical training is above
the national average

Mathematics is above
the national average

The 71.4% of schools
have a schedule less than
the national average

The math average for
grades 1 and 3 is above
the national average

The math average for
grades 1 and 2 is below
the national average

The average in Spanish
for grades 2 and 3, and
the average in
mathematics for first
grade are below the
national average

The 98.9% in this group
have internet access

The 91.4% in this group
have internet access

The 72.6% in this group
do not have internet
access

The 82.3% in this group
give internet access to
their students

The 64.8% in this group
give internet access to
their students

The 79% in this group
don’t have internet
access to their students

The 82.3% have
computers for students

The 67.6% of schools
have computers for
students

The 76.9% of schools
have not computers for
students

The 78.9% of schools do
not belong to the
national English
program

The 77.6% of schools do
not belong to the
national English
program

The 97.4% of schools do
not belong to the
national English
program

5 Conclusions

The data for the analysis of this work were obtained from two different sources,
ENLACE and CEMABE databases. The datamart is the union of this two
sources. The algorithms PCA, hierarchical clustering, k-means and apriori were
applied. The graphical representation of clusters helped in the process to deter-
mine the number of school groups. What is helpful in this unsupervised learning
process.

By applying the PCA algorithm to reduce dimensionality and the use of the
hierarchical algorithm, it can be determined that there are 3 main groups for
primary and secondary nationally. This process was applied to different gran-
ularities in the data of primary and secondary schools that go to a) the entire
Mexican Republic, b) regions of Mexico and c) states. In all cases it is observed
that 3 can be considered as a good number of cut of the tree to obtain the groups
of schools.
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The k-means algorithm was used to obtain the three conjures. And finally,
Apriori was used to know the common characteristics of each group of schools.
Then we get that:

– For primary schools, type 1 schools are those public elementary schools that
are located in areas with low economic development. Type 2 schools are pub-
lic schools that are located in urban areas. Finally, type three schools are
characterized in that 90% of the schools are private and that they are located
in urban areas with a medium to high socioeconomic level.

– For secondary schools, type 1 schools are those secondary schools of telese-
cundaria type found in rural areas. Type 2 schools are public schools that are
located in urban areas. Finally, type three schools are characterized in that
90% of the schools are private and that they are located in urban areas with
a medium to high socioeconomic level.

We note that the most important infrastructure is the one that refers to
internet access and having computers for students. Finally, it is observed that
there is a very strong relationship between academic performance and the social
stratum.
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Abstract. In the internet age, people have become increasingly reliant on
texting, videos, and emoticons to communicate, instead of talking, face-to-face
interactions, and formal text writing. This has posed a problem because although
many students, especially design students, upon graduation begin their profes-
sional career, a substantial number lack the ability to integrate at all in the
workplace. Furthermore, students have become hesitant to and are even dis-
couraged from obtaining advanced research degrees.In light of this, our research
uses the “Case Study” course in the Department of Visual Communication
Design that is held during the fourth year of undergraduate study as the
experimental field. The research methods include conducting document analysis
and innovative experimental teaching. This course is implemented in two stages:
theoretical introduction and thematic text/graphics. The former provides stu-
dents with an introductory concept of the theory, scope, methods, and appli-
cations of case studies while explaining the profound knowledge in simple
terms. The latter uses Bronfenbrenner’s ecosystem theory to plan three topics:
microsystems (I wear therefore I am), the middle peripheral integration system
(Embracing the stars), and the giant view system (Old objects with new stories).
Using case studies and graphic displays, the aims are for students to show their
concern for their families (e.g., their mother), for vulnerable groups, and for
regional development or traditional culture. In addition, the revision of Bloom’s
taxonomy and implementation of PBL (preparation, implementation, publica-
tion, evaluation, and amendment) are adapted to explain the execution steps.
Action Research will also be used in this study to collect researchers’ reflection
notes, students’ self-assessments, learning outcomes, and feedback. Students are
expected to execute professional and humanistic integration through the
implementation of graphics and texts, cultivate communication, enhance sys-
tematic thinking and problem solving skills, and develop cross-domain learning
skills, all of which can be practically applied once the students are in the
workplace. The results of this research will then be shared with peers and thus
contribute to education integration.

Keywords: Case study � Bronfenbrenner’s ecological systems � Graphics and
text � Design concern
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1 Research Background

With the emergence of the Internet and social media, which are generally replacing
interpersonal communication, people have become accustomed to using simple text
messages and stickers instead of face-to-face interaction and in-depth communication.
The focus on images and neglect of formal text writing commonly occur in students
and are particularly noticeable among design students. In addition to problems asso-
ciated with professional knowledge and training, numerous students are faced with
following four problems. (1) Design students are often immersed in drawing and
computers, communications, and consumer electronics, in which images are prioritized
and writing neglected, and these students engage in relatively few interpersonal
interactions. (2) Although students have taken general education courses, the learning
content and professional design topics have been rarely integrated. (3) Although most
of the students at universities of science and technology have internship experience,
they are often noted by supervisors to lack the independence, proactivity, expres-
siveness, and knowledge integration. (4) They are also unfamiliar with the research
writing curriculum and research ability training. Overall, fourth-year students major in
visual communication design were observed to require improvement and reinforcement
in areas such as objective observation, record writing, appropriate communication, and
analysis and knowledge integration, leading to their incompetence in final year pro-
jects, further studies, or entry into a business society in which project integration is
emphasized.

2 Literature Review

2.1 Ecological Systems Theory, the Revision of Bloom’s Taxonomy,
and PBL

Ecological systems theory is a theory of human development research proposed by
Bronfenbrenner in 1979. Development refers to a process in which an individual
continuously perceives and responds to a changing environment. Bronfenbrenner
asserted that understanding human development must go beyond merely directly
observing the behavior of one or two people in the same place: It must examine
multipersonal interaction systems in multiple environments and must consider other
environments that can affect the research participants. Moreover, Bronfenbrenner
claimed that the ecosystem is concentric with four-layered structure that extends out-
ward. The innermost layer is called a microsystem, that most immediately and directly
affect an individual’s development, such as the influence of parents of one’s family of
origin. The second layer is called a mesosystem, which is further related to intercon-
nections and relationships occurred in different environments, rather than just one
environment, such as in home, school, or workplace socialization. The third layer is the
exosystem, whereby uninvolved individuals are deeply affected by events that occur in
other fields, such as campus learning environment and environments in which brothers
and sisters in the family get along. Finally, the macrosystem encompasses the
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differences between cultures or subcultures, such as religious beliefs and social values
(Bronfenbrenner 2010; translated by Tseng, Liu, & Chen).

Bloom (1956) proposed a cognitive domain educational goal taxonomy table, and
the educational goal categories of cognitive domain were ranked at six levels from the
simplest to the most complex and from concrete to abstract, namely, knowledge,
comprehension, application, analysis, synthesis, and evaluation, with each level rep-
resenting a mental function. In response to the evolution of educational theory,
Anderson and Krathwohl (2001) published a revised version that included two
dimensions: the knowledge dimension and the cognitive process dimension. The
revised version separated knowledge levels into an independent dimension and sub-
divided this into factual knowledge, conceptual knowledge, procedural knowledge, and
meta-cognitive Knowledge. Furthermore, the “comprehension” and “synthesis” in the
old version were changed to “understand” and “create”, respectively. In addition,
Anderson and Krathwohl (2001) also compiled the knowledge dimension and cognitive
process dimension into a two-way specification table (Anderson and Krathwohl 2001;
Yeh and Lin 2003; Chen 2009) (shown in Table 1).

Hsu (2001) defined project-based learning (PBL) as a construction-oriented
learning method that provides students with highly complex and authentic thematic
projects, allowing them to identify themes and design problems, develop action plans,
collect information, perform problem solving, establish decision-making actions,
complete inquiry processes, and present their final work. Piper is one of the PBL
methods, describing five modes of project implementation, including preparation,
implementation, presentation, evaluation, and revision. This study combined the
revision of Bloom’s taxonomy and PBL theory to develop a project implementation
model suitable for this course.

2.2 Case Study

A case study is a scientific research method that uses techniques to develop a precise
and in-depth understanding of a particular problem, to identify the problem and

Table 1. Two-way specification table of the revision of Bloom’s taxonomy

The knowledge
dimension

The cognitive dimension
Remembering Understanding Applying Analyzing

Factual knowledge Listening Summarizing Classifying Ordering
Conceptual
knowledge

Describing Interpreting Experimenting Explaining

Procedural
knowledge

Tabulating Predicting Calculating Differentiating

Meta-cognitive
knowledge

Using
appropriately

Executing Constructing Achieving

Source: Anderson and Krathwohl (2001)
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potential solutions. Case studies focus on the analysis of a particular matter instead of
research on multiple individuals at one time (Chen 1995). Merriam (1988) stated that a
case can be a person, an event, or an institution or unit used to examine a specific
phenomenon. Stake (1995) considered a case to be a bounded system, which refers to a
well-defined object rather than a general process. Scholars have listed the seven fol-
lowing characteristics of case studies, (Merriam 1988; Yin 2001, translated by Sheon;
Lin 2000): particularistic, holistic, descriptive, interpretative, heuristic, inductive, and
naturalistic generalization. Yin (2001, translated by Shang) noted that data collection
contains three principles: the use of multiple sources of evidence, the establishment of a
case study database, and the development of a chain of evidence; the six types of
evidence included are documentation, archival records, interviews, direct observation,
participant-observation, and physical artifacts.

2.3 Integration of Image and Text

Panofsky (1972) divided iconology into three levels to study fine art works and noted
that the first level includes visually observable elements (object), the second level
includes the imagery and message behind these visually observable elements (objects),
and the third level includes the deep spiritual or cultural connotations behind the
imagery and message conveyed by said elements. Rossiter and Percy (1980) proposed
a dual loop theory, which they observed how the dual loop effect caused by graphical
languages and verbal loops on advertising communication. According to this theory,
consumers have both verbal and visual cognition responses when processing adver-
tising information and memorize the information through decoding and encoding.
Therefore, when consumers receive advertising information, the processing of verbal
and visual information presents a complementary pattern, and the two types of infor-
mation influence consumer decision-making. This study used interview and image
combination methods to collect the opinions of targeted research participants for the
extraction of concepts before creation.

3 Research Method

The research method of this study included literature analysis, innovative experimental
teaching, and teaching effectiveness evaluation (i.e., teaching feedback, learning
questionnaires, evaluation scale development, and expert evaluation). Literature anal-
ysis is in-depth reading and detailed analysis of related theories and consideration of
how to utilize case study courses in taught for university design students, how to select
and remove inappropriate contents, and how to translate these contents into related
topics and applications. The teaching effectiveness evaluation was divided into three
categories. (1) Teaching feedback: feedback on teaching materials for the theory of the
three ecological-system layers, teaching reflection notes, and course satisfaction
questionnaire. (2) Student learning outcomes: self-evaluation and peer evaluation.
(3) Expert evaluation: Expert review, rating, and reliability testing.
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4 Results and Discussion

This describes the ecological systems theory proposed by Urie Bronfenbrenner. Due to
time limit for research, the theory’s four layers were condensed to three layers by
combining the second and third layers to form (1) the microsystem, (2) the mesosys-
tem–exosystem, and (3) the macrosystem. The system extended outwards with the
student as the central point and featured three themes, namely, “I Wear Therefore I am”
(participant’s mother or female family members), “Embracing the Stars” (the com-
munity, vulnerable groups, and patients with rare diseases), and “Old Objects with New
Stories” (historical relics or culture), with the aim of invoking the concern of students
toward families, communities, vulnerable groups, history, and cultures. Through the
data collection, interviews, and work review, individuals reflect on their relationships
with themselves and with others.

The simplified Bloom’s two-way specification table combined with Piper of PBL
(Hsu 2001) were developed into a syllabus, and a detailed implementation process was
derived. (1) Conceptual knowledge: This describes the understanding and application
of case study theory. (2) Procedural knowledge: This describes the implementation
steps (e.g., listing, collection, analysis, and combination), that is, the implementation
plan for a case study; case information collection, interviews with the case participants,
and transcript compilation; analysis of the participant’s characteristics; and the com-
bination of keyword and symbol elements related to case characteristics.
(3) Metacognitive knowledge: This describes the understanding, digestion, and graphic
design output for tasks, which translated the symbolic concepts of graphics into visual
images, constructed and arranged sketches as well as creating and publishing graphics,
and evaluation.

5 Conclusions and Suggestions

This study used Bronfenbrenner’s ecological systems theory and Bloom’s two-way
classification table to construct innovative teaching materials for a course on case
studies designed for university design students, to establish implementation procedures
for three-theme image–text implementation, and to collect learning outcomes and
feedback questionnaires as references for the implementation and revision of the new
semester’s curriculum. Students are expected to have a basic understanding of course
content through the introduction to case study theory. Moreover, the image–text project
making can enable students to incorporate design-related knowledge with humanities
and cultural knowledge they developed classes, thereby providing them with project
management skills in workplace. The results of this study will also be shared with
(vocational) high school teachers and designers in the design industry to obtain their
opinions as a reference for future course planning, with the aim of sharing Taiwan’s
innovative teaching solutions and providing global scholars with cross-cultural analysis
and references.
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Abstract. For most learners, appropriate learning climates within spaces
selected for self-study (e.g., libraries) are helpful in sustaining self-paced
learning. To provide learners with appropriate self-study spaces, we have
examined a virtual environment (VE) for self-paced English learning. To assess
the influence of learning experience among other peer learners in a silent space,
in this paper, we designed a VE in which others’ efforts were made tangible by
exaggerating their learning activities rather than the co-present peers themselves.
The designed VE had no auditory communication capability. Over a seven-
days-long experiment in a wild setting, we compared the designed VE and a VE
with only a solo learner as a control condition. Participants in the co-present
learning environment showed longer learning durations and higher learning
gains than those in the solitary learning environment.

Keywords: Virtual reality � Intrinsic motivation � Self-paced learning

1 Introduction

For most learners, selecting appropriate learning environment is important for sus-
taining self-paced learning. Depending on learners’ preferences, such environments
vary from isolated spaces (e.g. a closed space in a library) to group study rooms (e.g. a
room for a group fitness). Literatures show that social environment in a learning space,
i.e., existence of other people, sometimes yield positive effects [14]. However, people
in a same space sometimes negatively impact psychological safety. When the envi-
ronment feels threatening, learners may pose challenging learning behaviors [3, 11]. To
provide learners with appropriate self-study spaces, we have examined a virtual
environment (VE) for self-paced English learning. To assess the influence of other
learners being present in a VE, we have conducted exploratory studies. In this paper, to
assess the positive influence of learning experiences among other peer learners in a
silent space, we conducted a control study.
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2 Background

2.1 Issues with Online Learning and Effects of “Others”

The completion rate for most massive open online courses (MOOCs) was reported to
be below 13% [10]. The increased use of computers as online learning tools has led to
the creation of computer-based practice systems oriented towards self-study; however,
persistent self-paced learning has not necessarily been achieved under the current
online learning scenario.

The factors discriminating between online learners who complete their courses and
dropouts were investigated in terms of both of learner factors and course/program
factors [5, 7]. Regarding learner factors, Lee et al. showed that persistent students had
higher levels of self-regulation skills [6]. To support learners’ self-paced practices in
line with the literature on self-regulated learning, user interfaces (UIs) for progress
visualization have been studied [1].

Regarding course/program factors, interaction such as inter-student interaction has
been discussed [7]. Self-determination theory (SDT) [4] explains that intrinsic moti-
vation (the motivation to work hard on tasks for their own sake) can be promoted or
thwarted according to the degree of fulfillment of the basic psychological needs of
autonomy, competence, and relatedness. We think that how the climate of a learning
environment fulfills the psychological need of relatedness including inter-student
interaction is an important research factor that could lead to an online learning envi-
ronment that fosters learners’ challenging learning behaviors.

In a past quantitative study on articulating roles of psychological senses of com-
munity for online students, needs of stronger senses of community were indicated [12].
Moreover, the importance of a common identity in fostering a sense of community was
shown rather than personal ties in online learning community [13]. In this study, we
focus on the climate of a learning environment facilitated by common identity rather
than personal inter-student communication.

2.2 Effects of “Peers in the Place”

Walton et al. showed that the activation or inhibition of goal pursuit can occur rela-
tively strongly when people see their peers having minimal social links while tackling
or completing a task [14]. In the setting of a real physical place in the context of
phonetic language learning via videos, Lytle et al. highlighted the positive learning
effect of having other children, mere peer learners present, as opposed to a tutor or a
model learner [8]. These studies imply that the climate of a learning environment
facilitated by co-present peer learners may increase humans’ intrinsic motivation and in
turn self-paced learning achievements.

2.3 State of the Art

Culbertson et al. showed that a 3D environment populated by both human- and
computer-controlled characters has successfully created socially situated language
learning experiences [2]. While social environment in a VE is expected to be an
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effective environment for distance learning, Meng-Yun et al. discussed that designers
of VE classrooms should consider the tradeoff between learning experience and social
interactivity [9]. For example, a VE full of friendly peers may be comfortable envi-
ronment, but it may also hinder his/her challenging learning behaviors. In this study,
we examined how a VE that creates a co-present learning experience among other peer
learners without auditory communication capability positively affects the self-paced
learning behaviors of a learner. We conducted a control study comparing two condi-
tions—a solo learner condition as a control and an among-others condition for an
investigation.

Our basic research question was:
RQ: How does a silent designed VE in which others’ efforts were made tangible by

exaggerating their learning activities positively affect learning climates and in turn
learner’s learning behaviors?

3 System

3.1 System Overview

This system was implemented in a web browser. Figure 1 (a) shows a bird-eye-
perspective view of the entire hemispherical shaped world in the VE. When participants
logged in to the VE, their avatar appeared at the center of the disk-shaped floor. White
placard stands (standing objects) that had learning materials were set up, for a total of
sixty. These were located along three lines having twenty of those for each. To start
learning at each standing object, a learner moved around in the VE by controlling the
avatar’s location using a keyboard. Figure 1 (c) and (d) each display the versions of the
VE that participants of a control group and an investigational group used.

After participants were close enough to a standing object, a question was asked.
Each question asked for the meaning of an English word, and participants could answer
from among four options. In the example shown in Fig. 1 (b), the four options were
“habitat,” “banquet,” “evidence,” and “education” written in Japanese characters
located under a question for the word “evidence.” In this figure, the location of each
illustration is denoted with a gray square.

As shown in Fig. 1 (b), the viewpoint of the participants in the VE was always from
a third-person perspective; thus, learners could always see the entirety of their own
avatar’s body from just behind the avatar.

The appearance of the avatar was common among all participants of both experi-
mental groups, and the design was neutral with the aim of being non-reflective of any
of the participant’s demographic characteristics such as age and gender.

To avoid the participants in the investigational group accidentally logging in alone,
the number of others was controlled by using non-player characters (NPSs); the
numbers of NPCs were 5 at minimum and 10 at maximum.
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3.2 Design for Making Other Learners’ Efforts Tangible

To create an exaggerated learning experience in which the efforts of other learners are
tangible, we designed a VE for an investigational group as follows. When a participant
was tackling a question, other learners’ learning activities, such as moving toward next
question nearby, as shown in the red dotted line in Fig. 1 (b) were shared in the
participant’s spherical view. Moreover, an implicit notification was shared when a
learner chose the right option in the form of a green circle displayed in the red dotted
circle in Fig. 1 (d). We did not show any notification displaying learner’s incompetence
(i.e. when a learner chose an incorrect option). To avoid being too intrusive with other
learners’ learning activities, we also did not share any detailed learning progress of
others.

4 Experiment

4.1 Participants

All participants confirmed prior to the experiment that they met participatory conditions
such as whether they were a potential English learner motivated for some reason, had a
pre-intermediate English skill level at least, and had a PC that could handle the VE
during the experiment. Participants were assigned to one of the two conditions of
subject design (i.e., the solo or among-others condition). Table 1 presents the char-
acteristics of the two subsamples.

evidence

(c) (d)

(a) (b)

Fig. 1. VE overview.

242 S. Imada et al.



4.2 Materials

We designed a VE for each experimental condition, namely the solo condition as a
control or the among-others condition for an investigation. In the solo condition, only
the personal avatar was displayed in the VE, and the among-others condition had other
learners’ avatars in the VE.

The learning material set up for each condition was the same, 150 English words.
These words were selected from a textbook for a pre-intermediate level learner in
accordance with the participants’ English skill level.

Each standing object in the VE was allocated with five English words at random
from among the 150 English words.

4.3 Procedures

A pre-session and post-session were conducted at a laboratory. During the pre-session,
procedures were explained, participants signed consent forms, they had a pre-test, and
they learned how to use the VE. To avoid information of this experiment being openly
available, particularly the difference between the two experimental conditions, to
potential experiment participants, we asked all participants to not disclose experiment
information during and after participating the experiment.

During the post-session, the participants had a post-test, filled out questionnaires,
and were interviewed.

The pre-test and the post-test each consisted of the identical 150 English words that
were included in the learning materials.

During the experiment session, the participants were allowed to access the VE
anytime from anywhere using their own PC. The experiment participation was seven
days during the indicated ten days.

On each day of participation in the experiment session, learners could move freely
towards each standing object in the VE. The minimum required learning for each day
of participation was five standing objects (twenty-five English words in total).

4.4 Measures

Psychological Responses to Learning Climates. To discuss RQ, particularly the
psychological factors that are positively affected by learning climates, we asked how
the learning experiences were in the VE as shown in Table 2.

Table 1. Demographic characteristics of subsamples.

Characteristic Solo (control) Among-others (investigational)

N 12 12
Age
Mean 23.08 21.00
Range 20–28 19–24
Gender M 50%/F 50% M 50%/F 50%

M = Male, F = Female
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All items were measured on a six-point Likert-type scale ranging from one = “do
not at all feel so” to six = “feel very much so.”

Learning Behaviors. To estimate the differences between how people learned for
each condition, we calculated the learning durations and the learning gain scores. The
learning duration was calculated using only the time while a participant was learning at
standing objects to avoid the influence of the time taken to move around the VE. The
learning gain score was calculated as the percentage point that each participant gained
from pre- to post-test.

4.5 Results

Statistical analyses were conducted using statistics software1, considering a signifi-
cance level of p < 0.05 (two-tailed). Each test effect size was estimated using r. We
used nonparametric tests as statistical tests not only for questionnaire responses, but
also for learning behaviors. This was because each data did not follow a normal
distribution. To show data distributions, we used boxplots in Figs. 2 and 3. In these
figures, an outlier was showed as a small circle.

Psychological Responses to Learning Climates. Figure 2 shows the psychological
responses expressed by participants in the solo condition and the among-others con-
dition. LE4_ALN had a significant difference between the two conditions in a Mann-
Whitney test (p = 0.01 < 0.05, Z = −2.51, r = 0.51). The rest did not show significant
differences.

Learning Behaviors. Figure 3 shows the learning durations and the learning gain
scores by condition. Table 3 shows the statistical descriptions of those. Learning
durations had significant differences between the two conditions in a Mann-Whitney
test (p = 0.02 < 0.05, Z = −2.37, r = 0.48), and the learning gain scores also had
significant differences between the two conditions in a Mann-Whitney test
(p = 0.01 < 0.05, Z = −2.49, r = 0.51).

4.6 Discussion

In the case of both solo and among others in the VE, learners expressed almost the
same positive psychological responses of enjoyment, attentiveness, and relaxation. The

Table 2. Questions on psychological responses in VE.

Question number Question “Learning in the VE was:”

LE1_EJY enjoyable
LE2_ATN attention-getting
LE3_RLX relaxing
LE4_ALN aloneness-exerted

1 IBM SPSS Version 21.
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psychological responses while feeling alone were varied, particularly in the solo
environment, and the existence of others in the VE mitigated this feeling of being alone
with a significant difference. Moreover, participants in the co-present learning

LE1
_EJY

LE2
_ATN

LE3
_RLX

LE4
_ALN

6 
5 
4 
3 
2 
1 

Solo
Among-others

(do not at all feel so)

(feel very much so) 

Fig. 2. Psychological responses by condition.
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Fig. 3. Learning behaviors by condition.

Table 3. Statistical descriptions of learning behaviors.

Characteristic Solo (control) Among-others (investigational)

Learning durations [min]
Mean 21.99 42.90
Median 22.04 33.11
Learning gain scores [%]
Mean 17.33 32.22
Median 14.00 29.00
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environment increased their learning behaviors with a significant difference in terms of
both learning duration and learning gain.

The next question is whether a climate affected by tangible other learners’ efforts
will be enough to foster long-term self-paced learning or not. Although we do not have
any answers yet, if our designed VE could create a learning climate that fosters long-
term self-paced learning, the learning durations should hopefully be longer than those,
which was 42.90 min in average we observed this time, through the seven days of
experiment sessions.

5 Conclusion

To assess the positive influence of learning experiences among other peer learners in a
silent space, we designed a silent VE in which others’ efforts were made tangible by
exaggerating their learning activities rather than the co-present peers themselves. Over
the seven-days-long experiment in the wild setting, we compared the designed VE
among other peer learners and a VE with only a solo learner. Participants in the co-
present learning environment showed longer learning durations and higher learning
gains than those in the solitary learning environment. There is still room for further
research, however with these results, we think that the exaggerated learning experience
can be an influential design aspect for a desirable learning climate that fosters long-term
self-paced learning in VEs.
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Abstract. Significant research has been done on the use of simulators for
military weapons training from initial weapons handling to robust mission
planning scenarios. In the United States, less has been done to validate the use of
simulators in law enforcement training. A brief history of law enforcement
training is provided followed by a discussion of some points on adult educa-
tional theory that may inform current law enforcement training practices. Fol-
lowing a review of other disciplines using simulators for training, current
practices integrating simulators into law enforcement training is provided.
A short selection of the different types of simulators available to law enforce-
ment is presented as background to the presentation of a current study regarding
the use of a weapons simulator for new law enforcement cadets.
The study evaluating the effectiveness of a use of force simulator in preparing

new law enforcement cadets prior to their instruction on a live fire range, makes
up the remainder of this paper. The study has a small sample size but supports
the idea of training new recruits using a simulator prior to training at a live
range. In the study one cohort of recruits had the opportunity to practice in a use
of force simulator prior to range training. The results from this group were
compared to results from previous cohorts who did not have the opportunity to
train in the simulator. The results at the range support the benefits of training in
the simulator for recruits.

Keywords: Law enforcement training � Use-of-force simulator � Handgun
training

1 Simulation for Police Training

1.1 Training as a Reflection of Eras of Policing

Law enforcement officers are a part of everyday life in modern America. They have
evolved with the changing of the country since colonial days. In the early years of the
country laws were enforced and problems resolved by local groups of men, mostly
interested in preserving the peace and the status quo. With the formation of profes-
sional police forces, these citizen groups evolved into an era called the political era.
During this period very little training was supplied to police officers or recruits Todak
[1]. In the early twentieth century, demands for police reform led to practices stemming
from military procedures and more firmly rooted in the law as the source of police
authority. Called the reform era, this period showed a marked increase in police
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training. Many of the tactics and procedures trained in this era were borrowed from the
military [2]. These techniques promoted standardization and efficiency in police work
based on the growing field of organizational theory [1]. These led to criticisms con-
cerning the impersonal nature of police response. In the 1960s, racial tensions and the
feelings of black citizens that they were unfairly treated by the police led to changes in
police practices. Preoccupation with patrolling in high crime areas led to neglect of
other services [3]. The advent of community policing reforms was to address some of
these needs and bring the law enforcement officers back in contact with the law-abiding
citizens needing protection.

The most recent era has been dubbed community policing emphasizing greater ties
between the police force and the community. This era has been marked by increased
attention to responding to problems that are not necessarily criminal acts. Paoline and
Terrill [4] describe several approaches to community policing including focusing on
quality of life issues that are a visible indicator of neighborhood decay, addressing
underlying causes of specific problems and increasing interactions with citizens in the
neighborhoods. This era also shows a marked increase in the use of technology for
police activities. These initiatives included looking at crime statistics, locating crime
hot spots, collating data to create intelligence related to crime and criminal activity and
other forms of data driven activities [5]. Technology is of great benefit to policing, but
training is required for responsible use of the technology.

With many different approaches used in different law enforcement agencies, there is
no consensus on what constitutes good policing. Therefore, it is hard to agree on
standards to determine if they are doing it well [1]. The responsibilities of the police
force vary from municipality to municipality. Police draw their authority from the
municipality and the legal system within which they operate. They have significant
discretion in how they handle many public interactions. Often this discretion may be
left to the individual officer [6].

As far back as 1986, Fyfe [7] writes police need to learn to manipulate events
leading up to an encounter to reduce the likelihood that violence will occur. Officers are
encouraged to learn more about the areas they patrol. Municipalities are encouraged to
use data to determine locations that are most likely to require police support.
Responding officers should take response time to analyze the information available to
them and plan their approach to the encounter. Practice in a simulator with this type of
planning and possible confrontation allows officers to try different options in a low risk
environment.

1.2 Adult Learning Theories Supporting Training

The early part of the 20th century learning theory was dominated by behaviorists. One
behaviorist theory from B. F. Skinner is known as operant conditioning. In this type of
conditioning a stimulus results in a response, which is then reinforced in some manner
[8]. An instructor asking a question is a stimulus to which a trainee responds, and the
instructor praises the correct answer. For adults, the reinforcement may be the esteem
of classmates or simply the opportunity to speak and hold attention. Behaviorist treat
human learning as conditioning where people are programmed to respond to specific
inputs.
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Information processing theory treats human learning like a data repository where
knowledge is linked to previous knowledge. In this theory additional processing that
takes place with items in memory will serve to increase the ability to recall these items.
Additional work with information will lead to better learning of that information [8].

In contrast to behaviorism, social cognitive theory emphasizes the importance of
observation of others and of goal seeking behavior [9]. People act not simply in
response to stimuli, but in response to their internal desires and goals. Learning is
supported by the individual’s desire to learn the material as opposed to the praise from
others. People do not have to perform an action to learn from it but can learn from
observing others. Bandura writes about reciprocal relations between personal thought,
behavior, and the environment. The sense of accomplishment and self-efficacy can
influence and individual to practice new behaviors [10].

1.3 Use of Simulation for Training

Simulation has long been used for various types of training. The game of chess is
considered an early simulation of battlefield actions [11]. The modern military has
proactively adopted simulation as a means of training and rehearsing battlefield actions
[12]. Medicine has actively put simulation to use for physical patient care [13] and for
coping with emotional impacts of medical interventions [14]. Additionally, profes-
sional and even amateur sports enthusiasts have taken up training with simulators as a
way to improve athletic ability and provide more enjoyable practice. Police work may
involve skills similar to the military in terms of tactics and weapons. It may include first
aid and interventions with emotional content similar to the medical community and it
may involve a certain amount of athleticism. The simulators in use in these professions
may actively contribute to the development of simulation in the profession of policing.

Simulations allow the learner to become more actively involved in a situation.
These may involve technology or may use role play and character actors to set up a
scenario [15]. Clark [16] provides some guidelines for creating educational simulations.
Better learning outcomes are achieved when initial goals are straight-forward, and
complexity can be added with mastery. Explanatory feedback provided with the sim-
ulation also facilitates learning. This approach optimizes the pacing and the interfaces
as appropriate for the learning task.

1.4 Training as a Reflection of Eras of Policing

Not all municipalities have access to simulators for use in training, but news articles
and course descriptions indicate they are being adopted in many locations [17–19].
Driving simulators propagated, first among fire and rescue personnel, and then law
enforcement. The initial adoption of these devices by fire and rescue was promoted by
the high cost of accidents involving larger vehicles [20–22]. Departments may pur-
chase or rent driving simulators to provide practice or training in conventional driving
and emergency response. As simulators dropped in price, they were introduced into
academy training. They are also being used to teach driving safety to other populations
such as young adults or the elderly [23, 24]. The simulators can be used for basic
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driving practice, emergency driving, and pursuit driving. Different skills and attention
to different details may be needed for different types of driving [25].

As departments adopt simulators, they may purchase both driving and use of force
simulation [26]. Alternatively, law enforcement may repurpose military simulators
especially when they are available at a reduced cost [27]. These may be useful for basic
psychomotor training though they may not always be the best choice for decision
making. Decisions to use force need to be made in the context of the situation.
Therefore, training in use of force needs to be done in context. Thus, many Use of
Force simulators focus on the scenario and availability of a wide variety of scenarios
when marketing to law enforcement. However, these simulators may also be used for
basic handgun qualification training and practice.

2 Use-of-Force Simulator for Initial Handgun Training

2.1 Simulator Practice Sessions

Valencia College of Criminal Justice Law Enforcement recruits go through two weeks
of firearms range training towards the end of a 20-week law enforcement academy.
Many of the recruits are accepted by local law enforcement services (Orange County
Sheriff, Orlando Police Department, UCF Police Department and Seminole County
Sheriff for the most part) prior to entering the academy or during their first weeks at the
academy. These recruits obtain additional firearms instruction from their services prior
to going to the range for training. Preservice recruits have been selected by a local law
enforcement agency for eventual employment. This study focuses on recruits who are
not preservice. These recruits are at a disadvantage when going to the range because
they have not had the opportunity to obtain basic firearms instruction available to the
others from their hiring agency.

The sessions were held on two consecutive Saturday mornings when the recruits
were not otherwise engaged. The sessions were half hour blocks with three separate
target arrangements in the simulator. In the first simulation recruits practice using a 6-
pie plate target called “Plates of Steel” that is a generic scenario supplied by the
equipment manufacturer. They shoot each plate going from left to right. The simulator
reports the number of hits, misses, and the total time from the first shot to the last shot.
A laser in the pistol tracks exactly where each shot hits. When all targets are down the
operator replays the scene, so the shooter can check for shot placement. The instructor
guides the recruit during the drill and shows how to improve accuracy based on
information from the replay. Each recruit attempted the Plates of Steel two or three
times at the start of each half hour session.

The second scenario is also supplied by the manufacturer and is called “Pepper
Poppers”. These targets feature a more human silhouette and the entire target collapses
when hit. This scene uses all five screens starting from left to right. There are three
targets on each screen and they get further away as the recruit progresses from left to
right. Again, the operator replays the scene after each attempt allowing the recruit and
instructor to view where shots hit and how to improve.
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Finally, to culminate the practice sessions, the recruits ran through a Florida State
qualification test in the simulator. This scene follows the steps of known Florida State
test and was built by the Orange County Sheriff specifically for this simulator. In this
scene, the recruits need to follow on screen instructions and each step is timed. The
recruits noticed the time pressure and started to get a better sense of time intervals
allowed for test. The scene has a single target which changes position during the test.
At the end, the target is displayed on screen of the simulator and the location of each
numbered shot is shown on the target. The overall qualification results with the number
of hits and misses are also displayed. Again, the instructor helped interpret the results
and provided feedback on how to improve.

No attempt was made to capture any scores during the simulator sessions. The
primary hypothesis is that preservice cadets who use the simulator for training will do
better at their qualification tests than previous cohorts who did not have the opportunity
to use the simulator prior to range training. In this method, the simulator may serve as a
type of scaffolding [15] allowing these recruits to attempt shooting with less risk than
live fire. It also allows a low stakes opportunity to try different hand placement, eye
movements, and body positioning. Finally, there may be emotional scaffolding of
working one on one with an instructor without the added distractions of a group on a
live range.

2.2 Results and Discussion

The state of Florida pistol qualification test for law enforcement [28] requires a passing
score on two attempts in a row or on three out of six attempts. For the purpose of
determining improvement based on the use of the simulator, the number of attempts
required to successfully qualify was used as a metric. The number of attempts for the
current group of preservice recruits is compared to the number of attempts required by
preservice recruits from the previous two cohorts who did not have access to the
simulator. Figure 1 shows the average number of attempts for the two groups. The
number sitting above the median in each box plot is the total number of preservice
recruits in each group.

The goal in using the simulator was to improve the ability of preservice recruits to
qualify when they go to the range. As is evident recruits in the treatment group, passed
in two attempts on average. By comparison the no treatment group required on average
three attempts with several individuals requiring many more attempts. The differences
in the means were compared using a t-test and found to be significant.

The results in this study are consistent with results found by Bennell, Jones and
Corey [29] where simulator training was found to be of benefit for Canadian police
recruits. A follow up longitudinal study showed that recruits first trained in the sim-
ulator did better on later requalification courses [30].

The current study is limited by the small sample size. This study focused on a
simulator with a weapon having similar characteristics to the weapon the recruits will
use on the qualification course. Results may be different if the simulator uses a weapon
with a different shape or appearance from the weapon that will be used for qualifica-
tion. While this study took place in Orlando Florida, there is no reason to believe the
results would not generalize to other municipalities and training organizations.
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Abstract. The harsh reality of the online world today is that the survival of
companies - and even countries - depends on the availability of adequate
cybersecurity talent pool. Different countries run programs like CyberPatriot or
the European Cyber Security Challenge to spark overall interest towards
cybersecurity, but also to find those suitable for a cybersecurity career and start
building it from an early age. Despite this, lack of qualified cybersecurity per-
sonnel is a growing problem as many educational facilities regard cybersecurity
as a ‘second-tier’ field and keep targeting those who already come from IT
background. As seen from Estonian experience, even if there is a growing trend
of introducing robotics and programming at schools this is not sufficient. This
paper describes the Estonian experience with the CyberOlympics/CyberSpike
program from 2017–2019 and reflects on the lessons learned about talent
building in cybersecurity. The data was collected using mixed methods, using
both qualitative and quantitative analysis; it includes results from the competi-
tion, self-evaluation, external evaluation, discussion, and personal stories. The
findings show the importance of building up security culture, the substantial
impact from “bad/good neighborhoods” and role models as well as the impor-
tance of training (with a special notion on gamification), chances to test one’s
skills and also safely report bugs and security holes in online services. In
addition, the results show that at the Capture the Flag (CTF) type of competi-
tions, the younger age group outpaced their older peers, regardless of the latter
having the advantages of the university and/or work experience.

Keywords: Cybersecurity � Competition � Gamification � Training � Hackers

1 Background

The cyber threat has started to develop at a rapid pace – the loss of data and money has
reached the global impact level [3]. Comodo reports the rise of phishing, targeted
attacks, and outbursts of malware in many spheres of society from business to the
public sector to the military [4]. An organized crime assessment of De Bolle points out
the rise of ransomware, crypto mining, exploits and more [6]. The cost of cybercrime
rose by 72% in 2013–2018 [21].

Countries have tried to update their defenses by developing national strategies [10];
protecting the internet and different networking solutions to be also important as
pointed out in International Frameworks on the Security of Network and Information
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Systems [14]. Concerns about the lack of cyber-aware common workers has made
European Commission to take action by issuing “A new skills agenda for Europe” that
focuses on IT and cybersecurity skills [12] as well as decreasing the gender gap [8], but
the need to recruit more and more cybersecurity professionals can be seen all around
the world [7, 19]. Therefore, those that focus less on technological measures and more
on human resources will have the upper hand [11].

Skills that are needed for the future have likely been discussed from the beginning
of humankind. Forbes lists skills that one needs to succeed in 2020 [13], OECD already
discusses education and skills in 2030 [20], some others even try to figure out what will
happen in 2050. However, instead of thinking about future skills and technology, we
should be thinking about the culture and values that result in well-behaving, loyal and
cyber-aware citizens [5, 15]. The old wisdom “Tell me who your friends are - I will tell
you who you are” is still valid in both offline and online worlds, so staying clear from
the online “bad neighborhoods” is increasingly important [17]. Also, the starting age
matters - for IT/robotics/coding, the best time to begin could be at 8–11 and for
cybersecurity, around 14 [2]. Using the common cybersecurity ‘colored hats’ - black
(bad), white (good) and grey (in between), the future ‘hat’ of a curious newcomer
largely depends on the culture and social learning [22].

There are many ways for finding these talents – besides the more established career
models (universities, commercial training courses), there are extracurricular activities at
various schools, and even correctional work with cyber offenders (offering them a legal
alternative). As dedicated programs are still rare (due to the negative image of ‘hackers’
cultivated by media), the introduction is commonly made through programs like the
Hour of Code – the more specific interest towards cybersecurity is usually sparked by
personal experience in some ‘grey’ area. At the same time, there are several “Capture
the Flag” - type talent competitions all over the world (CyberPatriot, European Cyber
Security Challenge (ECSC)) to bring in skilled students in a variety of ways (as the
organizers and levels vary a lot). For example, Estonia has held a cybersecurity
competition for young talents called CyberSpike [1]. The CyberSpike consists of two
rounds (4 h preliminary and final using defense (blue) and attack (red) skills through
various challenges), a CyberCamp and other that is listed under the CyberOlympic
program.

Cybersecurity education usually focuses on the development of IT professionals
(having some administration, crypto, forensics, management, InfoSec, legal, etc.
competencies). In the competitions, people are divided into blue (defenders) and the red
(attackers) teams. For example, the CyberPatriot exercises measure the “blue team”
technical IT administrator skills. CTFs are usually hacker community events that
measure red, but sometimes also blue skills. Mäses (2018) has suggested a division of
cyber skills into 4 categories: technical cybersecurity skills, technical skills (e.g. pro-
gramming), non-technical cybersecurity skills (human-related skills, digital
safety/awareness, social manipulation), and generic (presentation, reporting, leader-
ship) skills [16, 18].

In cybersecurity, building a community with shared “white hat” values is crucial.
From the 3-year working experience with cybersecurity talents aged 14–25, we have
drawn some guidelines how to work with these people, how to help them navigate
through several competitions and cyber camps to raise their ethical and technical
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competencies becoming a white hat hacker (a security specialist that everyone wants to
hire). Therefore, our research questions are a. What are the mechanisms determining if
one becomes a cyber-talent or not; b. What are the supporting structures needed to push
the talents towards getting better?

2 Methods

The comparative data for this study has been collected over 3 years (2017–2019) from
the participants (aged 14–24 divided into 14–20 (younger) and 21–24 (older) group) of
the CyberSpike competition and CyberOlympic program (see Table 1). We used mixed
methods and coding to detect patterns and attempted to outline possible solutions to
help in bringing up cyber talents in Estonia. The data about competitions are mostly
quantitative, while qualitative data was collected about self-assessment, discussion
groups, and personal stories. We also used an external assessment to analyze partici-
pant progress, this data is also qualitative.

The choice of skills focused upon are following the topics of the ECSC curriculum
guidelines - Web hack, Malware analysis, Reverse engineering, Mobile security,
Steganography, Database security, Secure code analysis and programming, Pentesting,
Network security, Forensic analysis, Crypto, Smart Card and Hardware [9]. Cyber-
Camp with its 2–3 sessions of training (one training session lasts usually for 2–3 days)
also includes social manipulation techniques as well as general social topics such as
ethics, cooperation, presentation, teamwork, mentoring, and leadership. The program
also strives to connect the participants in the larger cybersecurity community that meets
in different competitions, training events and meetups, and shares information in dif-
ferent online channels (e.g. Facebook, Slack). The goal is to bring together the older
and younger generations of cybersecurity enthusiasts and experts to provide a safe
discussion and learning ground. The program is supported by the Ministry of Defense
and industry but is led by academics from Tallinn University of Technology.

The collected data includes the participants’ results from CyberSpike 2017–2019
(competition data from both the preliminary round and main competition); the par-
ticipants’ reflection on their skills (self-assessment); evaluation matrix of ECSC topics
and external analysis of the participants’ performance and overall skills; other data: a.
personal stories b. personal feedback on their career and development choices c. dis-
cussions involving participants and event organizers.

Table 1. Numbers of participants in CyberSpike, CyberCamp, and International competitions

Year CyberSpike Preliminary
(4 h online)

CyberSpikeMain
(4 h, invited)

CyberCamp International
competitions

2017 104 28 16 10
2018 171 40 26 18
2019 145 39 24 24

258 K. Kikkas and B. Lorenz



3 Results and Discussion

In the preliminary round, the exercises were easier than at the main competition, but
they involved more participants (the main computer involved only the best). In 2017
and 2019, both defense and offense skills were included, in 2018 the focus was on the
defense. The results show older participants having better “blue” (IT administrator;
reflecting that they usually have some academic or practical background in the field)
skills, while the younger participants were more keen on using “red” (offensive) skills –
to the point that in 2018, this resulted in getting a lot of “minuses” lowering the total
score for the younger group (usually, due to inadequate understanding of the provided
tools, leading to disrupted services and servers) (see Fig. 1).

The assessment results (combining self- and external assessment) suggest that the
participants have a stronger background in web hacking, social manipulation, secure
programming, operating system security, and presentation skills. The weaker side
includes cryptography, penetration testing, malware analysis, network, and database
security, mobile devices security, and steganography. The most common programming
languages mentioned are Python, C#, Java, JavaScript, and PHP. The evaluators also
report high levels of creativity in other fields like music, art, and entrepreneurship.

We note that the participants of the CyberCamps strived to understand and learn
from their mistakes, also showing democratic principles in leadership and team
building (e.g. offering a leading role to a rather young participant who was deemed
capable). There were also cases where team building details (rules, punishments, etc.)
took over and wasted the precious time meant to solve the actual problem – but the
more specific and technical the task, the less likely this proved to be.

Fig. 1. Results of CyberSpike competition 2017–2019 for different age groups
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Also, while 25% of the participants were successful university students (reported
their university average score to be over 4.5 out of 5), for another 25% university was
not a priority in life at all. The remaining 50% were undecided whether they wanted to
pursue an academic career or go straight working in the industry.

Some excerpts from the discussion and personal stories:

– How one starts to become a hacker or grow interested in cybersecurity? I had a
slow computer and I wanted it to become more efficient. I wanted to win the game,
so I changed the code. I found some scripts online and tested them, it was so easy so
I started to learn about what else I can do. A friend showed me and then I was better
than him. A teacher recommended to take part in the competition and then I was
good at it. I did not have an internet connection so I hacked a neighbor’s to use it;

– How do you improve your skills? I go online and search for CTFs or hacking
exercises, I look for online communities. Sometimes I need to go to the Dark Web
to get some data that I am interested in. I learn different programming languages and
participate in online hacking courses. I develop something like a game or website or
install services and then I try to hack it, so I play around inside my computer a lot.
I help less knowledgeable people to solve their mistakes. I meet up with my friends,
usually online and discuss things or try out new tools, discuss what they have heard
or done (there are not so many friends though). I work in the IT – administrator or
developer and I need it to become better at my work;

– What is missing to support your goals to become better in cybersecurity? More
hacking events, gatherings, meeting with others like me. This hobby is not always
understood by my parents and peers, so I have no one to discuss these things with.
I have no role models. I don’t know how I can use these skills for real work. I would
like to do something good, but when I approach those whose webs I have hacked,
then they get mad and will call the police on me - so I can’t tell them, and it bothers
me because other people get hurt because of the holes and data breaches in the
system. There are not enough native language materials for beginners - schools also
don’t teach us anything that is needed for future life as teachers are incompetent.
There are no girls in this field, but it’s hard for them as they are not probably
interested in going so deep – and they have already been left behind so much.
Hacking is not considered to be a good thing, and girls want to be good. I need to
update my skills in other fields as well - the example I don’t like to interact with
people and it can become a weakness. I need to understand more “blue” team skills
as well, as I don’t have anywhere to test and learn it; I need to go to study at
university, as I need the diploma if I want to have a career in it.

The discussions suggest that to start as a cyber-talent, one simply needs a basic
understanding of IT plus information retrieval, languages (Estonian and/or Russian,
English), and overall out of box thinking. Teaching oneself different computer lan-
guages is highly beneficial, so are participating in different online pieces of training as
well as solving exercises and puzzles.

For intermediate and advanced levels, the recommendations focused on four
skillsets for both red and blue teams - application, operating system, network, and
hardware, with cryptography included in all four. The role of leadership skills was also
stressed.
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Additionally, six typical roles for an efficient competition team were outlined:

– Leader – develops strategy, deals with planning and risk assessment. Other areas
could include ethics, legislation, presentations, communication and social
manipulation.

– Defender – IT administrator to set up and repair services and systems. A cross
between system administrator (Linux/Windows/mobile) and network administrator
(firewalls, architect). On novice level can only solve basic problems, the interme-
diate ones can create rules, and advanced ones develop structures. They should be
able to detect and analyze problems, collect evidence and make decisions.

– Scripter – analyzes code and writes scripts for automation. Good secure pro-
gramming skills are needed.

– Pentester – deals with vulnerabilities and attacks. Knows a lot about different
operating systems (Windows, Linux, Mac, and Mobile) as well as web/database
development as well as finding and exploiting vulnerabilities. Understands rootkits,
reverse engineering, OSINT, and other related concepts.

– Hardware specialist – finds hardware vulnerabilities and has good skills in
forensics – mobile, smart cards, Arduino, lock picking. Good skills in engineering,
new devices development and “how stuff works”/“what is inside the device”.

– Crypto specialist – creates ciphers and breaks them (algorithms, secure program-
ming, open and secret key). Knowledge of logic, blockchain, steganography is
beneficial.

Another thing that surfaced was the social aspect. Hacking has a tainted image in
society (largely due to the image cultivated by media). There are limited ways to use
‘white hat’ skills, especially if one already has done something ‘black’ - even notifying
about real security problems anonymously is difficult. Due to all this, many ‘naturals’
are left on their own. Learning by doing is also difficult, as suitable training facilities
are scarce and experimenting with ‘real things’ may result in major (even if unintended)
damage. To develop cyber skills safely and responsibly, a safe training environment
and ethical guidance are needed. Young talents would also need role models explaining
different paths in cybersecurity as well as possible career choices (one way to do it
would be to include them to competitions). Right now in Estonia (and likely else-
where), the older InfoSec community keeps on their own and the young ones run wild
in different online channels. This means also that the ethics are not discussed, a harmful
mindset can be developed, and when it comes to a future career, it would often be
planned outside Europe (perpetuating the talent drain from the EU).

Hacker community and CTFs are good for developing red team skills. There are red
team courses targeting pentesters which are usually not accessible for the youth.
Younger participants ask for these types of lessons to feel more empowered as the
results are immediately visible - service is down, access is granted, etc. Conversely,
participating in official competitions and academic or vocational courses improves
“blue” team skills that are valued in the labor market - security IT administrator skills,
InfoSec, etc. At the same time, as the results do not give immediate feedback, they tend
to be not the traits that 14-year-old beginner talent would want to acquire. Not that
many “blue” team materials available for self-study that suit younger people due to the
language and terminology used, but also a high level of previous knowledge assumed

Training Young Cybersecurity Talents – The Case of Estonia 261



(e.g. about large networks). And while the social skills as a whole can be deemed as
adequate for the competition context, they do not always translate well into the
workplace (reporting to superiors, training employees), as the mindsets are often too
different (i.e. the skills work only if everyone is technically on the same level).

Suggestions:

– support talent competitions, training camps, and interaction with experts and
companies:
• find ways to test skills against academic standards and explain what is expected

from the competitions and how it translates to real life;
• help develop both technical and nontechnical skills that contribute to success in

later life;
• build a community for young talents, but include experts as well

– bring talents to use their skills for good: test skills in competitions, develop edu-
cational content, organize events for others, give speeches, provide supervised
pentesting services (e.g. Hacker One: Bounty Bug service in US or Trace Lab, that
provides a service to look up missing persons). Teaching “white” hacker ways and
ethics are important to properly direct the young talents and help them to make
ethical choices.

– develop an anonymous system where one can report unsecured systems without
revealing his/her identity.

4 Conclusion

The career model of old – go to school, get a diploma, get training and be an expert – is
largely not valid in today’s cybersecurity. One can become an expert at the age of
seven, by hacking an Xbox. Young talents have a lot of time in their hands and the
world is full of insecure systems. Therefore, it is crucial to building up security culture
for youth, complete with competitions, training, ethics, and community support. At the
same time, while both hacker community skills and academic knowledge are useful,
they are different – and these differences must be identified and explained. And finally,
to properly guide the new generation, a code of ethics should be formulated (in fact,
several historical models can be built upon).
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Abstract. School going students are often juggling between their studies and
their parents’ expectations to perform well, often leading to educational stress.
After a quick survey of 10th Grade students in India, it was found that difficulty
in understanding mathematics is one of the leading causes of stress. To moderate
such stress and help towards making mathematics a joyful experience, Revi-
seOnTheGo, a suite of mobile apps were developed. These applications were
published to the Google Play Store and there are about 30000+ downloads in
total to date. A lot of feedback through 484 ratings, about 100+ ratings with
comments were received. Young students express their feedbacks differently, for
instance, their ratings and comments may not be aligned. These comments and
ratings are the only interface between the developer and the students, hence they
are crucial for the fine-tuning of User Interface, Information Architecture, and its
contents. There is a lack of analytics frameworks which differentiate between the
choice of words and their intended meaning of these young students. The
developed framework attempts to bridge this gap by performing sentiment
analysis based on parameters such as discrepancy between the rating and tone of
the comment, the student’s gender, feedback persona, use of slang, number of
words used and grammatical errors. The framework provides a better view by
objectively looking at these parameters and unequivocally classifying the
emotional response.

Keywords: Educational stress � Analytics frameworks � Feedback

1 Introduction

Educational stress is one of the leading issues that students face. Students are burdened
by studies and expectations to perform well in their examinations. After a quick short
survey, it was found that the common source of the stress is mathematics and its
formulas [1]. At the time of examination, students see the question, interpret the steps
required to solve it and then start solving the question. The problem arises when the
student has to recollect the formulas to use and all the intricacies of the formula. So,
developed few mobile applications under the name ReviseOnTheGo to reduce the
stress for these students [11, 12]. These applications are basically audio-visual formula
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based revision applications. The formulas are displayed and a recorded voice can be
played which reads the formulas with a very short description of the terms of the
formula. There were about 30000+ total downloads on the Google Play Store, many
more via popular offline sharing applications and about 100+ comments. However, the
feedback provided by the students who have actually used these applications, have very
positive, positive, and negative and a neutral nature [2]. Figure 1 is a representation for
comments like: “Loved it very helpful This app is needed for my neighbour because of
weakness in algebra so thanks atharva kimbhaune”, “Very very useful for us to get
good mks by revising all the steps”, help us realize that these applications have been
actually used by students and the students have indeed benefited from these
applications.

It helped us understand and to conclude decisively that the students feel less
stressed and the applications have helped them to score better marks in their exami-
nations. There is a plethora of education related applications on the Google Play Store
which generate a huge data amount of data through feedback. The developers are
always working towards improving their applications. So the question arises, can
process of understanding this large feedback be automated through sentiment analysis?
[4]. The Google Play Console offers some preliminary insights but fails to provide a
better understanding of the emotional response of the user [6]. There is a lack of
analytics frameworks which differentiate between the choice of words and their
intended meaning of these young students. Generic sentiment analysis frameworks
such as TextBlob, LingPipe and GATE to name a few, exist which might help us get
some basic idea of the emotional response of the user. However, none of these
frameworks are specialized towards the students’ feedback. The proposed sentiment
analysis framework aims to better understand the feedback received on the Educational
Applications on the Google Play Store [12].

2 Methods

This framework uses the dataset generated by extracting the feedback from all the
ReviseonTheGo Applications published on the Google Play Store [1, 12]. The dataset
contains the feedback as ratings and comments. We find that out of the total feedback,
only about 26% users wrote comments, among them about 10% users were female and

Fig. 1. Sample of feedback received on ReviseOnTheGo applications
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the reset were male, about 6% users had discrepancies between the rating and the
comment and about 12% used slang words in the comments. Considering these
statistics, the data is first classified into six main categories on the basis of the gender of
the user, rating [3], comment, number of words in the comments, number of spelling
mistakes, use of slang words, feedback normalized with the comment and discrepancy
between rating and the comment [3, 4] as described in Fig. 2. Records 3 and 4 in Fig. 1
show the presence of discrepancy [3, 7] between the meaning of the comment and the
rating provided. Hence, the intended meaning has to be understood as it cannot be
determined due this issue.

This categorization was done manually as the users include words from regional
languages, presence of slang and discrepancy, which cannot be understood by the
machine learning algorithms. As shown in Fig. 3, the feedback normalized with rating
is subcategorized as Very Positive, Positive, Neutral and Negative individually [2].
This data is stored as the dataset in the csv format.

Feedback

Sex Ra ng No. of 
Words

Spelling 
Mistakes

Slang Feedback 
normalis
ed with 
ra ng

Discrepancy

Fig. 2. Categorization of data

Feedback normalised with 
ra ng

Very Posi ve

Excellent My 
hard subject is 
algebra from 
this app I will 
prac ce more

Posi ve

Good good

Neutral

Thanks how 
useful it is? 

Isn't it

Nega ve

Maha pakaav
Don't like it

Fig. 3. Categorization of feedback normalized with the corresponding rating
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Preprocessing of the data is done in the initial step. Blank data, incomplete data is
removed and the data is split into training set and test set (80:20) as shown in Fig. 4.
After preprocessing the data, 98 records are present in the dataset. In the next step, this
dataset is fed into a Neural Network Classifier. The neural network is designed using
the scikit-learn machine learning library. Since the dataset is labelled, supervised
learning is used. The system was trained with respect to gender of the user, rating [3],
comment, number of words in the comments, number of spelling mistakes, use of slang
words, feedback normalized with the comment and discrepancy, as shown in Fig. 5.
A total of 98 records were analyzed.

3 Results and Discussion

In this project, a sentiment analysis was done manually and processing of feedback is
carried out with the aim of creating a novel prototype sentiment analysis framework.
The Neural Network generates a model after the classification is performed. The model
is then tested using the test data. As compared to other frameworks such as Textblob,
LingPipe and GATE, our framework is not only specialized for the feedback of edu-
cational applications but also provides high accuracy of 93.5%.

The framework can be used to gain better insights into the feedback of other
educational applications [4]. Developers can gain a better understanding of the user’s
actual experience of using the applications rather than simply interpreting the com-
ments and ratings to improve the User Interface, Information Architecture and the
application’s contents and so on, to provide a better experience [5].

4 Conclusion

The aim of this project was to create a prototype framework pertaining to the feedback
received on relevant educational applications on the Google Play Store with high
accuracy [4]. The feedback dataset was input into a classification neural network which

Fig. 4. Sample of processed dataset

Fig. 5. Training the neural network classifier
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generated a model. This model can be used to perform the sentiment analysis for
gaining better insights on the feedback [4]. We used 98 records present in the dataset to
train the model. In the future, feedback from multiple educational applications can be
used to increase the scope of the results.
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Abstract. Computational Thinking (CT) has seen a tremendous rise within the
educational sector. Being adopted into the curriculums for secondary and pri-
mary schools across the globe. This paper covers early finds from an initial
literature review, aimed at a larger comparative study between Europe and Asia
concerning the pedagogy of CT. A survey mapping the current approach to
Information and Communication Technology (ICT) in the East Asian region.
The primary focus is on the countries’ current and future implementation of CT
in primary and secondary education. Interestingly, a similar rate of adoption can
be found also in Europa [1]. Moreover, this paper analyzes the complexities
inherent in attempting a characterization and comparison of the CT approach of
different countries, starting from the lack of a universally accepted definition for
CT, including an uneven distribution of articles on the topic. Our main contri-
bution is to propose an extended set of categories to support a critical
comparison.

Keywords: Computational thinking � Pedagogy

1 Introduction

Since the conception of the personal computer, its potential to transform education has
been widely recognized. Not merely as a method to acquire and assimilate new
knowledge, but as a tool to apply, use and transform what we learn. Indeed, the near-
universal application, and therefore, the appeal of the personal computer was envi-
sioned to serve as a motivator for learning [2]. Since those early years, the influence
and importance of computers and ICT have increased dramatically. In recent years, it
has become apparent computers will continue to transform and alter society, as such
technology cannot be limited as an aid or facilitator for learning but needs to be an
integral part of what we learn, a domain of its own [3].

CT has seen a rapid and widespread adoption internationally, as an element of
compulsory school subjects central around ICT and computer science. While most
countries agree on the urgency of teaching CT as a 21st-century skill [3], the imple-
mentation strategy and specific subject matter vary. Some choose to omit the term to
improve the longevity of official legislation. Making a comparison between countries is
difficult, but no less relevant since many countries share the same goals and face similar
problems in this transition. This paper is part of a larger study, aiming at identifying
and compare relevant countries in the East Asian region, to offer better support to the
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current ongoing work towards implementing CT into the curriculums in Danish ele-
mentary education. The first part of this larger study requires a survey on the current
state of implementation across the region, and to identify countries with similar
characteristics as Denmark.

In this context, this paper aims at defining the CT approach of entire countries and
analyzing the development and integration of CT, ICT and digital literacy, focusing on
new legislation and changes to school curriculums, and core development in the field in
East Asia.

This paper is based on data from a literature review, focusing on papers related to
CT for primary and secondary education. Here we will follow the framework used by
Bocconi et al. [1] for European countries. However, we will also identify limitations of
the Bocconi framework, and define an extended set of categories, our proposed
framework for comparing CT implementations in various countries.

2 Computational Thinking

The following section will focus on CT within primary and secondary schools. CT has
recently seen a near-universal recognition by countries across the world, as this paper
will show in the next section. School systems across the world are in various stages of
implementation of new curriculums which include digital literacy, ICT and CT as
central points.

In order to compare CT adoption and implementation in different countries, we
need to first look at the current definitions of CT, and possibly identify the most
accepted. Unfortunately, a widely agreed-upon definition of Computational Thinking
has not been reached, but the current development within the field and interest from
school legislation can be traced back to Wing [3], which identified CT as an essential
skill for the 21st Century [4]. Therefore, in this paper, we will focus on CT as stated by
Wing (2006), which defines CT as a systematic method for problem-solving. Inter-
estingly the term was originally coined in Mindstorm by Papert [2] 30 years ago.
Unsurprisingly the definition and focus have changed slightly over the decades. Papert
[2] originally envisioned the personal computer as a great facilitator for assimilation of
knowledge, as the personal computer’s adaptive nature would allow it to be tailored to
an individual’s interests, functioning as a catalyst for intrinsic motivation. Papert
laments the fact that computers were yet not powerful enough to create fully engaging
activities, but stating than when the technology is sufficiently mature, it will allow CT
to be integrated into everyday life [2]. Current ICT is clearly not yet mature, and each
country must now somehow figure out how a person becomes a computational thinker.
In short, Papert’s definition of CT was to be able to use computers for everyday tasks,
which could sound already surpassed given the average computer skills of today’s
pupils and students.

To utilize computers not just as a user and for the breadth of possible applications
today, no matter how accommodating the program, means being proficient at problem-
solving. So, another definition could be that CT is the method by which one efficiently
solves a problem computationally. It is this computational methodology that Wing [3]
identifies as a fundamental skill for the 21st century.
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In this paper, we need to categorize the constituting elements of CT, which is a
problem on its own, given that there is no universally agreed-upon definition of CT.
Our solution is to look at a simple categorization, designed and widely used for
teaching notably in the USA, England and Taiwan [5], as it gives a general overview of
the different components to CT. The elements are; decomposition, pattern recognition,
abstraction, and algorithms.

Decomposition is the first step in the process of dividing a problem into discrete
parts. Each part can then be tackled individually, flattening the complexity of the
overall problem.

Pattern Recognition in the second step, where commonalities are identified, which
could be repeating sequences, generalized categories or other similarities observed in
the problem.

Abstraction: in the third step the solutions are modeled and abstracted. A good
solution should be general, solving multiple problems of a similar nature and not
merely the initial specific problem.

The last step is represented by algorithms, where the problem is expressed as a
series of steps necessary for finding the solution to the problem.

The question of what a universally accepted definition of CT could be is still
unanswered, and that implies that each country is adopting a customized blending of
elements from different international and national sources [6].

Moreover, practical implementation of CT, especially when it concerns primary
school requires to look at many more aspects than simply the core elements of CT
itself; for instance, classroom orchestration, support for ICT competences of teachers,
and development of suitable textbook and online materials, in the appropriate language.

3 Data Gathering

In our literature review, we aim at painting a picture, showing the direction in which the
field is progressing in each country. Our strategy is to collect papers from prominent
conferences in Asia: we are focusing in particular on Asian conferences as we presume
they contain a more representative sample of the field as they contain a larger sample of
material with a broad range, from large CT-related projects to small-scale studies.
However, further studies might be needed to verify this assumption. Our methodology
for the collection and categorization of the studies is rather standard: we started col-
lecting papers from two of the most prominent conferences in Asia (identified thanks to
our network of researchers in CT and education in Asia). Papers were selected cor-
responding to the following criteria: they must be centered around CT by the authors’
own statement, authors must be primarily located in the East Asian Region. The paper
should not be a meta-study as they often focus on studies internationally. Finally, the
paper must be written in English. Papers might belong to multiple categories, in cases
where multiple approaches are used, or subjects covered; in those cases, they will be
categorized according to what the authors emphasize as a primary focus.

We started basing our classification on Bocconi et al. [1], but to properly cover the
material we worked in an inductive way, loosely inspired by grounded theory [7].
Hence, we conducted a thematic analysis of the papers identifying emerging categories,
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as a result, in our method the papers will be assessed according to the following
parameters:

Level of education under study, mapped to k-12 education:

• First elementary school, Second elementary, High school, University

Area of study

• Curriculum, Teachers, Students

Scientific approach:

• Quantitative, Qualitative; and also, completion stage: planned, work in progress,
completed.

Attitudes and disposition:

• Career Learning, Transferable Skills, General Education

Nationality

We need to extend and complement [1] in various ways, during our analysis of the
literature. For example, we added the category “area of study” to be able to differentiate
papers with respect to how the curriculum is covered, and whether the paper looks
mainly at students or teachers.

Curriculum refers to discussion or proposition for school curriculums. In cases
where propositions are based on surveys or tests from teachers or students. The text
would belong to the respective category instead. Career learning is taught to emphasize
a profession or career path, in our case often computer science or engineering.
Transferable is taught to improve the students across a wide area of competencies. The
aim of General education is to prepare the student to be a competent member of society.

Finally, we have looked at the availability of pedagogical material: some countries
are overrepresented, while others are rarely covered. This presents us with an issue of
representativeness and significance of our papers sample; to cope with this we are
currently adopting a qualitative approach, following discourse analysis techniques for
our categorization and data analysis [7] However, in the scope of our larger Asian
comparison project, we will consider enlarging the sample and involve our network of
experts to address the significance of our data.

3.1 Our Approach in Action

From our initial survey, the countries that seem to be of most interest for future study in
Hong Kong, South Korea, and Taiwan. These countries share a similar agile nature to
Denmark and size. As an example of the results our method can provide, we can outline
the CT approach in each of these three countries, based on the papers analyzed so far in
our review.

Hong Kong ICT and CT are central to Hong Kong’s education system. Interest-
ingly the change has been spearheaded by the Hong Kong Jockey Club, a nonprofit
organization. The organization holds a legal monopoly on gambling and betting.

Information literacy is one of the seven core competencies for secondary education,
and “Information Technology for Interactive Learning” is one of four key tasks as
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stated by the Educational Bureau. CT has integrated into the curriculum since 2017 [8].
Additionally, the Educational Bureau has currently finalized a supplementary cur-
riculum specifically for CT [8].

South Korea fully implemented a new curriculum integrating computational
thinking [9]. The process started with a nationwide pilot in 2015 and was implemented
as a compulsory part of the curriculum for primary and secondary schools in 2018 [10].

Taiwan began in August of 2019 to require every student in secondary school to be
fostered with computational thinking competences. This has so far been achieved by
integrating computational thinking into the curriculums of other courses [5].

For Hong Kong, Taiwan and South Korea we also created a detailed comparison,
summarized in Tables 1, 2 and 3; the tables show some of the papers for each country,
using the categories in our method. In the tables (*) indicates early studies describing
something they want to test, but have not yet tested, what we call planned in our
Scientific Approach category.

Our overall goal here is to describe and compare the CT approach of countries,
eventually to take advantage of the findings to support educational institutions in
Denmark in their efforts to implement CT.

4 Summary of Our Early Results

We present here a summary of early findings from our literary review. We used our
method and looked at the state of implementation of curriculums for primary and
secondary school integrating CT, ICT and digital literacy. Our study follows the
overview of European countries by Bocconi et al. [1]. The different degree of details is
due not only to the early stage of our survey but also on the uneven distribution of
studies for the different countries.

Table 1. Hong Kong.

Authors Level of
education

Area of
study

Scientific
approach

Attitude

Wong and Cheung 2015 Primary,
Secondary

Teachers Quantitative Career
learning

Kong and Li 2016 Primary Curriculum Qualitative General
education

Kong and Lao 2017 Primary Students Qualitative Career
learning

Wong, Tang, Zhang and
Cheung 2015

Primary Students Quantitative Transferable
skills

Liu, Li, Kong and Lo 2016 University Students Qualitative General
education
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China started in 2007 to restructure and centralize its computer education at the
university level [9]. Furthermore, China implemented a new national curriculum in
2017, which included computational thinking [11].

Japan is currently in the process of implementing a new curriculum, which was
finalized in 2018 and includes programming as a compulsory subject for students in
primary and secondary schools [12] and should be fully implemented by 2022 [11]

Macau has not officially moved towards implementing CT in a centralized fashion.
Macau is instead focused on computer literacy and the usage of digital tools such as
word processing, spreadsheets, and database applications [13]. Which is taught at the
primary and secondary level, in a non-centralized fashion with no unifying curriculum
at the governmental level [13].

Mongolia aims to increase the incorporation of ICT in the classroom and has the
general goal to increase the digital literacy of the entire population [14]. Does not
currently plan to integrate computational thinking into the curriculum.

Table 2. Taiwan.

Authors Level of
education

Area of
study

Scientific
approach

Attitude

Tseng et al. 2018 High School Curriculum Qualitative* Career
learning

Kong and Li 2016 University Students Quantitative General
education

Kong and Lao 2017 Primary Curriculum Qualitative* General
education

Wong, Tang, Zhang and
Cheung 2015

Primary Curriculum Qualitative* General
education

Liu, Li, Kong and Lo 2016 University Students Quantitative General
education

Table 3. South Korea.

Authors Level of
education

Area of
study

Scientific
approach

Attitude

Song and Han 2018 Primary Students Quantitative General
education

Lee 2017 All Teachers Qualitative General
education

Jeon, Jeong and Song
2018

Primary Students Quantitative General
education

Byun, Ryu and Han
2018

Primary Curriculum Quantitative* General
education

Choi and Lee 2018 Primary Students Quantitative General
education
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Information about North Korea’s educational system is scarce, as only a few papers
are published. According to Lee [15], North Korea moved away from teaching pri-
marily usage of software tools and towards learning programming skills in 2014.

5 Discussion

In general, we can state that ICT and CT are being implemented in an array of different
local conditions. In our literary review, we have noticed a tendency for countries to first
integrate ICT into the classroom, which is a necessity for teaching usage of word
processing and database software. General ICT skills and computing equipment seem
to be considered prerequisites to introducing CT. In fact, while CT could be taught
using unplugged activities, this approach is usually not supported at a governmental
level, even in countries where overall ICT adoption is low; it is possible that individual
teachers could still use unplugged activities.

However, the teachers’ discretion is also another factor that changes dramatically
from country to country. In Scandinavia, the tendency is to leave many practical details
of the implementation of courses to the teachers, so we expect CT in Denmark to
possibly follow that approach too [6].

The framework from Bocconi et al., categorized studies according to subtheme of
CT [1], it was not possible to replicate this method for this study as must papers were
found to cover CT in a broad or holistic way, either focusing on general issues such as
how to empower and facilitate teachers or by presenting tools and materials which
facilitated learning many subdomains of CT at once. This might be a result of the early
stage of implementations in the various countries, as the field matures it could be
interesting to see if more focused research will emerge.

Furthermore, we see the adoption of CT into school curriculums for the East Asian
region is developing at a similar timescale as seen in Europe [1]. No government in the
East Asian region is completely disregarding ICT, and we see a clear tendency for
continuous improvement. If not teaching CT, then working towards integrating ICT
into the school day. It is very likely countries will move towards a curriculum inte-
grating CT as the proliferation of everyday ICT matures.

6 Conclusion and Future Work

This paper discusses the problems in attempting a characterization and comparison of
the Computational Thinking approaches of different Asian countries and proposes an
extended set of categories to support the comparison, based on the work of [1] with
respect to CT in Europe. Early results from a few specific countries are also presented.
Future work includes completing a more extensive version of the early literature review
presented in this paper, assessing the significance of the sample in the review, and
compiling a more complete matrix of the approaches to CT in Asian countries most
relevant for our goal.
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Abstract. Recently, high schools have been required to promote career edu-
cation. Many high schools have been conducting workplace experiences and
vocational lectures to raise high school students’ career awareness. However, it
is difficult for high school students to find the path they really want by receiving
these career education attempts. In this study, we propose a support system for
high school students who refrain from choosing a career path, by suggesting
occupations related to the interests of high school students. Our proposed system
visualizes the relationships between occupations from the viewpoint of high
school students by using the connections between occupations and shows their
information in an easy-to-understand manner.

Keywords: Information visualization system � Career education in high
school � Network diagram

1 Introduction

In recent years, MEXT (the Ministry of Education, Culture, Sports, Science and
Technology) is promoting “career education” at each school, considering the charac-
teristics of the school and the actual conditions of the community [1]. In response,
many high schools have been conducting workplace experiences and vocational lec-
tures to raise high school students’ career awareness [6, 7]. Moreover, there are many
online and offline services for career education (e.g. “Job Guidance for the 13-year-olds
and all triers” [4], “Carrimaga” [5]).

However, it is difficult for high school students to find the path they really want by
receiving these career education attempts, because not only are the interests of high
school students diverse, but they do not have enough understanding and awareness of
occupations themselves. Therefore, the current career education has a problem that the
needs of high school students are not sufficiently satisfied.
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2 Objective of This Study

In this study, we propose a system for high school students who refrain from choosing
a career path, by suggesting information on related occupations considering the
interests of high school students and supporting their career choice.

3 Analysis of the Career Education in High School

3.1 Analysis of the Interests of High School Students and Existing
Services for Career Education

We analyzed the questionnaire results [2] about the items that a high school student
values when choosing occupations and clarified the following points.

• Items such as “work” and “job content” are most valued
• Items such as “stability” and “seniority” are not valued
• Items such as “worthwhile” and “work atmosphere” are valued

Next, as a result of analyzing existing services [3–5] for knowing occupations, the
following points became clear.

• Because occupations are displayed for each category, prior knowledge is required to
make full use of them

• It is difficult to get to the information of the occupations that they are interested in
unless they search by occupation name or related words.

3.2 Analysis of the Activities of High Schools’ Career Education

Next, as a result of analyzing the activities of high schools’ career education [6, 7], the
following points became clear.

• The opportunities for real life and occupation are incorporated in their activities.
• However, students’ interests are not fully reflected in their activities.

3.3 Summary of the Analysis

Analysis of the interests of high school students showed that their interests were
diverse, but also showed that they did not have enough knowledge. And analysis of
previous cases showed that although the curriculum incorporated opportunities to touch
the real world and occupations, students’ interests were not fully reflected. These
results indicated that there was a mismatch between the interests of high school stu-
dents and the information of occupations provided by the existed system (see Fig. 1).
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4 Proposal of a Career Selection Support System for High
School Students

We propose a system that can widely visualize occupations considering their interests
of high school students, and present information about the occupations in an easy-to-
understand manner. Specifically, we proposed following 3 functions.

(1) Occupation information filter function
(2) Occupation information visualization function
(3) Occupation information comparison function

The overview of our proposed system is showed in Fig. 2.

4.1 Occupation Information Filter Function

Function to extract related occupations considering various high school students’
interests based on the “keyword”, “occupation”, and “work area” entered by the user.

Fig. 1. Mismatch between the interests of high school students and provided information of
occupations

Fig. 2. Overview of our proposed system
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4.2 Occupation Information Visualization Function

Function to visualize extracted occupation information in a network diagram using
NodeXL [8] based on a dynamic model (see Fig. 3).

4.3 Occupation Information Comparison Function

Function that presents a “word cloud” created with descriptions of each occupation [9]
to facilitate visual grasp and comparison of occupations and their job contents.

5 Evaluation

In order to evaluate the effectiveness of our proposed system, following two high
school students were asked to use our proposed system for 30 min. And we conducted
participant observations and interview survey.

– Participant A:
11th grade, Interests: treatment

– Participant B:
11th grade, Interests: nurse.

5.1 Participant Observations

The following Fig. 4 shows the usage history of the participant A.
As a result of the participant observation, it was confirmed that the participants

could learn various occupations related their interests by starting from the occupations
and keywords of their interests by using our proposed system.

5.2 Interview Survey

The following comments were obtained during the interview survey.

• Expressing occupations in the word cloud makes it easier to understand unknown
occupations.

• I don’t care much about the “work area” when searching for occupations.

Fig. 3. Network diagram visualizing the relationship between occupations
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Fig. 4. Usage history of the participant A
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• Since TV dramas sometimes trigger high school students’ interests in occupations,
it would be nice to be able to search for occupations by drama title.

• About 6 to 7 keywords are enough on the network diagram.
• It is not necessary to express all the nouns in the word cloud.

5.3 Number of Newly Learned Occupations

The following Table 1 gives number of newly learned occupations related to his/her
interests by using our system.

5.4 Summary

From the results of this evaluation showed that the use of our system could increase
knowledge of occupations related to the interests of high school students. Furthermore,
it became clear that it was possible to recognize a wide range of occupations by using
the proposal system interactively.

6 Conclusion

As a result of the experiments, it was shown that high school students can associate the
interests and occupations easily by using our system that can be searched from the
viewpoint of the interests of them, and our system can support their career choice
effectively.

However, from the participant observation and interview survey, it became clear
that it was necessary to improve the validity of the information about the area and the
information amount of the keywords to be visualized. In the future, considering related
information such as TV dramas, we would like to reconsider the multifaceted ways of
connecting high school students and occupations.
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Abstract. In times of rapid technological change towards digital technologies,
educational institutions increasingly use interactive videos to support effective
learning both in online and face-to-face lessons and across many subjects.
However, the mechanisms underlying video-based learning – especially active
learning - have not yet been conclusively clarified. Research into active video-
based learning, which has been significant to date, has been conducted mostly in
higher education and with university students. Consequently, systematic studies
on how interactive videos can be used for meaningful learning in school-based
education is crucial. The present contribution describes a field experiment with
16-year-old school students (N = 78) and realistic video-based physics lessons
at secondary school level II. Students’ learning was supported by the video tool
“ivideo.education”. The study investigated three learning conditions in order to
explore the influences of in-video quizzes and writing annotations on learning
success and interest. Data was collected by means of pre-, post- and delayed
post-tests. Results show a consistent tendency on a descriptive level that the
combination of in-video quizzes and continuous writing of annotations leads to
higher learning success and interest than post-video quizzes or post-video
annotation writings.

Keywords: Interactive videos � Annotations � In-video quizzes � Post-video
quizzes � Active and constructivist learning � Multimedia

1 Introduction

Video-based learning materials provide unique possibilities to illustrate, demonstrate
and present complex topics and processes, that cannot – or not easily - be shown in
real-life scenarios [14]. Consequently, in times of rapid technological development,
educational institutions have made particular use of video-based materials to support
learning and conceptual understanding in various areas [16]. In addition, videos are
inevitable for distance learning and open education.
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However, research on the effects of video-based learning is conflicting: while
various studies have shown that learning with videos leads to significantly higher
learning success compared to text-based learning [6, 13] other studies could not show
any significant difference [5, 7]. Possible explanations for the controversial findings are
different types of video presentation (interactive vs. non-interactive). Dale’s cone of
experience suggests that learners remember 90% of what they have learned when they
experience it directly, for example through interactive videos [18]. Interactive videos
encourage active and constructivist engagement with the learning content which results
in a better recall of it.

Thereby, not only basic interaction (such as play, pause buttons) but also extended
interaction features (such as self-written summaries i.e. annotations and in-video quiz)
have been shown to have a positive effect on learning success [19, 20] and interest [10,
11].

In sum, while research on video-based learning is still conflicting, the positive
aspects of enabling interactions in such learning environments are evident. Therefore,
the empirical findings regarding interaction features are subsequently reported in more
detail, before the aim and added value of the present study are clarified.

1.1 Interactive Video Features

The role of interactivity in video-based learning becomes evident in the fact that even
basic control features in form of sliders, or toolbars with play, pause and
rewind/forward buttons enable learners to adapt the information flow from videos to
their individual needs and capacities and thus minimize the risk of cognitive overload
[2]. This is in line with research showing positive correlations of learning success with
the intensity of use of video interaction features and individual mental effort [20]. More
complex interaction features such as in-video quizzes (e.g. multiple choice, true/false)
and annotations (e.g. annotated self-written summaries) offer additional possibilities to
support learning. In-video quizzes, on the one hand, can be embedded directly at any
point in the video and allow immediate feedback [1, 2], which has especially in
multimedia learning a positive impact on learners’ engagement [1, 3] and motivation
[9]. However, in-video quizzes can also have a distracting effect, if not meaningfully
implemented. This, in turn can lead to a decrease in interest in learners or even to them
missing the main message in the video [12]. Research suggests that such a distraction
effect can best be minimized when quizzes are implemented as a continuation and not
an extension of the video content [12]. In other words, quizzes should appear in the
same place as the learning content in order to simulate the interactive discussion
between teachers – or a learning environment – and learners [3]. Annotations, on the
other hand, allow learners to actively contribute their own content and thus transform
the video into an enriched information structure respectively self-created learning
product [19]. Previous research suggests that the continuous writing of annotations in
videos promotes the connection between previous knowledge and new information [21,
22] and that conceptual understanding can be enhanced by this active contribution of
learners through adding self-written summaries into the learning material [17]. In sum,
from previous research it becomes clear, that enabling video interactions is supportive
for learning success [19, 20] and increase of interest in the learning topic [10, 11].
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However, what is missing so far is a systematic comparison of different extended
interaction features on learning success and interest.

1.2 Present Study

In the present study we focused on in-video quizzes and annotations as they have been
proven to be supportive for learning success and interest. Moreover, both interaction
features are closely related as shown in a study by Szpunar, Jing and Schacter [15]
suggesting that learners write more notes when in-video quizzes were available.

Furthermore, although in-video quizzes have been researched in several cases, a
systematic experimental comparison between post and in-video quizzes is still missing
[3]. To the authors’ knowledge a similar comparison for annotations has also not yet be
done. Finally, the authors are not aware of investigations of long-term memory effects
of extended interactive features.

Hence, the present study pursued two main objectives: (1) the simultaneous and
systematical considering of two closely related extended interaction features (i.e. in-
video quizzes and annotations) and investigation of their effects on learning success
and interest (with additional consideration of long-term effects); and (2) the consid-
eration of the position or rather the time (in-video vs. post-video) of offering these
interaction features in the learning material. This leads us to the following research
question and hypothesis:

RQ1: To which extend do different positions of quizzes and different positions of
prompts for writing annotations in interactive learning videos have an impact on
learning success and interest?

In order to answer this question, we investigated variants of positioning quizzes and
prompts for writing annotations (in-video vs. post-video and combinations). Precisely,
we tested the following hypotheses:

H1: Interactive videos with in-video quizzes plus continuous in-video annotations
lead to better learning success than videos with in-video quizzes plus post-video
annotations.

H2: Interactive videos with in-video quizzes plus continuous in-video annotations
lead to higher learning success than videos with in-video annotations plus post-video
quizzes.

In order to answer this research question and hypotheses we set up a field study in
the classroom (high school) that is described in the next section in more detail.

2 Methodology

2.1 Participants and Experimental Design

Seventy-eight learners from four different classes – taught by the same physics teacher
– of a Swiss high school (secondary level II) participated voluntarily in our study (32
female; average age of 16.4 (SD = .65, range: 15–18 years). The classes participated in
the experiment one after the other while the learners in each class were randomly
allocated to the conditions.
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The experimental design was a 3 � 2 mixed design. The first factor (between-
subject) represented the type of treatment the learners received while working with the
video. Learners in condition 1 (n = 28) worked with in-video quizzes and were only
asked to write notes at the end of the learning video (post-video annotation). Learners
in condition 2 (n = 25) worked with in-video quizzes and were asked to continuously
write annotations in the video (in-video annotations). Taking into account findings
regarding interaction features (c.f. 1.1) condition 2 corresponded to an optimal learning
environment. Learners in condition 3 (n = 25) were as well asked to continuously write
annotations in the video (in-video annotations) while the quizzes appeared one after the
other at the end of the video (post-video quizzes). Regardless of the condition, the
video could be watched over again. The second factor (within-subject) was the
measuring-time (immediate post-test, delayed post-test five weeks later). Dependent
variables were short and long-term learning success and interest.

2.2 Materials, Measurements and Procedure

The learning content used in this study was about hydraulic energy transport. The
video was created by the teacher, mainly by using PowerPoint and slightly optimized
by an expert at our university in consideration of multimedia theories [8]. The video
was accompanied by a pre- and post-instruction video. The entire interactive video had
a duration of about ten minutes. The video was then uploaded into the interactive video
tool ivideo.education developed by the Swiss Federal Institute for Vocational Educa-
tion and Training (SFIVET). The ivideo.education player interface allows both
embedding quizzes and taking annotations. For learning, the students received an iPad
(9.7 in.) each with a keyboard, touchpen and headphones.

Learning success was measured by objective measures and self-assessment. The
self-assessed knowledge (one item: “I know what hydraulic energy transport is”) was
based on three points in time (prior, immediate & delayed post) and on a five-point
Likert scale. The objective measures of learning success were immediate post-test and
delayed post-test of knowledge. The test consisted of ten multiple choice questions
developed by an expert and teacher, each with four options and only one correct
answer. Interest in the topic was measured twice (prior interest and immediate post-
measurement) based on the Intrinsic Motivation Inventory [4] and a five-point Likert
scale.

The field experiment took place in class during a 45-min physics lesson. After five
weeks, the learners answered the delayed post-test again during normal physics lesson.

3 Results

Prior knowledge, pre-experimental interest and demographic variables (gender, class)
did not differ significantly between conditions. The groups were therefore considered
comparable.
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3.1 Learning Success

Self-assessments. Table 1 shows that learners from condition 3 rated their short-term
learning success (immediate post-test) as the highest. In contrast, learners from con-
dition 2 assess their long-term learning success (delayed post-test) as the highest. In
addition, learners from condition 2 showed the highest increase in self-assessed
knowledge between pre- and immediate post-test as well as between pre- and delayed
post-test.

However, Kruskal-Wallis tests showed that neither short (v2(2) = 1.44, p = .49,
N = 78) nor long-term subjective learning success (v2(2) = 4.89, p = .09, N = 78)
differed significantly between conditions. Furthermore, it has been shown that self-
assessed knowledge increased significantly after learning with the interactive video in
all treatment groups, while a Kruskal-Wallis test showed that this increase between pre-
and immediate post-test did not differ significantly between conditions (v2(2) = 2.18,
p = .34, N = 78). In contrast, a Kruskal-Wallis test showed that the increase in
knowledge between pre- and delayed post-test differs significantly between conditions
(v2(2) = 7.95, p = .02, N = 78). Subsequent post-hoc tests (Dunn-Bonferroni) indi-
cated that this increase was only significantly higher in condition 2 compared to
condition 1 (z = −2.82, p = .01) with medium effect (r = .39).

Objective Measures. Table 2 shows that learners from condition 2 achieved the
highest average score in the knowledge test at both measurement points. However, a
one-way ANOVA showed no significant differences between the conditions regarding
short-term learning success (F(2,75) = 2.15, p = .12, partial η2 = .05, N = 78).
A Kruskal-Wallis test also showed no significant differences between the conditions
regarding long-term learning success (v2(2) = .14, p = .93, N = 78).

Table 1. Descriptive data on self-assessed learning success

Condition n Measuring time point

Pretest Immediate post-test Delayed post-test
M(SD) M(SD) M(SD)

1 28 2.04(.84) 4.14(.45) 2.32(.98)
2 25 1.76(.72) 4.20(.87) 2.84(.85)
3 25 2.08(.81) 4.28(.68) 2.76(1.09)

Note. The self-assessment of knowledge was measured via a five-
point Likert scale.
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3.2 Interest

On average, learners from condition 2 showed the highest increase in interest between
the two measuring points, as shown in Table 3.

Although interest increased significantly in all conditions between the two mea-
surement points, a two-way ANOVA with repeated measures showed that there are no
significant differences between the conditions regarding the increase in interest (F
(2,75) = .90, p = .41, partial η2 = .02, N = 78).

4 Discussion

The current study examined the effects of two different extended interaction features
(in-video quiz and annotation) in a classroom context and the impact of their position
within the learning material, on learning success and interest.

Our results show, that learning about hydraulic energy transport with interactive
videos lead to significant self-assessed learning success and interest, independent of
condition. Interactive videos therefore seem to be well suited to foster learning success
and interest in physical learning topics. Besides, descriptive results for the self-assessed
learning success show that condition 3 (post-video quiz, in-video annotation) rated

Table 2. Descriptive data on learning success (objective measurement)

Condition n Measuring time point

Immediate post-test Delayed post-test
M(SD) M(SD)

1 28 13.36(4.46) 9.86(4.45)
2 25 15.60(3.71) 10.96(4.99)
3 25 14.32(3.50) 10.24(4.04)

Note. In each knowledge test 24 points (10 items) could
be achieved.

Table 3. Descriptive data on interest in the topic

Condition n Measuring time point

Pretest Immediate post-test
M(SD) M(SD)

1 28 2.99(.59) 3.32(.68)
2 25 2.88(.57) 3.59(.75)
3 25 3.10(.67) 3.63(.73)

Note. Interest was measured using 7 items and a
five-point Likert scale.
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their short-term learning success highest. This might be due to the fact that these
learners answered all quizzes and received immediate feedback before the subjective
knowledge assessment and therefore they may have felt most confident. Another
explanation for the lower average short-term learning success in condition 2 (in-video
quiz & annotation) and 1 (in-video quiz, post-video annotation) might be that learners
were distracted by in-video quizzes or even felt that they had missed the main message
of the learning video [12].

In contrast, objectively measured learning success have shown that the continuous
writing of annotations in videos (condition 2 & 3) fosters the generation of associations
between previous knowledge and new information respectively the conceptual
understanding, which is consistent with previous findings [22]. Moreover, taking into
account that learners from condition 2 achieved on average a higher short and long-
term learning success compared to learners from condition 3, it can only be concluded
that the combination of in-video quizzes and continuous writing of annotations leads to
higher learning success or in other words: An evidence-based design of interactive
videos leads to higher learning success.

However, the study had several limitations that should be taken into account in
further research: For ethical reasons the learning content had no influence on the
learners’ physics grade. Hence, there was no prospect of being rewarded for good
efforts, so the learners’ performance was merely the result of their intrinsic motivation.
This may have minimized possible effects of different design parameters in interactive
videos. Moreover, the intensity of use of control features as well as the potential
confidence induced by the immediate feedback through the quizzes could not be
tracked. This data would have contributed to further findings. Finally, it should be
noted that the results of the present study are based on one high school and thus are not
to be applied without consideration to the entire secondary school level II.

In conclusion, our study provides deeper insights into video-based and interactive
learning of physics learning content in high school. Despite the fact that there were no
significant effects of different design parameters in interactive videos, the descriptive
data showed a clear tendency. On average, an evidence-based design respectively the
combination of in-video quizzes and continuous annotation writing leads to higher
learning success and interest.
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Abstract. European Higher Education Institutions (HEIs) have undertaken a
path of structural reforms, outlined by the Bologna Process, to progress towards
quality education and the creation of more learner-centred and engaging learning
environments.
As a result, HEIs have tried to foster the adoption of active learning

methodologies. Among them, flipped classroom has recently attracted much
attention. Flipped classroom can be defined as an instructional approach where
students gain first exposure to a subject through out-of-class self-paced learning
activities (readings, video lectures, etc.). Thus, class time can be devoted to
deepening their learning through activities facilitated by the teacher. However,
for flipped classroom to be effective, students should not skip out-of-class
learning activities. Gamification, that is the use of game elements in non-game
contexts, can be helpful to foster students’ engagement and motivation. This
doctoral research aims to design, implement and refine an instructional approach
which combines flipped classroom and gamification.

Keywords: Gamification � Flipped classroom � Active learning � Motivation �
Engagement � HEIs

1 Introduction

In recent decades, European Higher Education Institutions (HEIs) have undertaken a
difficult path of structural reforms, outlined by the Bologna Process launched in 1998–
1999, aiming at achieving progress towards quality education. The Bologna Process
established a set of goals to be reached and fostered the adoption of shared tools, such
as the European Standards and Guidelines for Quality Assurance in the European
Higher Education Area (2015). According to these Guidelines: “Institutions should
ensure that the programmes are delivered in a way that encourages students to take an
active role in creating the learning process” (p. 12).

However, shifting from the traditional lecture-focused classroom setting to more
learner-centred environments is still an ongoing, complex transition for all the involved
subjects: academic bodies, teachers and students. To be successful, this process needs
that all these subjects are equally engaged and motivated. Therefore, finding effective
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ways to counteract students’ lack of engagement and motivation has never been more
crucial.

Extensive literature about active learning strategies as a way to implement more
learner-centred and engaging learning environments is already available (Misseyanni
et al. 2018; Hammond et al. 2010; Zepke and Leach 2010; Felder and Brent 2009).
Among active learning strategies, flipped classroom has recently attracted much
attention and has been widely applied in HEIs.

In essence, flipped classroom can be defined as an instructional approach where
students gain first exposure to a subject through self-paced learning activities taking
place outside of the classroom (readings, video lectures, etc.). Thus, class time can be
devoted to deepening their learning through problem-solving activities facilitated by
the teacher, discussion with peers, debates, etc. (Brame 2013).

One of the most relevant benefits of this approach is the promotion of students’
active involvement. Moreover, it offers a chance to focus class time on the higher forms
of cognitive work (application, analysis, synthesis, and/or evaluation), as described by
Bloom’s revised taxonomy (Anderson and Krathwohl 2001), by engaging students in
complex tasks with the support of the teacher and the involvement of the group of
peers.

Therefore, flipped classroom seems to be a powerful instructional strategy, but one
of its main critical aspects is the fact that, for it to be effective, students should not skip
out-of-class learning activities.

Here is where gamification, that is the “use of game design elements to motivate
user behavior in non-game contexts” (Deterding 2011), can be helpful. The use of
gamification in HEIs, which has increased considerably over the past years, seems to
have led to the achievement of very positive results improve students’ engagement and
motivation (Ferreria et al. 2019; Rahman et al. 2018; Costello and Lambert 2018;
Leaning 2015; Villagrasa et al. 2014). Moreover, some recent experimental studies
have even already reached encouraging results analysing the effect of implementing
gamification strategies to promote student engagement in the out-of-class learning
activities of flipped university courses (Huang et al. 2018).

Hence, this doctoral research aims to design, implement and refine an instructional
approach which combines flipped classroom and gamification to try solving the
problem of students’ lack of engagement and motivation.

2 Research Questions and Objectives

The research will specifically address the following research questions:

1. Can a gamification-enhanced flipped classroom approach foster students level of
engagement and participation in both out-of-class and in-class learning activities?
1:1. How does the students’ perception of this approach change over time?
1:2. Can this approach have a positive impact on tasks’ completion rate?

2. Which impact may have a gamification-enhanced flipped classroom approach on
students learning outcomes?
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2:1. How students involved in gamification-enhanced flipped classroom score in the
post-course test?

2:2. Do students involved in gamification-enhanced flipped classroom produce high
quality artefacts?

According with the above research questions, the main research objective will be to
understand if the combination of flipped classroom and gamification can enhance
students’ engagement and motivation, facilitating their learning process and the
achievement of good learning results.

3 Research Methodology

In this doctoral study, the Design-Based Research (DBR) methodology will be adop-
ted. Design-Based Research is underpinned by the pragmatic paradigm (Alghamdi and
Li 2013). As stated by Corbin and Strauss, DBR is a research approach that has the
main advantage of addressing the issue of linking theory and practice in educational
research (Corbin and Strauss 2014). At its core, in fact, DBR is a process aiming at
developing solutions to practical problems in learning environments. In the frame of
DBR, the researcher can examine processes while also analyzing the effectiveness of
the research design with participants, in order to re-shape, with participants’ active
involvement, the processes which are the object of the study (Gravemeijer and Cobb
2006).

Herrington et al. (2007) provided a set of guidelines for preparing a dissertation
proposal adopting DBR approach. Taking into account the general research process
structure they suggested, this doctoral study will be articulated in four main phases,
briefly described as follows:

• Phase 1: Analysis of the problem
• Phase 2: Design of the proposed intervention
• Phase 3: Iterative cycles of testing and refinement of solutions in practice
• Phase 4: Reflection to produce “Guidelines for the implementation of the

gamification-enhanced flipped classroom approach”.

4 Data Collection

The research will use a mixed-method strategy, it will combine quantitative data from
questionnaire surveys, with qualitative data gathered from interviews and focus groups.
In particular:

• During “Phase 1: Analysis of the problem” a qualitative approach will be used to
better understand teachers perspectives (expectations about gamification, issues
related to engagement, etc.). Focus groups with University teachers will be carried
out to get a better understanding of how they usually foster students’ engagement
and motivation and of their expectations about gamification. Qualitative interviews
will be organized as well, to understand the expectations and the level of
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commitment of academic bodies. A questionnaire will be distributed to a group of
students, to keep into account their expectations and their needs.

• During “Phase 2”: The data collected during Phase 1 will be analysed and, together
with the literature review, will be used to develop draft principles to guide the
design of the intervention and then define the proposed intervention.

• During “Phase 3: Iterative cycles of testing and refinement of solutions in practice”
Data about students’ experience will be collected through observation and through a
questionnaire, then in-depth interviews with teachers will be conducted in order to
gain a deeper understanding of their perspective.
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Abstract. In recent years, LMS such as Moodle or Canvas have enabled
collect large scale learning logs easily. xAPI is a technical specification
of the learning logs that specifies a structure to describe learning expe-
riences and defines how these descriptions can be store LRS. LRS is
database system for standardized learning logs by xAPI. According, we
can analyze the learning logs to figure out the learner’s achievement level
and problems. LA catch a great deal of attention in learning research
domain. The latest study focuses on analyzing learning logs and method
for giving analysis results feedback to teachers and learners. The analy-
sis results provide evidence of individual learning and class improvement.
This paper described our real time viewing status feedback system and
its experimental result. Our study focused to give real time feedback to
learners by during class based on Social Constructivism. We developed
a real time viewing status feedback system. The system gave the status
feedback to teachers and learners. We conducted experiments of to give
real time viewing status feedback. Through the experiments, the teacher
could confirm the learner’s situation whether they could follow her/his
lecture by checking the real time viewing status feedback. In addition,
the learners could confirm how many learners are viewing the previous
or subsequent pages or same page as the teacher. As the result, the visu-
alization of page transition had suggested that giving feedback affected
learner’s learning activities.

Keywords: LMS · xAPI · Learning analytics

1 Introduction

In recent years, learning environment in which many learners participate is
widespread and many educational institutions introduce LMS (Learning Man-
agement System) and carry out long term operation. LMS such as Moodle or
Canvas have enabled collect large scale learning logs easily. ADL (Advanced
Distributed Learning) defined xAPI (Experience API) [1]. xAPI is a technical
specification of the learning logs that specifies a structure to describe learn-
ing experiences and defines how these descriptions can be store LRS (Learning
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Record Store). LRS is database system for standardized learning logs by xAPI.
According, we can analyze the learning logs to figure out the learner’s achieve-
ment level and problems. LA (Learning Analytics) catch a great deal of atten-
tion in learning research domain. SoLAR (Society for Learning Analytics and
Research) defined LA as the measurement, collection, analysis and reporting of
data about learners and their contexts, for purposes of understanding and opti-
mizing learning and the environments in which it occurs [2]. The latest study
focuses on analyzing learning logs and method for giving analysis results feed-
back to teachers and learners. The analysis results provide evidence of individual
learning and class improvement.

The study of Shimada (2018) gave feedback to teachers and provided the
following potential benefits [3]. Teachers can adjust the lecture speed based on
the real-time visualization of learner’s activities and slow down to allow learners
to catch up. This study did not give feedback to learners.

Our study focuses to give real time feedback to learners by during class
based on Social Constructivism. Social Constructivism is a sociological theory
of knowledge according to which human development is socially situated and
knowledge is constructed through interaction with others [4]. In this study, we
develop a real time viewing status feedback system. The system gives the status
feedback to learners. We report impact for learner’s learning activities.

2 Our LA Environment

We developed a LA environment. Figure 1 shows our LA environment. Moodle
(Modular Object-Oriented Dynamic Learning Environment) is a free and open-
source LMS [5,6]. Moodle manages online learning such as e-learning. Moodle
stores learning logs such as login and logout. We installed a plugin on the Moodle
that standardizes the pseudonymous learning logs by xAPI and store the learn-
ing logs in LRS. Learning Locker is a free and open-source LRS [7]. Our previous
study, we developed STELLA (Storing and Treating the Experience of Learning
for Learning Analytics) [8]. STELLA is Moodle module. Teachers can upload
teaching materials of PDF format in STELLA linked to the Moodle. Teachers
and learners uses STELLA for viewing the teaching materials. STELLA outputs
their viewing behavior as learning logs and records pseudonymously the learn-
ing logs. The learning logs are including such as pseudonymously userID, the
teaching materials name, page number and viewing time. STELLA standardizes
the learning logs by xAPI and store the learning logs in LRS. The visualization
tool visualizes their page transition of the teaching materials from the stored
learning logs.

The environment is introduced few classes of Kochi University of Technology.
A few teachers introduced the environment to 9 classes and used the environment
from 15 January 2018 until 7 March 2020. Number of the stored learning logs
were 591688.
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Fig. 1. Our LA environment

3 Real Time Page Transition Feedback System

Learners can receive teacher’s explanation and teaching materials as composi-
tions of learning. In this study, based on social constructivism, we give feedback
that the learners can mutual inference with the others as a composition of learn-
ing. The feedback is the viewing status of the others who are viewing teaching
materials at the same time. The learners can change in learning behavior by the
feedback. We developed a real time viewing status feedback system on STELLA.

Figure 2 and Fig. 3 shows our real time viewing status feedback system on
STELLA. The belt graph shows page number of learners in color. The table
shows the number of learners viewing each page. Teachers and learners can
confirm how many learners are viewing the previous or subsequent pages or
same page as the teacher. The teachers can determine whether the learners
are following lecture pace or are not following lecture pace in real time by the
visualization. The object list is a list of teaching materials that the others are
viewing in real time. The teachers and the learners can confirm kind of the
teaching materials by the list. The learners can be aware of the others by the
visualization.

4 Experimental of the Feedback

We evaluated operation of real time feedback system by asking students to use
STELLA in classes held at Kochi University of Technology in 2018 and 2019 as
a verification of the operation of the real time feedback system. Then, we gave
learners with real time feedback on the viewing status of teacher materials. In
addition, we accumulated learning histories in order to verify the effect of on
learning behavior and achievement of tasks by awareness the others.

In the experiment, the learner was able to select whether to have real time
feedback during class. This makes it possible to analyze differences in learning
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Fig. 2. Real time feedback: viewing status

Fig. 3. Real time feedback: real time feedback menu and object list

behavior that do not depend on the content of the lesson from the learning
history. The target lecture is the first half class of Information Science 3 which
was started in 2019. We accumulated each learning history from 25 to 50 students
out of 123 students. We divided the experiment into the following three cases.

– When we give real-time feedback
– When we did not give real time feedback
– When the learners can choose real time feedback

Figure 4 and Fig. 5 shows the learner in the same lecture separated by pres-
ence or absence of feedback, and visualized the learning history of entire lecture
with heat map. Figure 6 and Fig. 7 are graphs of the page transitions of the
learners in same lecture with or without feedback. Figure 4 and Fig. 6 shows
page transitions for learner who have selected real time feedback, and Fig. 5
and Fig. 7 shows page transitions for learner who have not selected real time
feedback. From the figures, it can be seen that tendency of learner page tran-
sitions differs slightly depending on presence or absence of real time feedback.
We suggest from graph visualized from the learning history that presence or
absence of feedback has some effect on learning behavior. However, when learning
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Fig. 4. Heatmap: feedback yes

Fig. 5. Heatmap: feedback no

behavior such as “next forward” or “jump to teacher’s page” was counted from
the learning history, no significant difference was found in the number of learning
behavior depending on presence or absence of feedback.

As the result, the visualization of page transition had suggested that giving
feedback affected learner’s learning activities. However, no significant difference
was found the number of learning behavior compare presence to absence of feed-
back.
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Fig. 6. PageFlip: feedback yes

Fig. 7. PageFlip: feedback no

5 Conclusion

This paper described our real time viewing status feedback system and its exper-
imental result. Our study focused to give real time feedback to learners by during
class based on Social Constructivism. We developed a real time viewing status
feedback system. The system gave the status feedback to teachers and learners.
We conducted experiments of to give real time viewing status feedback. Through
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the experiments, the teacher could confirm the learner’s situation whether they
could follow her/his lecture by checking the real time viewing status feedback. In
addition, the learners could confirm how many learners are viewing the previous
or subsequent pages or same page as the teacher. As the result, the visualization
of page transition had suggested that giving feedback affected learner’s learning
activities.

In our future work, we continue to use the real time viewing status feedback
system for the other classes. We hypothesize that learners expand an under-
standing of the class by to give real time feedback. Besides, we will analyze the
relationship between the learning behavior and performance of learners. We will
predict learners who are at risk of failing a course or dropping out by the analysis
results.
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Abstract. The overall goal of VRN is to develop a novel technology
solution at Children’s Hospital Los Angeles (CHLA) to overcome barri-
ers that prevent the recruitment of diverse patient populations to clinical
trials by providing both caregivers and children with an interactive edu-
cational experience. This system consists of 1) an intelligent agent called
Zippy that users interact with by keyboard or voice input, 2) a series
of videos covering topics including Privacy, Consent and Benefits, and
3) a UI that guides users through all available content. Pre- and post-
questionnaires assessed willingness to participate in clinical research and
found participants either increased or maintained their level of willing-
ness to participate in research studies. Additionally, qualitative analysis
of interview data revealed participants rated the overall interaction favor-
ably and believed Zippy to be more fun, less judgmental and less threat-
ening than interacting with a human. Future iterations are in-progress
based on the user-feedback.

Keywords: Human-computer interaction · Digital agent · Clinical
trial

1 Introduction

Pediatric patients and their families may not have access to the most up-
to-date information about research, treatment protocols, examples of important
research findings, and opportunities to participate in clinical research studies.
This leads to barriers to participation, that include a lack of knowledge about
research, misconceptions or fears about participating in research studies, and not
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Fig. 1. Ava (left) and Zippy (right) who guide the users through the interactive expe-
rience.

knowing how to talk to their pediatrician about research opportunities [1–3]. The
overall goal of the Virtual Research Navigator (VRN) system is to develop a new
technology solution at Children’s Hospital Los Angeles (CHLA) to overcome
these major barriers to clinical and translational science engagement and the
recruitment of diverse patients in clinical trials.

VRN aims to achieve this goal by providing both parents/caregivers and
children with an interactive educational experience. The experience is led by
a virtual characters designed to be both kid- and parent-friendly. Zippy and
friend Ava (see Fig. 1) can discuss and provide information on diverse topics
related to clinical research and address user questions to answer what it means to
participate in research and why research participation is important to advancing
health and healthcare. This system consists of 1) an intelligent agent that users
can interact with by either keyboard or voice input, 2) a series of animated shorts
that cover specific topics including Privacy, Consent and Benefits, and 3) a User
Interface (UI) that guides the user through all available content. In effect, VRN
is designed to take people on a journey through the research process, and ideally,
all the way to enrolling them in an actual study. The clinical trial educational
content was provided by CHLA in a text-based format and was adapted for this
interactive system.

2 Methods

Twenty-two subjects (n = 16 parents/caregivers ages 37–53, n = 6 children
ages 12–18) were recruited to be part of an initial feasibility study at
CHLA. Participants reported their racial/ethnic background as Latino (n = 9),
White (n = 5), Black/African American (n = 3), White/Latino/Native Ameri-
can (n = 2), White/ Latino (n = 1), White/Asian/Pacific Islander (n = 1), and
Other(n = 1). Participants interacted with Zippy and his friend Ava via a web
interface to learn about clinical research and better understand what it means to
be involved in a research study. Pre- and post-questionnaires were given to assess
knowledge level and willingness to participate in clinical research. Participants
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were also asked to give qualitative feedback on the system in five core areas (1)
Appearance (2) Usability (3) Acceptability (4) Technology Experience and (5)
Content.

3 Results

Participants in the study either maintained or increased their level of willingness
to participate in research studies; the sample size was too small to conduct a
Wilcoxon signed-rank test [4]. Qualitative analysis of interview data revealed
that overall participants rated the interaction favorably and believed Zippy to
be more fun, less judgmental and less threatening than interacting with a human.

Participants provided actionable feedback in the five core areas. Regarding
appearance, general consensus was a desire for larger UI elements, including
larger buttons, text and video screen for the deployment of educational video
content. The participants expressed general satisfaction with the usability of
the interface, but multiple participant’s submitted a request that subtitles be
provided as the content is currently deployed in English, however English may
not be the first language of the end-users. In the category of acceptability,
the feedback was positive, however specific requests for adding a theme song to
Zippy’s animation suite were recorded. Regarding technological experience,
actionable feedback was given for the video player; participants expressed a desire
to have the videos play automatically. Additionally, there were several requests
for longer record-time for participants’ responses. For content, participant’s
feedback addressed tailoring the video content to be more brief and to focus more
on questions regarding the safety of the research protocol. Future iterations are
in-progress based on this user-feedback (see Fig. 2).

Fig. 2. Figure 2 Original UI (left) and current work-in-progress UI addressing user
feedback (right), including larger UI elements, more prominent Zippy character, and
streamlined navigation (e.g., additional short cuts, clearer labels, etc.).
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4 Discussion

This project seeks to engage children (and their parents/caregivers) in the Los
Angeles area who are receiving care at CHLA with Zippy, a Virtual Research
Navigator, designed to educate users on the research process and ultimately
enroll them in an actual study. Zippy’s intent is to address the mistrust and the
misconceptions many have about research and get more people involved by help-
ing them understand more fully what’s involved in clinical studies—including
the regulations and ethical guidelines that govern clinical research. Zippy has
been designed to appeal to a wide audience at CHLA and to involve both par-
ents/caregivers and children. Younger children understandably find it difficult to
digest details about medicine and research delivered by their doctors that is typ-
ically written in legalize designed for an adult audience, but an animated robot
can be fun to talk to—and might break the ice better than a human doctor.

Users in this study are provided the opportunity to ask questions about dif-
ferent aspects of the clinical research process, and Zippy can answer verbally,
using everyday terminology that kids and laypeople can understand. Initial tests
of Zippy conducted with patients at CHLA are promising in this area. In fact,
participants rated the interaction favorably and believed Zippy to be more fun,
less judgmental and less threatening than interacting with a human. A second
iteration is currently being finalized. Next steps include a pilot study that will
insert Zippy into the clinical workflow when patients see their doctor at CHLA.
The long term goal of this project is to introduce the Zippy platform into dif-
ferent sorts of hospitals, working with different populations and different health
research aims.

Acknowledgements. The authors would like to thank all of our collaborators at
CHLA and the USC Institute for Creative Technologies who worked on making VRN
a success. In particular, Matt Liewer and Wendy Whitcup.
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Abstract. In recent years, learning environment in which many learn-
ers participate is widespread. Many educational institutions introduce
LMS (Learning Management System) and carry out long term opera-
tion. LMS such as Moodle or Canvas have enabled collect large scale
learning logs easily. Accordingly, LA(Learning Analytics) catch a great
deal of attention. We can find problem and check learner’s achievement
level by LA. The study of Majumdar (2019) record teacher’s behavior
after class hours. However, mentoring (teaching behavior) affects learn-
ers not only after class hours but also during class hours. Usual LA
researches dose not focus on the face-to-face mentoring. In this study, we
propose that store mentoring history in our LA environment. Besides, we
develop LA environment that store and analyze mentoring history. We
visualized the stored mentoring history. The visualization had suggested
that Mentoring impact on learning behavior. In addition, we analyzed
the stored mentoring history. Result of analysis, number of Mentoring
had an impact on achievement level of exercise.

Keywords: LMS · Mentoring · Mentoring history

1 Introduction

In recent years, learning environment in which many learners participate is
widespread. Many educational institutions introduce LMS (Learning Manage-
ment System) and carry out long term operation. LMS manages online learn-
ing such as e-learning. In addition, LMS stores learning logs such as login and
logout. Therefore, LMS such as Moodle or Canvas have enabled collect large
scale learning logs easily. The ADL (Advanced Distributed Learning) defined
xAPI (Experience API) that is a technical specification of the learning logs
[1]. xAPI specifies a structure to describe learning experiences and defines how
these descriptions can be store LRS (Learning Record Store). LRS is database
system for standardized learning logs by xAPI. According, it is easy to ana-
lyze the learning logs to figure out the learner’s achievement level and some
c© Springer Nature Switzerland AG 2020
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problems. LA (Learning Analytics) catch a great deal of attention in learning
research domain. SoLAR (Society for Learning Analytics and Research) defined
LA as the measurement, collection, analysis and reporting of data about learn-
ers and their contexts, for purposes of understanding and optimizing learning
and the environments in which it occurs [2]. The latest study focuses record not
only learner’s learning logs but also teacher’s teaching behavior after class hours.
Analysis of teaching logs provide important teaching behavior and corroborating
of learner’s behavior.

The study of Majumdar (2019) record teacher’s behavior after class hours
[3]. However, learners usually learn individually during class hours especially
exercise. In addition, learners question and receive advice during class hours
from mentor(teacher and teaching assistant). Accordingly, mentoring (teaching
behavior) affects learners not only after class hours but also during class hours.
Usual LA researches dose not focus on the face-to-face mentoring.

The previous our study, we developed STELLA (Storing and Treating
the Experience of Learning for Learning Analytics) [4]. STELLA standardizes
learner’s detailed learning history by xAPI, store the learning history in LRS.
However, we also didn’t consider face-to-face mentoring to learners. Therefore,
we need to develop system which store mentoring history during class hours.

In this study, we propose that store mentoring history in our LA environment.
Besides, we develop LA environment that store and analyze mentoring history.
To realize the environment, we developed MLR (Mentoring Log Recorder) and
MRS (Mentoring Record Store). MLR stores mentoring log during class hours as
a mentoring history in MRS. In addition, MLR can share storing mentoring his-
tory between mentor. Furthermore, we report impact of mentoring for learner’s
learning behavior and achievement level of exercise.

2 Our LA Environment

We developed former LA environment. Figure 1 shows our former LA environ-
ment. The previous study, we developed STELLA. STELLA is module of LMS.
Teachers can upload teaching materials of PDF format in STELLA linked to the
LMS. Teachers and learners use STELLA for viewing the teaching materials.
STELLA outputs their viewing behavior as learning logs and records pseudony-
mously the learning logs. The learning logs are including such as pseudonymously
userID, the teaching materials name, page number and viewing time. STELLA
standardizes the learning logs by xAPI and store the learning logs in LRS. The
visualization tool visualizes their page transition of the teaching materials from
the stored learning logs.
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Fig. 1. Our LA environment

3 LA Environment Introducing Mentoring History

Figure 2 shows our LA environment introducing mentoring history. MLR has
two functions. One is to store mentoring performed by mentors as a mentoring
history in MRS (Meontoring Record Store). The other is to share how each
learner received instruction during class hours among mentors.
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Fig. 2. LA environment introducing mentoring history
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3.1 Mentoring History Storing Function

MLR stores the mentoring history in MRS. Details of the mentoring history
are as follows; timestamp: mentoring history occurrence time, actor: mentored
learners, checker: mentor who performed mentoring, course: class name, exercise
name: exercise name, number of exercise: number of exercises, exercise num:
exercise number, evaluation: exercise score, comment: advices and questions. By
collecting mentoring histories with MLR and storing the histories, it is possible
to share mentoring during class hours and analyze the relationship between the
degree of achievement and the mentoring history.

3.2 Mentoring Sharing Function

MLR is improved real-time sharing and management system for exercise progress
in practical and exercises. MLR has two pages. One is to confirm exercise achieve-
ment of the entire each learner. The other is to confirm the exercise achievement
of individual. Mentors can check and evaluate for exercise using MLR. MLR has
exercise pages for evaluating the entire each learner. Also, MLR has personal
exercise pages for evaluating each learner. In addition, in order to use student
information registered in LMS, the Moodle module is used to store detailed
mentoring history in MRS.

Exercise Page

Exercise page have a function to check whether each student has achieved exer-
cises. MLR is LMS module. Therefore, we can create by referring to the student
number and the name of the learner who belongs to the course in exercise page.
Mentors can refer to it when checking the percentage of attendees and the per-
centage of exercise achievements. Also, announcements can advise the entire
learner when the learner is performing exercises. The history of advices displays
when the entire learner receive advice. Regarding the contents of MLR table, the
number of cells changes according to the number of exercises. The five choices
of a four-step evaluation and question as to whether the learner has achieved
exercises, can evaluate the learner’s exercise. When we perform the evaluation,
the time at which we performed the evaluation is displayed at the final check
time, and “done” indicating that transmission has finished is displayed in the
evaluated cell. Also, when the learner has achieved exercises, the number of per-
sons achieving exercises is counted. The background color of the learner’s cell
changes yellow-green (Fig. 3).
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Fig. 3. Exercise page (Color figure online)

Personal Exercise Page

Personal exercise page has functions to perform students’ advice, responses to
questions, and evaluations. The page can not only evaluate each exercise but also
leave comments for the learner. Mentor can check the comments for each learner
to understand which exercise the student has stumbled on and where they could
not understand. The learner’s situation can understand by leaving a comment
in the student information. For example, exercises could not be completed due
to poor physical condition.

4 Experimental Result

The purpose of this experiment is to verify whether mentor behavior influence
learner based on timing of mentoring, changing of learner behavior or achieve-
ment of exercises. We also visualize learning history and mentoring history.
Therefore, we collected the learning history and mentoring history that occurred
in the class held at Kochi University of Technology.

4.1 Experiment Outline

We collected the learning history and mentoring history for programming exper-
iment 1. The period is six times between July 2 and July 19, 2019. The class
hours are the third and fourth classes on Tuesday and Friday, and the location is
PC room. In the first half of each class, lesson explanations are given, and in the
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second half, three to five exercises are asked. The collection of learning histories
targets at students who have used STELLA among 109 registered students. So
that students who do not use STELLA can view class materials, KUTLMS of
Kochi University of Technology display the same class materials. Students must
complete exercises during class hours and have the mentor evaluate exercises.
The maximum number of mentors who evaluate exercises is about 10 mentors(2
teachers and 8 Teaching Assistants).

4.2 Stored Mentoring History

Table 1 shows the number of mentoring logs the mentor gave to each student
in the six classes. We also used mentoring history and exercise achievement to
analyze.

Table 1. The number of mentoring logs

The day of class 7/2 7/5 7/9 7/12 7/16 7/19

The number of questions 0 17 2 9 8 6

The number of advices 5 7 8 25 10 50

The number of exercise 359 206 375 390 412 282

The number of exercises 4 3 4 4 4 4

4.3 Result

Analysis Method

We use all student exercise achievements in each class to analyze. In addition,
mentoring histories use advice to students, responses to questions from students,
and evaluation of student exercises. The analysis method uses Welch’s t-test. We
find the significant difference between the average of the exercise achievements
of two independent groups in each exercise. This time, we conducted an analysis
to find the significant difference between the average of exercise achievements of
students who received advice from the mentor and students who never received
advice from the mentor (Table 2).

Table 2. The number of mentorings

The day of class Received advice once () Never received any advice () p-value

2 July 0.95 0.7311 5.716154e−1

5 July 0.8571 0.4825 1.653e−4

9 July 0.875 0.7623 1.0634e−2

12 July 0.88 0.75 2.1263e−3

16 July 0.85 0.7649 8.92674e−2

19 july 0.57 0.4618 2.6608e−2
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Visualization of Learning Behavior and Mentoring

Figure 4 shows the timing of learning behavior and mentoring. it is possible to
confirm the change in learning behavior and the timing of mentoring.
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Fig. 4. Visualization of learning behavior and mentoring

5 Conclusion

This paper described our LA environment introducing mentoring history and
analysis of mentoring history. Our study, we developed MLR and MRS. MLR
store mentoring during class hours as a mentoring history in MRS. MLR can
share storing mentoring history between mentor. We conducted experiments of
to store and share mentoring history. In addition, we visualized and analyzed
impact of mentoring for learner’s learning behavior and achievement level of
exercise. As the result, the visualization had suggested that mentoring impact on
learning behavior. Besides, we confirmed that mentoring impact on achievement
level of exercise.

In our future work, we continue to use MLR for other classes. We hypothesize
that mentoring affects learning behavior. We will analyze some relationship of
learning behavior and timing of mentoring. In addition, we will analyze learning
behavior and content of mentoring. We will research mentoring that expand an
understanding of class of learner.
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Abstract. Constructive collaboration can be a difficult matter. For this reason,
we are implementing and studying an interactive-tabletop-mediated activity that
aims at inducing collaboration among participants. The resulting activity
‘Orbitia’ is designed as a serious game. Participants are asked to act as a space-
mining crew, which has to collect minerals with a rover and rely on a camera-
drone for reconnaissance, while keeping the rover out of harm and managing
limited resources. In this paper we provide an account of how we designed
Orbitia’s pedagogical structuring by relying on the Johnsons’ cooperative
learning approach whose fundamental concept is “positive interdependence”.
More particularly, we show how we worked on resource, role and task inter-
dependence to design three collaboration-inducing ‘flagship’ devices: the rover-
steering-device (RSD), the item-locating-device (ILD) and the responsibility-
activating-device (RAD).

Keywords: Interactive tabletop � Collaboration � Cooperative learning

1 Introduction

There is an increasing recognition that societal and intellectual challenges will be
(resp. are already) so complicated or complex that they can only be tackled collabo-
ratively. However, constructive collaboration on new challenges is a difficult matter
and the mere joining of people’s forces does not help unless people know how to
collaborate [1]. Hence, learning to learn and to work together must become an
important goal in education and professional training. So, the design research project
ORBIT (Overcoming Breakdowns in Teams with Interactive Tabletops) aims at
implementing and studying a joint problem-solving activity at an interactive tabletop
(ITT) [2].
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In reference to the project name we called this activity ‘Orbitia’ (see Fig. 1). Orbitia
is designed as a serious game where adult participants are asked to act as a space-
mining crew. The latter has to collect minerals with a rover and rely on a camera-drone
for reconnaissance, while keeping the rover out of harm and managing limited
resources. The activity consists of two phases. The first one is designed to induce
‘smooth’ collaboration among the participants. In the second one, the underlying
foundational rules are unexpectedly modified in order to put to the test participants’
previously established collaboration procedures. Thus, in order to cope successfully
with this advanced dynamic situation, participants will have to re-establish and expand
their collaboration procedures.

Stahl [3] rightfully points out that every technology in order to achieve a desirable
educational outcome requires “considerable interface design, user evaluation, peda-
gogical structuring, and collaborative culture” (p. 486). While the implementation of
ORBIT’s multidisciplinary design-based research process as well as results of the
video-taped trials are resp. will be presented elsewhere [4], the purpose of this paper is
to provide an account of how a cooperative learning approach [5, 6] provided for the
pedagogical structuring and informed the design of the now accomplished first phase of
Orbitia.

2 Theoretical Design Considerations

2.1 Collaboration

In everyday life and even in many scientific accounts, the term ‘collaboration’ is often
used very broadly to describe two or more persons working together on the same task.
Hence, before we can begin to conceive Orbitia as an interactive tabletop activity
inducing collaboration in a face-to-face setting, we have to become more specific about
the conduct we seek to solicit here.

In line with a process-oriented meaning-making approach on collaboration [7], we
rely on Roschelle and Teasley [8], who define “collaboration” as a “coordinated,
synchronous activity that is the result of a continued attempt to construct and maintain
a shared conception of a problem” (p. 70). So, the design of Orbitia aims at imple-
menting a co-located activity, that provides a mediational framework supporting par-
ticipants’ mutual engagement, pointing their orientation to a shared goal, facilitating the
description of the current problem state, and raising their awareness of problem-solving
actions [4].

2.2 Collaboration and Interactive Tabletops

Interactive tabletops can integrate physical and digital artefacts, spoken and written
texts to provide groups with a focal point and dynamic resource to support collabo-
ration [3]. In other words, they are inherently designed as shareable interfaces (see
Fig. 2): their input modalities support more than one participant [9] and their horizontal
orientation enables face-to-face communication around a large surface that provides
participants with a shared overview and focus point [10].
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Pointing to relevant studies Ioannou and Antoniou [11] (p. 165) summarize that
tabletops enhance the sense of teamwork, induce interaction and willingness to par-
ticipate in group tasks, foster equity in physical interaction, promote joint attention on
the task, and improve the (learning) experience and engagement with the task. Indeed,
when participants’ attention is drawn to the tabletop, they can see each other’s actions
as well as the system’s feedback, potentially changing the nature of the collaboration:
for example, the explicit awareness of other’s hand actions facilitates exploration and
increases collaborative forms of construction and meaning making [12] (p. 319).

Fig. 1. Annotated screenshot of ‘Orbitia’.

Fig. 2. A group of participants engaging with ‘Orbitia’
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However, none of these promising study outcomes can be taken for granted and, as
we pointed out above, the pedagogical framework that is designed into the ITT-
mediated activity is a crucial issue here. For this reason, we shall now outline the
essential features of Orbitia’s pedagogical structuring and how we implemented them.

2.3 Cooperative Learning

In instructional contexts “cooperative learning” and “collaborative learning” are either
used interchangeably or presented as having considerable overlap. At times, cooper-
ative learning is considered as the more structured approach where “the structure is
imposed by the teacher” and “is designed to achieve a specific goal or end-product”
[13] (p. 71). During our literature research we found that a number of researchers [14,
15] take inspiration in Johnson & Johnson’s work on cooperative learning [5, 6] to
develop educational collaborative game scenarios. The latter are defined as games
where “all the participants work together as a team, sharing the pay-offs and outcomes;
if the team wins or loses, everyone wins or loses” [16] (p. 25).

The Johnsons rely on a social interdependence perspective and “cooperation” is
described as “positive interdependence”, which exists “when students perceive that
they are linked with groupmates in a way that makes it impossible for anyone to
succeed unless the entire group succeeds (and vice versa) and that they must coordinate
their efforts with their groupmates to complete a task” [5] (p. 27). Research indicates
that participants engaged in cooperative settings spend considerable time on task, show
positive attitudes toward the experience of working on the task, take accurate per-
spectives, generate new ideas and readily transfer their cooperative efforts to new tasks
[17].

Such a defined approach of cooperative learning is suitable for creating a group-
worthy task which calls for participants to rely on multiple resources that cannot be
mobilised by one person alone, and aims at creating a situation in which participants
“work interdependently and reciprocally, and where the exchange of ideas and infor-
mation” and “the joint construction of understanding” are key to success [18] (p. 115).

In order to construct the pedagogical structuring of ‘Orbitia’ we relied on the
following interdependence principles of “cooperative learning”: fantasy (the task is
embedded in a compelling narrative, here: space-mining), environmental (group
members are bound by the physical environment; here: the tabletop and the graphical
representation of a planetary surface), identity (establishment of a group identity, here:
participants are positioned as a space mining crew by the narrative), goal (only the
group can accomplish the set goal, here: collecting the minerals), task (each participant
has to complete a sub-task for the group goal to be achieved, here: steering and
retrieving manoeuvres), role (complementary task-relevant responsibilities are dis-
tributed among the participants, here: being in charge of mining, repairing or energy
matters), resource (every participant holds only a portion of the needed resources, here:
for example, individually allocated steering options) and reward (every participant
receives the same reward when the group goal is reached, here: moving to the next
level and eventually winning the game). To avoid putting pressure on an emerging
group, we have not yet implemented an outside enemy interdependence (the group is
put in competition with other groups, standards or time). Nevertheless, this feature may
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be applied in the second phase of the activity where the collaboration procedures
established by the participants are to be challenged.

3 Implementing Cooperative Learning Design
Considerations

More particularly, we worked on resource, role and task interdependence to guide the
design of three collaboration-inducing ‘flagship’ devices: the rover-steering-device
(RSD), the item-locating-device (ILD) and the responsibility-activating-device (RAD).

(1) The rover-steering-device consists of a virtual manoeuvrable rover with distributed
control buttons. Every control station is equipped with two touch-controlled arrows
(Fig. 1, no 5; Fig. 3a) enabling each participant to steer the rover into two different
directions. This particular distribution of the control options aims at ensuring that
every participant has to bring in a specific resource (two unique directions)
assigned to him/her in order to move the group’s rover to a targeted spot. The
steering movements have to be performed in an appropriate order and thus every
movement correspond to sub-tasks to be done by the responsible participants. This
is reinforced by the fact that two directions (see Fig. 3b) can only be taken through
the composition of two other directions, thus requiring the intervention of two
participants in close coordination. The distribution of the steering options con-
tributes to the establishment of roles, further strengthened through the organisation
of the ILD and the RAD.

(2) The item-locating-device consists of one tangible shared object (drone) with an
integrated display, a surrounding 3 � 3 digital grid and four mini-maps in each
control station (see Fig. 4). The drone can be operated by every participant to
disclose the hidden items in the sandstorm area. While being moved over the
surface the display shows the number of (hidden) items in the surrounding grid.
After pushing a button, the nature of the surrounding items (mineral, energy stack,
sharp rock) and their location is briefly revealed in the grid. This information is
then distributed to the corresponding mini-maps1 in the three control stations.
Thus, every participant has a particular complementary resource at his/her dis-
posal, i.e. the information on the location and the amount of the type of items that
are associated with his/her control station. This feature aims at supporting the
establishment of a specific role for every participant, which is materialised in the
RAD.

(3) The responsibility-activating-device offers three different positions materialized as
energy, damage, and mineral control stations located in three separate places
(Fig. 1, no. 7–9; Fig. 5). Every participant is expected to take the responsibility of
one area: energy, mining, or damage management). According to the assumed
responsibility, s/he has to monitor the number of attributed items (energy units,
number of spare wheels or number of minerals collected) and the corresponding
locations of the collectable (energy, minerals) and dangerous items (rocks). The

1 This feature is inspired by the quadrants in the game “Chase the Cheese” [15].
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different items are marked on the respective mini-maps as dots meaning that the
dots appearing in the mini-maps of the mining control station point to the location
of the minerals and so on. Thus, according to his/her role, every participant has a
particular complementary resource at his/her disposal, which is the information on
the location and the amount of the type of items that are associated with his/her
control station. This role- or responsibility-related distribution also applies to the
information shown in the display area of every control station (Fig. 5, blue rounded
rectangle). On pushing the info button first (Fig. 5, red circle) and then the
appearing crosses (not visible in the figures), the participant receives responsibility-

Fig. 3. (a) Distribution of directions (b) Composing missing directions

Fig. 4. Participants applying the item-locating-device
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specific written information2 with regard to the features of his/her station. Fur-
thermore, every participant has to perform the related pick-up respectively the

Fig. 5. Responsibility-activating-device (Color figure online)

2 Other less specific information – for example, the mission objective, some features of the map (base,
sandstorm, etc.) – is available right away for every participant in a display field above the grid or
around the drone. For reasons of space and to ensure better readability, we chose not to elaborate
here on how we provided the participants with written operating instructions.
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wheel-changing action by pushing the button on his/her control station provided
for this purpose (task interdependence).

4 Conclusion

Taking Stahl’s [3] caution seriously, we conceptualised the pedagogical design of our
collaboration-inducing ITT-mediated activity Orbitia by relying on a sound and vali-
dated cooperative learning approach developed by the Johnsons [5, 6]. We are aware
that all the other considerations listed by Stahl [3] – interface design, user evaluation
and collaboration culture – are equally important and closely intertwined. That’s why
we plan to address these issues in subsequent publications. In this paper, we elaborated
on how we implemented the concept of “positive interdependence” [5, 6] in the design
of Orbitia. So far, our ongoing user evaluation and video analyses indicate that par-
ticipants experience the engagement with Orbitia as collaborative, display collaborative
conduct in the sense of [8], and actively engage with and appropriate the three
developed flagship devices the rover-steering-device, the item-locating-device and the
responsibility-activating-device.

Acknowledgements. We thank the Luxembourg National Research Fund (FNR) for funding
this research under the CORE scheme.
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Abstract. In this paper, we describe techniques and considerations for using
emoji effectively in educational programming tools. Introducing emoji gives
users access to more than 3,000 different image assets for game and other
application development. Since the font files installed in the user’s computer
vary by its operating software and device vendor, it is preferable that pro-
gramming tools bundle common emoji font files for users. Emojis have a variety
of gender and skin color patterns, which reduces the artist’s effort to bring
diversity to the illustrations of the people. Some emojis contain violent or vulgar
expressions. Tool providers can filter some emojis to prevent children from
accessing inappropriate emojis in schools, or they can adjust visuals to mitigate
aggressiveness. Advanced visuals and applications can be obtained by extract-
ing contour and geometry information or adding shadows. In order to help users
quickly find the emoji they are looking for from many emojis, a utility system
should be implemented that classifies emojis by category, searches for emojis by
word, and suggests random emojis.

Keywords: Programming tool � Emoji � Visual programming � Visual design

1 Introduction

1.1 Visual Elements in Programming Tools

A typical educational programming tool uses user code to animate visual elements,
such as pictures of animals or people. Scratch [1] allows users to use many image assets
provided by the tool, as well as image files uploaded by the users and illustrations
drawn by the users on the tool. Image assets make it easy to get started coding quickly,
and learners who aren’t good at drawing or don’t paint well with the mouse can easily
get involved in the development of an application.

In developing our new programming tool, we chose a policy of providing users
with a sufficient amount of image assets, as existing tools do, and used emojis as a
resource for image data (Fig. 1).

1.2 Emoji

Emoji are pictograms used inline in text. In recent years, they are frequently seen in e-
mails, messengers, and texts posted on social networks. Emoji are standardized by the
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Unicode Consortium and its Unicode Emoji [2] defines pairs of one or a few code
points and a corresponding example pictogram. Currently, 3,053 emoji types are listed
in the latest standard, Unicode Emoji 12.0 published in 2019.

Emoji symbols cover a variety of things such as animals, food, vehicles, buildings,
and occupations, allowing users to express a diverse and complex world and story
without having to draw pictures by themselves. Emoji encourages users to challenge
themselves to code movement, for example, making a bouncing ball, a running tiger, a
flapping butterfly, or a flame spreading.

One of the features of emojis is that they are designed to be acceptable to a diverse
group of people. For example, the technologist, as defined by the Unicode emoji, has
three genders and six skin colors, for a total of 18 patterns (Fig. 2). The same is true for
other professional emoji, such as firefighters and pilots.

2 Implementation

2.1 Bundling Emoji

The type of emoji font file preinstalled on a user’s computer depends on the type and
version of the operating system and the vendor of the device. Even if the font name is
the same, the type and design of the emoji included depends on the version of the font.
When a user’s font file does not contain the desired emoji data, a renderer such as a
Web browser displays a fallback box glyph called “tofu” or a list of individual emoji

Fig. 1. Our programming tools provide users with emojis as image assets that can be used for
game development.

Fig. 2. Three gender patterns and six skin-tone options are available for each profession
(Twemoji [3]). (Color figure online)
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decomposed based on ZWJ (zero width joiner) as shown in Fig. 3. Usually, in such
cases, it is difficult for the user to read the original meaning. Therefore, when using
emojis in programming tools, it is desirable to bundle and distribute a common set of
fonts for all users to use on the tool.

2.2 Licensing

Only a small number of vendors produce emoji typefaces compared to the alphabetic
typefaces. Table 1 shows a list of the major emoji fonts. Most of the emoji font vendors
are platformers with huge users, like operating software and SNS. In terms of font
licensing, there are only four fonts that can be distributed as part of a programming
tool.

Fig. 3. A font fallback box glyph (left) and decomposed emojis (right). Emojis that cannot be
represented by the user’s font file are rendered in these styles.

Table 1. Major emoji fonts and their licenses.

Emoji Example License and URL

Twitter
Twemoji

CC-BY 4.0
https://github.com/twitter/twemoji

Google
Noto Emoji

Apache License 2.0
https://github.com/googlefonts/noto-emoji

Apple proprietary 

Microsoft
See https://docs.microsoft.com/en-
us/typography/fonts/font-faq

Samsung proprietary 

Facebook proprietary 

OpenMoji
CC BY-SA 4.0
https://github.com/hfg-gmuend/openmoji

WhatsApp proprietary 
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2.3 Rendering

Some emoji fonts are not vector data but a set of PNG compressed bitmap data (100–
200 pixels wide per character) stored in the font file. Rendering such image beyond
their original size will result in artifacts (Fig. 4). On the other hand, rendering many
vector data requires either pre-rendering the emoji offline, or an efficient way to draw
the vector data in real time.

For monochromatic emojis, signed distance field (SDF) [4] or multi-channel signed
distance field (MSDF) [5] can be used to produce huge rendering results from images
with a few tens of pixels per side (Fig. 5), while keeping sharpness (Fig. 6). More
research is needed on how to efficiently render vector data for emojis containing
multiple colors [6].

2.4 Orientation

When using emojis in programming tools, the orientation of the emoji symbols should
be handled with care. If not handled properly, for example, a marathon runner in the
game will run backwards. Unicode Emoji does not specify the orientation of symbols in
most cases, except for some symbols such as arrows. Programming tool developers
should manually tag the orientation of the emoji or allow users to flip the orientation of
the symbol left or right in the tools.

A proposal to use ZWJ to add orientation information to emojis is being discussed
in the Unicode Consortium [7]. Therefore, future implementations could use this to
determine orientation.

Fig. 4. Sharpness is lost due to enlargement of low-resolution emoji.

Fig. 5. MSDF-encoded image (44 � 48 pixels) of an emoji depicting a rocket (see Fig. 6).
(Color figure online)
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2.5 Reducing Aggressiveness

Some emojis contain violent expressions and vulgar gestures. Especially in educational
use, programming tool developers need to consider removing these emojis, or they can
just provide a configuration to filter these emojis. We found a technique to mitigate the
aggressiveness of some emojis by fattening the outline of the emoji, as shown in Fig. 7,
to give the illusion that it is a sticker depicting a knife rather than a real knife.

A pistol was once depicted in emojis as a classic handgun, but after Apple changed
its design to a toy gun in 2016, all the major emoji vendors have shifted these to
depicting water guns [8].

2.6 Taking More Out of the Emoji

If many emojis appear in the game, it can be difficult to tell which objects are important
(e.g., controllable player characters). The presence of emojis of important characters
and objects can be emphasized by adding round shadows to the background (Fig. 8).

The geometry data retrieved from the emoji is useful for games using physics
simulations (see Fig. 1, center).

2.7 Searching for an Emoji

Since there are more than 3000 emojis, programming tools need to assist users to
quickly find the emoji they want to use.

Fig. 6. MSDF can generate sharp, high-resolution images from low-resolution data (see Fig. 5).

Fig. 7. The wide white outline reduces the aggressiveness of some symbols.
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Classification by Category. Emojis can be categorized according to their meaning. It
is useful to be presented with all the animal emojis when the user wants to create a zoo.
Unicode provides official emoji categories and subcategories in its list [9].

Searching for Emojis Associated with a Word. A system can be provided to display
multiple emojis associated with a search term. It is useful when users are looking for a
specific national flag from more than 200 flags, or for emojis that are difficult to
categorize, such as a spoon (food or tools). The programming tool needs to implement
a mapping table of words and their corresponding emojis. Unicode provides short name
and some keywords for each emoji [9].

Random Emoji Suggestions. Presenting random emojis to users is one way to deal
with the complexity. Users can decide the theme of the game based on random emojis.
Since flags and people make up a large percentage of emojis, people and flags appear
frequently when randomly selecting emojis with uniform weighting. It can be avoided
by biased weights.

3 Future Work

The productivity of emoji searches needs to be improved, as the number of emojis is
expected to continue to grow [10]. To cope with the increasing resolution of users’
devices, a method of rendering emojis with better runtime performance is required. It
would be useful to be able to create a new custom emoji (such as a facial expression) in
the same style as the tool’s emoji when the user cannot find the desired emoji.
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Abstract. Using by the compact disc are able to easily make an original
top. This CD top will support in the learning of the gyroscopic and moment of
inertia. Therefore, sometimes it become to a theme of experience course of
Science Museum. We using on this CD tops, has developed a “Koma Scouter”
as a system to connect the original tops making and edutainment. This system
first shooting top of arranging the color nut on the CD in USB camera. Next, the
system presents to user the score of rotation ability of the tops taken by image
analysis. By presenting the rotation score top the user own, the user can rec-
ognize performance of the top that own it. In this paper, we describe a method
for recognizing the color nuts, which are arranged in the CD, and a method of
evaluating the rotation score of the CD top. As a result of using this system in
scientific events, Kids of about 40% has reworked the top.

Keywords: Top � Science education � Edutainment � Interaction � OpenCV

1 Background

In recent years at science museums and large shopping centers, there have been a lot of
interactive edutainment projects [1, 2] that make use of things children make them-
selves [3, 4]. However, with these sorts of projects, none of the things the children
make are evaluated scientifically. That is why we offer a “Koma Scouter” as a system
that can scientifically evaluate the original spinning tops (works) made by the children.
Colored nuts are arranged on a CD that will be a spinning top, and by that image being
analyzed by this system, the center of gravity and moment of inertia are measured from
the size and placement of the nuts, and a score is presented for that spinning top’s
rotational ability. This will give the children an understanding of rotation, and it can be
expected to act as a motivation for them to remake it.

2 Related Work

Interactive system using the tops has been developed a few so far. “Moving, Hitting,
Expending” [5] are media-art systems that extend Tops with audio and visual effects by
tracking the Top moving in real time. Matoba et al. has developed a playground
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equipment system that expands the top play experience [6]. In this system, an original
top-and-bottom controller equipped with an electric motor is used to rotate without
touching the top, and visual effects and dynamic feedback are added to the top play.
MRSPINTOP [7], which we previously developed, is a camera-based augmented
reality entertainment system that observes the top with an overhead camera and
overlays three-dimensional characters on the camera image. Such an interactive system
that extends the rotational movement of a top is based on the premise that the top is
prepared as a special system, and it is not assumed that a kid creates and uses an
original works. For this reason, the cost per tops kids tends to be high, and it is not to
say that this system is for everyone to play.

3 Overview of the Koma Scouter

Anyone can easily make a spinning top, and so as to display the score for that top, our
research representatives developed a top construction kit, a top photography case, and a
program to measure the top. Figure 1 displays a diagram with an overview of this
system, and the specifics for the top construction kit and the top photography case.

3.1 Original Spinning Top Construction Kit

As the main part of the spinning top the children make, it uses a normal 12 cm size CD
with a white background. On top of the children using markers to draw anything they
like on the white background, they glue on JIS standard M4, M5, and M6 nuts colored
either red, green, or blue.

3.2 Spinning Top Photography Case

This is a case that photographs the top of the spinning top with a USB camera and
measures the score for that top from the acquired image. In addition to the camera, the
case also includes LED lights, and a QR code reader. The guide portion on this case has
a QR code reader that automatically reads the QR code underneath the original top the
children make, and it recognizes each top individually.

3.3 Spinning Top Measurement Program

The spinning top measurement program is an image recognition program that recog-
nizes the placement of the nuts and measures the center of gravity and moment of
inertia. So as to obtain the position of each nut, it uses the photographed image to detect
the nuts from matching it to a template. It calculates a KomaScore for each spinning top
from the obtained size and position of each nut. The algorithm to calculate the
KomaScore is as follows. With the number of nuts as i, the placement vector of the nuts
as p, and each nut’s mass as m, it is possible to calculate the spinning top’s center of
gravity vector G with (1)’s equation. So as to take vector G and turn it into a score, the
radius of the CD is converted into centimeters, and with it set as 6, the GScore is
calculated with (2)’s equation. For the moment of inertia score, the moment of inertia I
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is calculated from (3)’s equation from the number of nuts as i, each nut’s mass as m,
and the distance from the center of the spinning top as r. The calculated value for I is
very small, so to be able to use it as a score, it is multiplied by 100 to produce the
IScore for this value.

G ¼
P

i m
ipi

P

i m
i

ð1Þ

GScore ¼ � jGj
6

� 1
� �

� 100 ð2Þ

I ¼
P

i m
ir2i

P

i m
i

ð3Þ

IScore ¼ I � 100 ð4Þ

A. Original spinning top construction
kit

B. Detail of Spinning top photography case

C. System Overview

Fig. 1 Overview of Koma Scouter, original spinning top construction kit and spinning top
photography case
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4 Field Research from Events

In order to use the Koma Scouter was developed in the present study in the actual
children’s events, creative event was carried out “made by Let’s play! Spinning disk”.
This event, to 8 days until August 10 to 18 days 2019, was carried out as a summer
event of Toshiba Future Science Museum. Flow of this event are, at first, kids making
the original top by reference a sample of the top. Then they were checked the Koma
score of the made top by using the Koma Scouter. Finally, Kids freely played with their
original tops using a special table. Figure 2 shows children trying it out. According to
the historical data, the total number of people who tried it out was 2,854, and there
were a total of 6,538 measurements done. According to Table 1, there were 1,152
participants who did two or more measurements (repeat measurers), and about 40% of
participants remade their spinning top. The Improvement Rate heading in Table 1
displays the percentage of scores done for repeat measurers whose later scores had
improved compared to their initial score, and a trend can be seen that as the number of
measurements increased, the improvement rate also increased. Figure 3 displays the
percentages of the number of times participants did repeat measurements. According to
the historical data, as the measurements were repeated three or more times, the
improvement rate increased, suggesting that the participants who did it three or more
times were intentionally trying to raise their scores.

5 Discussion

Analysis of historical data and Discussion Total experience person number of people
during the event from the history data of the Koma Scouter was 2852 people. The
number of total measurement was found to be was 6538 times. The average top score
of the number of measurements and the number of user is shown in Table 1. According
to Table 1, experience who made the measurement of two or more times (repeat
measurement person) is 1152 people, it can be seen that about 40% of the user had been
re-create the top. Table and improvement rate in the third column shows the percentage
of people of the score than subsequent that score of the initial measurement of the
repeat measurement person is high, that there is a tendency to go up is about
improvement overlaying the number of measurements It is seen. The percentage of
repeat measurement number of user is shown in Fig. 3.

Fig. 2 Kids making a top and measuring Koma score
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From historical data, it can be seen that the improvement rate is increased from
three or more repeat measurements. In other words, experience who are measuring
more than three times, is considered as an attempt to raise the intentionally score. In the
event, easily from infant to adult, it had been making each of the original top. In around
the Koma Scouter.

6 Conclusion

We proposed a “Koma Scouter” as a system that can measure the rotational force of the
original top that children were produced. In this system, it obtains the surface image of
the original top using a USB camera. Then, recognizing the position and size of the
arranged colored nut from the acquired image. And,

To measure the center of gravity and moment of inertia of the top, it is presented to
the user as Koma score. Koma Score was made using the present system have been
found to function as an index to know the rotation ability is spinning tops.

However, there recognize undetected or erroneous in the detection of color nut, an
error of about 10% measured KomaScore occurs. At present, there is a problem that the
top score will change slightly in the case of the same top again measured.

Table 1 Event logging data and users average score

Times User Improved persons Improvement rate Score average Score median

1 1700 73.65 74.06
2 492 279 57% 73.65 73.99
3 249 192 77% 73.74 74.60
4 119 98 82% 74.44 75.19
5 86 77 90% 76.18 76.76
6 54 47 87% 75.77 75.24
More 152 143 94% 76.34 76.13

Fig. 3 Rate of score up users
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Such as to apply a deep learning technology, we believe that it is necessary to
increase the detection accuracy by using a new method.
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Abstract. For second language learners, computer-aided language
learning (CALL) is of high importance. In recent years, the use of smart
phones, tablets, and laptops has become increasingly popular; with this
change, more people can use CALL to learn a second language. In CALL,
automatic pronunciation assessment can be applied to provide feedback
to teachers regarding the efficiency of teaching approaches. Furthermore,
with automatic pronunciation assessment, students can monitor their
language skills and improvements over time while using the system. In
the current study, a text-independent method for pronunciation assess-
ment based on deep neural networks (DNNs) is proposed and evaluated.
In the proposed method, only acoustic features are applied, and native
acoustic models and teachers’ reference speech are not required. The
method was evaluated using speech from a large number of Japanese
students who studied English as a second language.

Keywords: Automatic pronunciation assessment · Acoustic features ·
Deep neural networks

1 Introduction

English is one of the most widely spoken languages in the world and many people
learn English as a second language (ESL). In addition to conventional in-class
English learning, the importance of computer-aided language learning (CALL)
increases. ESL includes four components namely, listening, reading, speaking,
and writing. The current research focuses on English pronunciation assessment,
which plays an important role in the speaking component of second language
learning.

Previously, several studies addressed the problem of automatic pronunciation
assessment using different features and grading approaches [4,7,11]. However,
the majority of the studies reported require accurate native acoustic models
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with a large amount of training data, reference teachers’ speech, and are usu-
ally text-dependent (i.e., known text of the uttered speech). These automatic
assessments are only useful for shadowing-based pronunciation learning. In con-
trast, text-independent automatic pronunciation assessment without teacher’s
reference speech can expand possibility of CALL applications.

2 Methods

2.1 Overview of Data Collection

In the proposed method, automatic pronunciation assessment without reference
native speech and known text of the uttered speech is being considered. Because
of the simplicity in collecting the speech data, in the current study a speech
shadowing framework and materials were used.

To evaluate the effectiveness of the proposed method for automatic pronunci-
ation assessment, speech data on various materials and a large number of speak-
ers were collected. Following the data collection, human raters were employed
to annotate the collected speech samples. In this section, the data collection
procedure and the data annotation are described.

Speaking Materials and Collected Speech Data. For speaking material,
3,388 sentences of shadowing samples extracted from daily conversations were
used. The materials were classified into five subsets reflecting the English pro-
ficiency level. In the current study, the TOEIC listening and reading test score
was used to define difficulties of materials.

The materials also included the native reference speech samples, and, there-
fore, the speakers could use the native speech as a reference before producing
the desired speech sample. This made it easy for speakers to produce difficult
sentences and reduced the need for dictionaries. The speakers who participated
in the data collection included Japanese students (45.53%), native Japanese
English teachers (11.24%), and native English teachers (43.23%).

In total, 924 speakers produced speech samples from a part of the shadowing
materials. Details of the collected speech data are shown in Table 1.

Table 1. Details of collected speech samples.

TOEIC score# of sentences in shadowing materials# of collected speech samples

∼400 729 57,601

400∼500 777 67,090

500∼600 938 65,060

700∼800 521 34,391

800∼ 423 23,214

Total 3,388 247,356
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Annotation by Manual Pronunciation Evaluation. A part of the collected
speech data which consists of 96,993 speech samples were evaluated by human
raters using four criteria as shown in Table 2.

Table 2. Criteria of subjective evaluation.

Criteria Check point Rank 5 Rank 4Rank 3 Rank 2 Rank 1

Overall Intelligibility Near native 3∼5 Intermediate 1∼3 Beginner

PronunciationStress >90% >70% >50% >50%<40%<40%

Intonation Intonation/stress Appropriate

tone place and

pitch

3∼5 Often appropriate1∼3 Not appropriate

Fluency Rhythm/linking/speedNatural 3∼5 Fairly natural 1∼3 Not natural

Each speech sample was evaluated by two different English native raters using
a 5-rank scale for each criteria. The two scores were averaged to provide the final
score. Tables 3 shows the annotation results of overall annotation criterion.

Table 3. Subjective evaluation results in overall criterion.

Rank in overall criterion Rank 1 Rank 2 Rank 3 Rank 4 Rank 5 Total

# of speech samples 3,433 6,698 11,165 11,737 63,960 96,993

2.2 Results

The data set for preliminary DNN experiments were created by using a sub-
set of data shown in Table 3. For pronunciation assessment, a 3-level scale was
used, namely, below average (rank1 and rank2), average (rank3), and above aver-
age (rank4 and rank5) by merging the corresponding ranks. In the experiments
reported in the current study, 935 speech samples for each class were used for
training the DNN [6]. Other 924 speech samples for each class were used for the
DNN evaluation.

For the evaluation, the recalls of each class, the unweighted average recall
(UAR) (i.e., mean of the class recalls), and the Pearson correlation coefficient
metrics were used. Mel-frequency cepstral coefficients (MFCCs) [8] concatenated
with shifted delta cepstral (SDC) coefficients [1,9] were extracted from the speech
signal every 10 ms with a time window of 20 ms. The MFCC and SDC features
were used to construct the i-vectors [3] used for training and evaluation.

Gaussian mixture models (GMMs) supervectors are widely used in speaker
recognition. The GMM supervectors are obtained by concatenating the means of
an adapted GMM. The main disadvantage of supervectors is the high dimension-
ality, which imposes high computational and memory costs. To overcome these
problems, the i-vectors were introduced, which represent the whole utterance by
a small number of factors, explaining also the variability of speaker, language,
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emotion, and channel. In the current method, the i-vectors are used as features
for pronunciation scoring. Following i-vector extraction, linear discriminant anal-
ysis (LDA) [5] was also applied to further improve the class discrimination ability.

The classification experiments were based on DNNs. A DNN is a feed-forward
neural network with many (i.e., more than one) hidden layers. The main advan-
tage of DNNs compared to shallow networks is the better feature expression and
the ability to perform complex mapping. In the current study, four hidden layers
with 64 units and ReLu activation function were used. On top, a fully-connected
Softmax layer was added. The number of batches was set to 512, and 500 epochs
were used.

Table 4 shows the results achieved. As shown, when using LDA, significant
improvements were obtained. When using MFCC and SDC features with LDA, a
64.4% UAR and a 0.48 correlation were achieved. These results are comparable
or even superior to other similar state-of-the-art approaches [2,10].

Table 4. Individual recalls for the three classes.

Features (ivector
extraction)

Below average Average Above average UAR Pearson CC

MFCC 56.24 23.98 25.18 35.13 0.0236

MFCC + SDC 42.45 31.53 35.01 36.33 0.0568

MFCC + LDA 50.96 62.95 60.67 58.19 0.3928

MFCC + SDC +
LDA

63.14 57.30 72.75 64.40 0.4803

3 Conclusions

In the current paper, a method for automatic pronunciation assessment for sec-
ond language learners was presented. The method is based on DNNs, and the
results obtained were very promising. Data collection of a large number of speak-
ers was also introduced. Evaluating the method using a larger amount of non-
native speech data is currently in progress.
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Abstract. Software engineering education in Japan is an established field, with
more students being increasingly attracted to this area. However, many Japanese
academic institutions lack a vision of the global aspects of software engineering
teaching. This work will present some of the lessons learned during an intro-
ductory software engineering course held at a Japanese university, in a multi-
cultural classroom.
Besides the contents of the taught material, the various in-class activities and

assignments are meant to make the students aware of the importance of cultural
differences, not only when teaching software engineering, but also in future
software development centered workplaces. Class participation levels during
these activities of Japanese students vs. international students will be high-
lighted. This work will emphasize the need for culturally responsive teaching to
be applied in a software engineering classroom and will offer a glimpse into a
multicultural environment at an academic institution in Japan.

Keywords: Multicultural environments � Global software engineering � Class
participation

1 Introduction

When it comes to learning in general, culturally responsive teaching, a term introduced
by Ladson-Billings in 1995, is a pedagogy that recognizes the importance of including
students’ cultural references in all aspects of learning [1]. This applies to all learned
disciplined, including software engineering (SE). Moreover, the field of global software
engineering has gained particular interest in recent years, as a reality for even the
smallest companies [2]. Numerous educational aspects, as well as work style and habits
are culturally specific, and this is visible in the SE field as well. Software engineering
educators need to prepare the students for their future workplaces, which are often these
days international and distributed.

Software engineering education in Japan is an established field, with more students
being increasingly attracted to this area. However, many Japanese academic institutions
lack a vision of the global aspects of SE teaching. Our previous work highlighted some
of the students’ perceptions of global aspects of software engineering, as shown in [3]
and [4]. This work will present some of the lessons learned during an introductory SE

© Springer Nature Switzerland AG 2020
C. Stephanidis and M. Antona (Eds.): HCII 2020, CCIS 1225, pp. 343–348, 2020.
https://doi.org/10.1007/978-3-030-50729-9_49

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_49&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50729-9_49&amp;domain=pdf
https://doi.org/10.1007/978-3-030-50729-9_49


course held at a Japanese university, in a multicultural classroom. The results presented
in this paper are based on the instructor’s empirical observations, on questionnaires and
after-class informal discussions, gathered since 2016, when this course was held in
English for the first time at the institution where the author teaches. The contents of the
taught material, together with the in-class activities and assignments, are meant to make
the students aware of the importance of cultural differences, not only when teaching
SE, but also in future SE-related workplaces.

2 Course Description and Evolution

2.1 Basic Course Description

The focus of this work is a course named “Principles of Software Engineering”, taught
in the past 4 years at the University of Tsukuba in Japan. This is an introductory course
which aims to introduce basic software engineering principles, covering topics like:
software development models, life cycle, requirements gathering and specification,
system design, user interface design, testing (verification and validation), project
planning and management, business aspects of software development etc.

This course is mainly intended for computer science graduate students, but it is also
available to students belonging to other majors, as well as undergraduate students. In its
first year, i.e. 2016, 15 students enrolled, followed by 26 students in 2017 and 35
students in 2018. In 2019, the course attracted 66 students. The language of instruction
is English, unlike the majority of the other courses, which are offered in the local
Japanese language. The classes were made up of a mixture of local Japanese students
and international students, as shown in Table 1. Most participants were computer
science students enrolled in the master’s course. There was one undergraduate student
in each 2016 and 2018; two undergraduate students enrolled in 2019. In each 2018 and
2019, one student belonging to a different major enrolled; moreover, two exchange
students participated in the course held in 2018.

2.2 Course Evolution

Whereas the main topics of the course remained the same throughout the 4 years since
its inception, the structure of the classes evolved, as this section will describe.

Table 1. International students’ participation in the SE course

Year Total number
of students

Number of
international students

Percentage of
international students

2016 15 9 60
2017 26 18 69.2
2018 35 24 68.5
2019 66 33 50
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The first and the second year resembled mostly a classical lecture style course,
where most of the time was spent by the instructor lecturing in front of the students and
the participants listening for the most part. However, the instructor insisted on
involving the students, thus asking questions and eliciting answers from the students. In
the first year of holding the course, it already became clear to the instructor that cultural
differences are present in the classroom. In line with many cultural-differences theories
(e.g. [5, 6]), it was obvious that the Japanese students, as members of a collectivistic
type of society, are more used to listening to the lecturer, without questioning him/her,
whereas many of the students belonging to more individualistic societies are eager to
express their opinions, to question what they are being taught. The efforts to involve the
Japanese students did not yield immediate results. Unless individually asked to give an
opinion, these students generally preferred a passive attitude during the discussions. It
was at this point that the instructor realized that she must find alternative ways to
involve the students more actively.

Starting with 2018, the number of class activities increased. Mini teams were
created in class and the students had clear tasks which involved communicating with
their teammates. After fulfilling their tasks, the teams were asked to report in front of
the classroom and/or compare results with other teams and discuss outcomes. The
teams were created in such a way that the members belonged to at least two different
cultures and, as much as possible, they had to speak English amongst. It is worth
mentioning here that often Chinese students are fluent in Japanese and, when working
with Japanese classmates, they can easily speak their language, thus, not all team
interactions took place in English. However, reporting results or discussing outcomes
with the whole class was always performed in English. At first, the Japanese team
members were tempted to ask their non-Japanese teammates to speak in front of the
whole class; however, the instructor made sure to elicit some form of active partici-
pation, either in the form of confirming what their teammates reported or by asking
them to make extra comments.

The latest teaching year, i.e. 2019, was particularly fruitful. Each lecture included at
least one class activity. The groups were created such that they each contained
members from different cultural background. With such a large number of students, i.e.
66, out of which 33 were Japanese and 33 were international students (from 6 different
countries), there was no difficulty to create different groups every time, with different
combinations of students’ nationalities. The number of class activities was higher than
in the previous year and the types of activities were more diverse.

In one example, using manaba [7], i.e. the learning management system available
for the class, a micro-project was carried out; its purpose was supporting the teaching
of issues entailed by the requirements elicitation phase in the development of a soft-
ware product. Seven teams were created beforehand by the instructor; the class activity
is described below.

Part I:
– 5 min: within the team created beforehand by the instructor, on manaba, choose

two members acting as “customers” and 4–6 members acting as “developers”
– 10 min: “developers” create a questionnaire for the “customers”
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– 10 min: “customers” answer questionnaire in writing (“customers” and “de-
velopers” do not communicate directly)

– 15 min: “developers” create a requirement document, using “shall”, “should”
and “unclear” items (the “shall” items include requirements that the product
must have, whereas the “should” items refer to those that would be helpful, but
not absolutely necessary)

Part II: swap “customers” with another team developing the same product
– 5 min: “customers” write what they disagree with, what pleasantly surprises

them, what is missing in the requirements document
Part III: share the documents with the whole class and discuss

After completing the activity, the instructor asked questions like: was there a leader
among developers? did everyone participate? did the customers collaborate? which is
better, small development teams or larger ones? would interviews be more helpful than
questionnaires?

This activity was just one of several activities highlighting the importance of cul-
tural differences within teams who participate in various software development phases.

With regard to the method of assessing students’ work and grading, one of our
previous small-scale studies highlighted the students’ preferred grading style [3]. As
was shown in this work, most participants preferred either individual assignments or
team projects, with no student choosing a final exam as their preference. This result is
in line with the instructor’s decision to abolish the final exam after the first year and use
assignments as the main grading method in subsequent years.

3 Discussion and Lessons Learned

Due to the fact that it is taught in English, the instructor believes that, at first, there was
reluctance at registering for this course, anticipating difficulties in understanding the
course materials and performing assignments or taking exams. However, the instructor
made sure to accommodate the lack of confidence in writing in English and thus
allowed the students to write their assignments in Japanese, provided that the assign-
ments are submitted in electronic form (i.e. not hand-written, in order to facilitate
translation in English for the instructor, if needed). All class materials were available in
electronic form, as well. As students learned about these provisions, more of them had
the confidence to register for a class taught in English. At the same time, in the
beginning, the students enrolled were not aware of the number of interactions that they
would have with the other non-Japanese class participants and which would have to
take place in English. As previously described, year by year, this course entailed an
increasing number of class activities. On the one hand, the potential class participants
learned that they can use Japanese for their assignments, even though the class is taught
in English; on the other hand, they learned that they would need to interact with their
classmates in English, through class activities. The benefits of interacting with other
students appear to have weighed more than the lack of self-confidence when it comes to
communicating in English, as the continuously increasing number of students shows
(from 15 in 2019 to 66 in 2019 – see Table 1). The instructor believes that the success
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of the class activities provides a valuable lesson for students as future employees in
multicultural environments.

Experience with these 4 years of teaching this course taught the instructor that
whereas the content of the teaching material can be more or less fixed, the approach to
teaching this content is very much culturally dependent. Whether more discussions are
involved or more lecture-style teaching is present depends on the students preference
and on how they respond to various teaching styles. The in-class activities showed that
it is important to adjust the team componence, the work style and even the content
itself, based on who takes part in them.

The success of the class was reflected in the comments received from the students at
the end of the course. According to the university’s rules, each course ends with an
evaluation questionnaire given to students in which they rate how well the class was
prepared and conducted, how much time they needed to prepare for each class etc. The
questionnaire also contains open questions in which students point out good aspects of
the course, aspects that need to be improved, expectations, as well as other opinions
and recommendations.

Many students praised the “lively atmosphere”, the “dynamic class”, the interaction
between teacher and students and the chance to communicate with others. The fact that
students were always involved in eliciting answers to various questions was highly
valued. Most students enjoyed the many questions, comments from class and “side
topics” discussions. Interestingly, some students felt they would have talked more, but
that there was always “someone else in the class who would talk before”. Thus, the
suggestion for more pair work came up, i.e. the opportunity to express personal
thoughts, at least in front of one other person, if not in front of the whole class.

One of the most rewarding comments came from one the students stating the
following good aspect of the course: “the lecturer changed the students’ silence into
discussion and projects”. The instructor sees this comment as a success in overcoming
cultural differences and language barriers, i.e. making the students who are traditionally
more inclined to silence participate more in class. One other student stated that “the
principles that I learned in the class changed the way I approach problem solving in
general”, illustrating that the gained benefits go beyond the software engineering area.

Nevertheless, not all students shared the same opinion. At the end of the course in
2019, one interesting comment came to light, stating that “group work is a big waste of
time”, as many students are “not interested in participating or too shy to speak up”.
This comment came from one of the more active students, who observed the big
difference between himself and those less interested in participating. This shows that
there is still much work to be done by the instructor, to persuade those less active to
participate more during class. More than this, the students need to be exposed to more
interactive classes, so that active learning becomes the norm and they participate in
class activities and group work with more ease, regardless of the class componence or
of the language involved.
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4 Conclusions and Future Work

This work highlighted the need for culturally responsive teaching to be applied in a
software engineering classroom and offered a glimpse into a multicultural environment
at an academic institution in Japan. The experience gained in the classroom mimics
some aspects of actual working places in international environments; different cultural
norms and behavior are visible in the classroom, just like they are in a working
environment.

One important direction for future work would be implementing a real-life project
in a truly distributed environment: collaborating with a university abroad, with students
organizing the distributed teams, taking into consideration the spatial, temporal and
cultural differences and carrying out the project.
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Abstract. In this paper, we present an ontology-based visualization language
learning support system (VLLSS) which provide learning materials based on
topic maps. A pilot experiment was conducted to study the learning behaviors
features of learners who studied with VLLSS. One class of 11 intermediates and
one class of 19 beginners from a university in Taiwan studied with the system
for learning Japanese grammar. Not only the reported learning perception but
also the learning logs recorded by VLLSS are analyzed. In terms of learning
perception, no significant difference was found in other scales except in a ten-
dency of significant difference in mental load. It is found that compared to
intermediates who studied more difficult grammar points, the beginners reported
significant higher pressure when studied with the system. In terms of learning
logs, we analyzed the ratio of studied related grammar points to the target
grammar points, the ratio of studied relations to the target ones, and the number
of the target grammar points. We also studied the relation between those three
parameters and the learning habit.

Keywords: Learning behaviors � Language learning support � Topic maps

1 Introduction

Recently years, numerous of language learning support system [1, 2] were developed to
support the traditional language learning. The learning achievement and learning
perception of the learners were normally analyzed for proving the learning effective-
ness [3–5]. However, few discussed the learning behaviors based on the log data
recorded by systems.

In our previous work [3, 4], an ontology-based Japanese language learning support
system (called CLLSS) were designed and developed to help instructors organize
learning materials based on topic maps and also provide learners learning materials
based on topic maps. The examination of learning achievement and learning perception
of the learners were discussed from various perspective. In this paper, the learning
behaviors based on the log data recorded by the new version of CLLSS (ontology-
based visualization Japanese language learning support system, called VLLSS) is
analyzed in addition to the learning perception.
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2 An Ontology-Based Visualization Language Learning
Support System

Figure 1 shows the main interface of VLLSS. As an example shown in Fig. 1, when
the learner studies with a target Japanese grammar point “*ta i” (displayed in the red),
all its related grammar points (nodes displayed in yellow), and the relations (displayed
in different colors in response to the relation name) between them will be shown in a
map. (Since the target grammar point is located in the center of the topic map, in this
work it is also called center node in the topic map). When the mouse hovers over any
node, the attributes of the node (such as pattern, example and so on) will be displayed;
when the mouse hover over any line, the name of the relation will be displayed [4].
Furthermore, from the map the learner can access the learning materials (including
explanations and practices) not only addressing each grammar point by right-clicking
the node but also addressing each relation by right-clicking the line.

3 Experimental Procedures

We conducted a pilot experiment to study the learning behaviors features of learners
who studied with VLLSS. One class of 11 intermediates and one class of 20 beginners
from a university in Taiwan studied with the system for learning Japanese grammar.

Fig. 1. An example of displayed topic map (Color figure online)
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Before the learning activity, both classes took the learning habit questionnaire and then
a 20 min training about how to use the system. After that, the participants were
required to study with the system to study for one hour. Finally, all the participants took
a learning perception questionnaire [4], which involved the satisfaction for learning
mode,technology acceptance measures and cognitive load.

4 Results

4.1 Learning Perception Analysis

The feedback about the learning activity and the system evaluation from both classes,
are shown in Table 1. According to this table, for the answers to “What is the maxi-
mum number of the relations shown in the relation panel of the system at one time that
do not make you feel pressure and disturbed?”, the average number given by the
intermediates and beginner are 5.09 and 4.68, respectively; this means that when a GP
involves more than 4 relations in the course the optimum number of its related GPs to
be shown in the relation panel at one time is 4 for beginner and 5 for intermediates.
This result suggests that the system should encourage the instructors describe the
priority of the relations and just show not more than 4 of them in the relation panel
while making the rest selectable.

The average ratings of “Effort for understanding the purpose and the explanation of
learning activity” (the maximum is 7) of the intermediates and beginner are 4.55 and
4.95, respectively; this means most participant could understand the learning purpose
of this activity. The average ratings of “Effort for understanding the target GPs” (the
maximum is 7) of the intermediates and beginner are 4.55 and 4.89, respectively; this
suggest the learning activity was moderate (neither too easy nor too difficult) for the
participants.

In terms of mental load, the average rating of the degree of distraction of both
classes are lower than 4 (neutral), implying that using VLLSS the learners could
concentrate on learning with low pressure; however, the average rating of the degree of
pressure of intermediates is lower than 3 while the degree of pressure of intermediates
are slightly higher than 4.

In terms of technology acceptance measures of the experimental group, the average
rating of the item “It is easy to use this Comparison function of the system”. (1–3:
strongly to slightly disagree, 4–6: slightly to strongly agree) are 4.82 for intermediates
and 4.95 for beginners; this means that most participants felt that it was easy to operate
and get familiar with the system. The item “This Comparison function of the system is
useful for study.” (1–3: strongly to slightly disagree, 4–6: slightly to strongly agree)
received the average rating 5.27 from intermediates and 4.89 from beginners, implying
that most of participants identified the usefulness of VLLSS in improving their learning
performances.

We further compare the learning perception difference between these two classes.
No significant difference was found in other scales except a significant tendency in the
mental load (F (2,27) = 3.08, p < 0.1). It is found that compared to intermediates who
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studied more difficult grammar points, the beginners reported significant higher pres-
sure (F (1,28) = 6.061*, p < 0.025) when studied with the system.

4.2 The Analysis of Learning Logs

Besides the reported learning perception, the learning logs recorded by VLLSS are also
analyzed. Whenever a user accessed a node or a relation to visit the addressing learning
materials, one data entry containing user id, corresponding node/relation name and time
will be recorded as a log. In this paper, we analyzed the ratio of studied related
grammar points (related nodes in topic maps) to the target grammar points (center
nodes in topic maps), the ratio of studied relations to the target ones, and the number of
the accessed target grammar points (center nodes in topic maps).

As shown in Table 2, although studied with different contents, the average number
of visited target grammar points are around 22 for both intermediates and beginners. It
is found that compared to the beginners, the intermediates checked learning materials
of significantly more related grammar points (t = 5.39) and more relations (t = 4.33)
when they studied target grammar points.

Table 1. The analysis results of learning perception.

Group Item Optimum
number of
relations

Mental effort Mental load Technology acceptance

Understand
the purpose
(1–7)

Learn
the
GPs
(1–7)

Distraction
(1–7)

Pressure
(1–7)

Easiness
(1–3: no
4–6: yes)

Usefulness
(1–3: no 4–
6: yes)

Intermediates Mean 5.09 4.55 4.55 3.00 2.91 4.82 5.27

S.D. 1.38 1.21 1.29 1.61 1.30 1.17 1.49

Beginners Mean 4.68 4.95 4.89 3.84 4.08 4.95 4.89

S.D. 1.97 1.13 0.94 1.31 1.32 1.43 1.45

MANCOVA
(Wilks’
Lambda)

F
(2,27)

0.621 3.08* 0.877

Levene’s test F
(1,28)

1.421 0.007 0.728 1.116 0.004 0.953 0.380

One-way
ANOVA

F
(1,28)

0.362 1.278 0.898 2.721 6.061** 0.064 0.465

*<0.1 **<0.025

Table 2. The log data result of intermediates and beginners

Group Items Accessed related
nodes VS center
nodes

Accessed
relations VS
center nodes

The number of the
accessed center
nodes

Intermediates Mean 0.79 0.17 21.73
S.D. 0.23 0.13 13.99

Beginners Mean 0.25 0.01 22.05
S.D. 0.33 0.02 18.61

T-test t 5.39** 4.33* −.054

**<0.001 *<0.01
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The Pearson correlation between those three parameters and the learning habit are
analyzed. Based on the answers to the question about learning habit in questionnaire
before the learning activity, there were 14 participants (4 intermediates and 10
beginners) who completely did not have the comparison habit, 11 participants (5
intermediates and 6 beginners) who sometime would compare the related KPs while
reminded by the instructor or other learners, and 5 participants (4 intermediates and 1
beginners) who most of the time would realize the relations between acquired GPs and
new GP and would like to compare them to increase the understanding of the
knowledge. Significance (Pearson correlation = 0.41, p < 0.05) is found between the
learning habit level and the ratio of studied relations to the target grammar points; this
suggests that the higher level of the comparison habit a learner has, more frequently
she/he tends to access more relations between target grammar points and their related
ones.

To further exam the learning behaviors, K-means clustering is considered. In virtue
of the K-means clustering, we were able to assign learners into different clusters in
conformity with similar features [6]. In this work, we have performed basic K-Means
clustering under the condition where K = 2, K = 3 and K = 4 respectively. Here the
result of 4-mean clustering is discussed.

To profile learners’ behaviour, we have utilized 4 sets of features: Average accessed
related node count verses accessed center nodes, average accessed relations verses
accessed center nodes, average accessed center node number and the habit level. The 4-
means clustering result is shown in Table 3. Cluster 0 (Accessed related nodes vs
center nodes: Mean = 0.36, SD = 0.23; accessed relations vs center nodes: Mean =
0.15, SD = 0.19; accessed center node number: Mean = 2.14, SD = 0.90) owns the
highest average habit level (Mean = 2.14, S.D. = 0.90) while students in other clusters
possess a relatively lower habit level (Cluster 1: Mean = 1.33, S.D. = 0.57; Cluster 2:
Mean = 1.55, S.D. = 0.69; Cluster 3: Mean = 1.67, S.D. = 0.71). Cluster 1 (Accessed
related nodes vs center nodes: Mean = 0.57, SD = 0.41; Accessed relations vs center
nodes: Mean = 0.04, SD = 0.05; Average habit level: Mean = 1.33, SD = 0.58) and
Cluster 2 (Accessed related nodes vs center nodes: Mean = 0.58, SD = 0.48; Accessed
relations vs center nodes: Mean = 0.05, SD = 0.07; habit level: Mean = 1.55, SD =
0.69) were having a relatively close parameter on all other features except the Average
center node number (Mean = 56.33, SD = 8.08 verses: Mean = 5.27, SD = 3.35).
Among which cluster 1 possess the highest accessed center node number while cluster
2 was the lowest among all clusters. This could indicate that learners who target too
many or too few grammar points could potentially have the same learning behaviour in
visiting related grammar points and relations between grammar points. By comparison,
all parameters of Cluster 3 stayed in the middle range among all 4 clusters (accessed
related nodes vs center nodes: Mean = 0.31, SD = 0.37; accessed relations vs center
nodes: Mean = 0.04, SD = 0.05; average accessed center node number: Mean = 32.78,
SD = 4.02; habit level: Mean = 1.67, SD = 0.71).

To better illustrate the general behavior in all the four clusters, one student is
selected from each cluster and each scatter plot shown in Fig. 1 represents their study
path (Fig. 2).
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5 Conclusion and Future Work

In this paper, we present a visualization language learning support system which
provide topic map as virtual catalogue for learning materials addressing the interested
knowledge and its relations with other knowledge. This paper described the results of a
pilot study. Besides the learning perception of the participants, the learning behaviors
based on log data recorded in the system are also discussed.

Table 3. The 4-means clustering result by considering 4 parameters as features

Cluster Class name Average
accessed related
nodes vs center
nodes

Average
relations
vs center
nodes

Average
accessed
center
nodes

Average
habit
level

N Percentage
in label

Percentage
in cluster
(%)

0 Intermediates 0.58 0.35 20.33 2.67 3 27.27 42.86

Beginners 0.20 0 18.75 1.75 4 21.05 57.14

1 Intermediates 0.92 0.10 49.0 1.0 1 9.09 33.33

Beginners 0.40 0.01 60.0 1.5 2 10.53 66.67

2 Intermediates 0.96 0.13 8.0 1.5 4 36.36 36.36

Beginners 0.36 0 3.71 1.57 7 36.84 63.64

3 Intermediates 0.75 0.08 32.33 1.67 3 27.27 33.33

Beginners 0.10 0.02 33.0 1.67 6 31.58 66.67

Fig. 2. Students’ access log in scatter plot
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In terms of learning perception, no significant difference was found except a sig-
nificant tendency in the mental load. It is suggested that compared to intermediates who
studied more difficult grammar points, the beginners reported significant higher pres-
sure when studied with the system. The learning logs suggests that the higher level of
the comparison habit a learner has, more frequently she/he tends to access the learning
material of more relations from topic map. K-mean crusting was also used to further
group the learning behaviors.

However, due to the small number of the participants and short duration of study of
this polite study, the conclusion needs to be further confirmed. In future, we enhance
the system function and conduct a serious of long-term experiment with more partic-
ipants and tract their learning paths for a semester period.
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Abstract. The graphical and game programming environment provides a
practical way to improve the learning process, especially the motivation of game
creators. However, the research on students seldom uses graphic and game
programming in higher education. Therefore, this study takes Ylands, a sandbox
game of Tencent, as an example to investigate the creative thinking of higher
education curriculum games and explore the factors that affect higher educa-
tion’s acceptance of graphic programming. Based on FSLSM results, the stu-
dents’ initial learning based on the sandbox game has different preferences for
creative content. In addition, the early experience of students with a lot of game
experience has become an important factor affecting students’ acceptance of
sandbox and game creation. Other factors, such as self exploration ability, sense
of achievement, expectation of effort, degree of realization of ideas, social
influence, convenience, participation, skills and control, are also important
factors. According to the results of this study, the instructional designer can
control the content of sand box game creation course, improve the efficiency and
effectiveness of the course.

Keywords: Flow theory � Learning style � FSLSM � UTAUT

1 Introduction

The Use of visual programming to learn and design games. visualization and Gami-
fication will become another important trend in the field of training and development.
Now, More and more people and many researches have revealed some meanings of
Gamification. However, up to now, there are few researches on visualization and game
design. Therefore, the purpose of this study is to explore the visual programming of
sandbox game platform in higher education, and to explore the main factors that affect
the use of visualization and Gamification in higher education. In addition, it constructs
a game learning behavior style model suitable for college students. Using the method of
game making platform and questionnaire to study the learning style. This is of great
significance for learners, teachers and game developers in sandbox. The results of this
study can be used as a reference for instructional design or educators to design better
game training programs for higher education.
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In this study, Tencent’s online game “Ylands” is a sandbox online game produced
by Tencent’s game. There are visual programming tools in the editor. Players can freely
edit terrain, game logic, etc. players can make various types of games through the
editor, including role-playing games, shooting games, survival exploration games, etc.
The built-in game scene and editor of Ylands not only provide the known game mode,
but also have the greatest feature that players can design their own map scene according
to the materials provided in the editor or in combination with programming, so as to
give full play to their creativity. Here, the production of the game is mainly through
visual programming. The process of programming is to select the corresponding roles,
and drag the existing modules such as “motion”, “appearance”, “control” required by
the characters in the code, and set the modules accordingly.

In universities, Ylands cooperates with the school of art and design of Guangdong
University of Finance and economics. After six weeks of study, 56 students of the
school have produced a total of 20 games. At the beginning of this study, we use the
Felder Silverman learning style questionnaire to classify the learning styles. After the
game is made, we use flow theory to test the game. At last, we use the UTAUT model
to put forward conjecture and test the acceptance of college students to the sandbox
game platform in this course.

1.1 Study 1 Felder Silverman Learning Style Model

Learning style can be defined as individual psychological, emotional and emotional
characteristics, which can be regarded as perception, interpretation, interaction and
response to learning content (Felder and Spurling 2005; Keefe 1987) the theory of
learning style was put forward by Herbert theren, an American scholar, in 1954.
Among them, the Felder Silverman learning style model draws on many learning style
models, with better integrity and practicability. In addition, Felder Silverman model
can get the information of four dimensions of learners through questionnaire mea-
surement, so as to better guide learners’ learning behavior. Therefore, it is widely used
in the study of learning behavior and has been recognized by more and more
researchers. The study also uses the Felder Silverman model to research learning style.
In the system of sandbox game teaching course, their action behavior, data and path of
learning activities will be recorded through the sandbox game platform. By collecting,
sorting, analyzing and summarizing the data, students’ relatively objective learning
behavior characteristics can be obtained.

The classification of Felder Silverman learning style model plays an important role
in learners’ learning. Learners with different styles can learn according to different
teaching designs, such as sequential learners can learn step by step, active learners can
arrange active communication and discussion links, visual learners can use videos and
pictures Mainly for explanation.

The design of personalized demand customization system based on sandbox game
creation platform. The game creation provides the Creator with a developer intro-
duction, developer foundation from semester, new version function learning, compo-
nent learning, advanced module. Each platform can record the length of learning time.

After the classification and definition of the Felder Silverman learning style model,
we have made the learning style index questionnaire based on the theory and practice
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of graphical programming and game teaching. After several improvements, the latest
version of the questionnaire has been formed. There are 44 questions in the learning
style test scale. Each question has a, B the two options correspond to different types of
learners in corresponding dimensions. The purpose of this scale is to study the stability
and personality of learning style of students who choose to make different types of sand
box games.

From the analysis of the relevant elements of various learning styles, we can find
that there are differences in learning behaviors among learners with different learning
styles. Many researchers found that the Felder Silverman learning style model can also
be applied to the learning of visual programming platform. There is also a correlation
between learners’ learning style, behavior characteristics and content. For example, for
active learners, they like to communicate with others in the production process. There
is a special forum for developers to communicate in Ylands. Learners like this may post
and reply more in the forum. Therefore, in the follow-up study, we will explore the
relationship between learners’ learning styles and the characteristics of various game
learning behavior patterns.

2 Study 2 Flow Theory

GEQ questionnaire is a common method to measure immersion experience. Many
researchers use questionnaire survey to measure the dimensions of immersion expe-
rience, the difference between immersion experience in situations and individual
immersion experience (Nakamura and Csikszentmihalyi 2002). At present, the most
widely used immersion experience scales are: flow state scale and disposition flow
scale compiled by Jackson, etc., which are built on the basis of nine dimensional
models of immersion experience (Kawabata et al. 2008).

56 students participated in the evaluation (N = 56, 38 male), the age range is
19–22, The students are from different grades and majors. After six weeks of course, a
total of 20 different types of games have been made by using the Yland, including
5 shooting games, 2 role-playing games, 4 tower defense games, 6 leisure games and
3 racing games. After the completion of production, the course requires 20 games to
experience the game and use GEQ to measure. Participants need to play an average of
16 h of games per week.

The game experience questionnaire (GEQ) game experience scale consists of three
modules: core scale, post game experience scale and social presence scale. It provides
the player with a series of statements describing the state, and then evaluates the degree
of agreement between the player’s feelings in the process of the game (/after playing)
and these statements, i.e. the player’s five options from 0 (totally disagree) to 4 (fully
agree) for each topic content. The dimensions corresponding to the items in the scale
are different. By calculating the average score of each dimension, the experience dif-
ferences of different games/versions in different dimensions can be achieved.

The game experience made by students was measured from 7 dimensions:
immersion, fluency, ability, positive emotion, challenge, negative emotion and
restlessness/fidgety. Descriptive statistics for the originally proposed seven-factor GEQ
are presented in Table 1 below.
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After verification, the results from Table 2 shows that the different kinds of games
generated by sandbox platform, on the whole, bring the players a sense of satisfaction,
achievement and pleasure, participation, satisfaction, as well as rich fun and the
playability of the game itself. Their overall experience can be positive. However, it is
relatively low in the continuous immersion test, which reflects the lower intensity of the
subsequent playability. The common problem is that the story length of each game is
not long, and the difficulty continues to decrease during the process, which leads to the
reduction of player’s sense of achievement.

Table 1. Descriptive statistics for the GEQ sub-scales (as originally proposed)

Subscale Min. Max. Mean SD Skew. Kurt

Competence 1.78 5.0 3.932 0.619 −0.478 0.075
Sensory & imag.imm 1.15 5.0 3.669 0.772 −0.538 −0.193
Flow 1.00 5.0 3. 0.894 −0.380 −0.302
Tension 1.00 5.0 1.992 0.892 1.117 0.968
Challenge 1.00 5.0 3.002 0.776 0.051 −0.308
Neg. affect 1.00 4.0 1.762 0.574 0.949 0.931
Pos. affect 2.40 5.0 4.255 0.564 −0.826 0.394

Table 2. Item content and factor loadings for the GEQ exploratory factor analysis in Study 2.

Item
code

Label Factors
1 2 3 4 5

P I feel satisfied 0.595 −0.008 0.060 0.032 0.141
P I have the skill of making 0.672 0.036 0.149 0.117 0.010
P I’m interested in making

stories
0.596 −0.037 0.047 0.108 −0.014

P I think the story is
interesting

0.831 −0.200 −0.048 −0.101 −0.005

I I’m totally in the game 0.645 −0.166 0.012 −0.004 0.107
P I feel happy 0.576 −0.036 0.097 −0.033 −0.006
N Playing this game makes me

feel bad
−0.088 0.408 0.006 −0.059 0.009

T I’m thinking about
something else when I play
this game

−0.068 0.360 −0.035 0.179 0.150

T I feel tired −0.054 0.703 −0.032 −0.049 0.024
c I can play this game well 0.235 0.091 0.485 0.064 −0.066
T I find this game hard 0.174 −0.021 0.671 0.071 0.024
F Playing this game is a visual

pleasure
0.235 0.104 0.883 0.275 −0.042

I I forgot everything else
when I played the game

0.275 0.097 0.482 0.064 −0.007

(continued)
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3 Study 3 UTAUT Model

Based on the Unified Theory of Acceptance and Use of Technology (UTAUT).
Structural equation model was used in the study, online questionnaire was used to
obtain the research data, and Likert 5-point scale was used to measure the variables.
Each item in the questionnaire is given a grade, which is represented by difference data.

Table 2. (continued)

Item
code

Label Factors
1 2 3 4 5

P I feel good 0.028 −0.047 −0.005 0.647 −0.042
c I have a good time in this

game
−0.085 −0.029 −0.091 0.782 0.077

T I’m bored 0.158 0.048 −0.029 0.543 0.015
H I have a great sense of

achievement
−0.021 0.046 −0.017 0.858 −0.056

I I am immersed in
imagination

0.164 0.079 0.134 0.543 −0.029

F I think I can explore more −0.048 0.081 0.057 0.030 0.571
F I enjoy the game 0.201 −0.015 −0.003 0.263 0.426
F I soon finished the goal of

the game
−0.021 -0.091 0.482 0.163 −0.067

T I’m upset 0.086 0.703 −0.032 −0.049 0.024
T I feel pressure 0.063 0.408 −0.077 0.085 −0.059
T I feel anxious −0.047 0.790 −.035 0.275 −0.126
F I don’t have a sense of time −0.085 −0.029 −0.017 0.782 0.015
H I think the game is

challenging
0.158 −0.017 0.571 0.117 0.047

F I’m very impressed with the
game

−0.006 −0.060 −0.029 −0.030 0.810

F I’m very focused on games 0.188 0.016 −0.003 0.162 0.419
N I feel depressed −0.045 0.408 −0.035 0.163 −0.029
I Playing this game is a rich

experience
−0.048 −0.029 −0.030 −0.015 0.810

I I feel disconnected from the
outside world

−0.269 −0.089 −0.060 -0.060 0.581

H I feel pressed for time 0.174 0.016 −0.003 0.162 0.430
T I’ve put in a lot of effort −0.057 0.061 0.061 0.030 0.571

Note: The code number corresponds to the items number from the original GEQ scale. The code
letters represent the originally hypothesized factor labels: P = positive affect; N = negative
affect; T = Tension; H = Challenge, C = competence; F = flow; I = immersion.
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In this paper, 5 subscales are used, i.e. 5 alternative comment answers are given for
each question in the scale, with the score from 1 to 5, 1 indicating extremely disagree, 2
indicating disagree, 3 indicating general, 4 indicating agree, and 5 tables I agree. The
research is based on the integrated technology acceptance model, combined with data
survey, to retain the core variables (performance expectation, effort expectation, social
impact and promotion factors). In order to make the research more consistent with the
theme and characteristics of the sandbox game creation platform, this paper introduces
the “content quality” factor, and puts forward the basic research hypothesis based on
the adjustment variables.

3.1 Research Method

Because this study explored the acceptance of sandbox game creation platform by
college students, the participants were limited to art college students of Guangdong
University of Finance and economics.

Descriptive statistics:
The questionnaire was distributed in the Art College of Guangdong University of

Finance and economics by convenient sampling. In this survey, 56 questionnaires were
sent out, and 56 effective questionnaires were collected through online survey. The
effective rate of the questionnaires was 100%. Using spss22.0 software, when the
Cronbach reliability coefficient value is above 0.7, the reliability of the study is better,
the coefficient value of each variable of the study is between 0.8–1, and the ques-
tionnaire has a high reliability (Table 3).

It can be seen from the above that performance expectation, promotion factors,
teaching willingness, social influence and content quality all have a significant positive
impact on the acceptance of game making education. The satisfaction of college stu-
dents to the sandbox game platform is significantly affected by the promotion factors
(path coefficient is 0.71, P < 0.001). That is to say, the convenience and novelty of the
sandbox game platform can improve the learning efficiency and enthusiasm of stu-
dents’ learning game making education. Performance expectation has a significant
positive impact on the degree of acceptance (path coefficient is 0.20, P < 0.001), which
shows that sandbox game platform has the nature of exceeding the limit of time and
space use, and can meet the needs of students’ game making and learning. Content
quality and recognition show a significantly lower positive impact (path coefficient is
0.14, P < 0.05), indicating that education should not ignore the role of network media
while focusing on content richness and timeliness. Social influence also affects the
acceptance (path coefficient is 0.13, P < 0.05). Students will spontaneously tend to
learn the content of sandbox game education online.
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Table 3. UHAUT analysis in study 3.

Category Latent
variable

Measure term CRC KMO SFC

Subject of
acceptance

Performance
expectation
(PE)

Sandbox platform learning can
meet my game making
learning needs
Sandbox platform learning for
all kinds of time
Sandbox platform learning can
improve my knowledge, I think
it’s easy
Sandbox platform is easy to use

0.868 0.772 0.810
0.878
0.881
0.817

Subject of
acceptance

Effort
Expectancy
(EE)

Sandbox platform is easy to
operate
For sandbox platform, I can
adapt quickly
For sandbox platform to find
knowledge points, I think it is
easy
If everyone around me uses
sandbox platform to learn how
to make games, I will try

0.897 0.832 0.905
0.876
0.841
0.902

Accepting
environment

Social
Influence
(SI)

Teachers or friends
recommend me to use sandbox
platform to study ideological
and political education. I will
try
I have the necessary resources
for sandbox platform Education
Using sandbox platform is in
line with my learning style

0.838 0.735 0.907
0.796
0.886
0.876

Receiving
media

Facilitating
Conditions
(FC)

I think sandbox platform can
improve my enthusiasm for
learning politics
I think sandbox platform is
convenient and novel for
education and learning
Compared with the traditional,
Sandbox platform can improve
my game learning efficiency
I think sandbox platform
provides rich learning content

0.906 0.840 0.902
0.868
0.876
0.903

(continued)
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4 Conclusion

According to the test results of making games on the sand box platform of Ylands,
students with positive and balanced styles have higher learning efficiency and stability
in making games. From the GEQ analysis, it is found that the students’ acceptance of
the game produced by sandbox platform is relatively high. In the game test, the
immersion index is relatively high, which proves that sandbox game has certain
advantages over traditional games. Finally, after the analysis of Utaut model, the
students are more satisfied with the use of sandbox game platform in Colleges and
universities.
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Abstract. The quality of college personal essays impacts the future of millions
of high school seniors every year. While the content of such an essay may be
easily rated, the emotional impact of the style and wording is more difficult to
quantify. Previous work has been done on emotional evaluations of specific
genres such as movie reviews and blogs. This paper intends to reveal how
common or different emotional expressions evolve, from opening, to body, to
closing among the “successful” college essays. Adhering to the widely-accepted
dimensions of emotion, valence (“positive or negative connotation of an emo-
tion”) and arousal (“intensity”) were coded on a 9-Likert scale for each coding
unit- a paragraph. Additionally, emotional assessments were aggregated over the
structure of each essay (opening, body, closing). MANOVA analysis was
conducted on the effect of structure and content type (Achievements and Pas-
sion, Characteristics and Identity, and Overcoming Obstacles and Learning
From Experience) on the valence and arousal scores. On average, successful
college essays have a slightly positive valence and above-average arousal.
Results further revealed that nearly all successful college essays had a positive
valence closing. There also seems to be significant correlations between the
specific content of college essays and specific structural elements, suggesting
that these combinations are effective and overrepresented in the pool of suc-
cessful college essays. The implications of the research can not only be used to
help future college applicants optimize their emotional pathways but may also
be extended into other genres like novels and fiction.

Keywords: Emotional expression � College essay � Valence � Arousal

1 Introduction

Text communicates informative contents and attitudinal information such as emotional
states. Previous work has been done on emotional evaluations of specific genres such
as movie reviews [1] and blogs [2]. In contrast, this paper reports an empirical study of
emotion evaluation on college essays, a genre of text that impacts the future of millions
of high school students every year.

College essays are inherently emotion-rich, because they are meant to communicate
an applicant’s character and personality within a limited space. Due to intrinsic dif-
ferences in each applicant’s background and writing style, a diverse range of emotional
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expression patterns is expected. It is commonly agreed that the structure of personal
essays consists of 3 parts: opening, body, and closing [3, 4]. This paper intends to
reveal how common or different emotional expressions evolve, from opening, to body,
to closing among the “successful” college essays. The findings of this study will reveal
what lead those essays to be successful in terms of their emotional expression
development.

2 Literature Review

2.1 College Essay in Common App

Since the development of common application for college application, college essays
are required. It usually has 6–7 prompts for any high school student applicant to choose
from [5].

Prompt #1: Share your story.

• Some students have a background, identity, interest, or talent so meaningful they
believe their application would be incomplete without it. If this sounds like you,
please share your story.

Prompt #2: Learning from obstacles.

• The lessons we take from obstacles we encounter can be fundamental to later
success. Recount a time when you faced a challenge, setback, or failure. How did it
affect you, and what did you learn from the experience?

Prompt #3: Challenging a belief.

• Reflect on a time when you questioned or challenged a belief or idea. What
prompted your thinking? What was the outcome?

Prompt #4: Solving a problem

• Describe a problem you’ve solved or a problem you’d like to solve. It can be an
intellectual challenge, a research query, an ethical dilemma—anything of personal
importance, no matter the scale. Explain its significance to you and what steps you
took or could be taken to identify a solution.

Prompt #5: Personal growth.

• Discuss an accomplishment, event, or realization that sparked a period of personal
growth and a new understanding of yourself or others.

Prompt #6: What captivates you?

• Describe a topic, idea, or concept you find so engaging it makes you lose all track of
time. Why does it captivate you? What or who do you turn to when you want to
learn more?
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Prompt #7: Topic of your choice.

• Share an essay on any topic of your choice. It can be one you’ve already written,
one that responds to a different prompt, or one of your own design.

2.2 Analysis of Emotional Expression

Work on sentiment analysis has typically focused on recognizing valence – positive or
negative orientation. In addition to this measuring tool of valence, we also used
intensity or arousal. In this work, we address the task of identifying expressions of
emotion in text.

In a work focused on learning specific emotions from text, Alm et al. [6] have
explored automatic classification of sentences in children’s fairy tales according to the
basic emotions identified by Ekman [7]. The data used in their experiments was
manually annotated with emotion information, and is targeted for use in a text-to-
speech synthesis system for expressive rendering of stories.

Many other research papers on emotion detection used machine learning to provide
more specific categories of emotion and quicker coding. Ultimately, rule-based emo-
tional coding used in [8] may be a little too robotic and not enough human. There are
all sorts of sarcastic and subtle tones conveyed through text that is sometimes
impossible for strict rules to measure emotion-wise.

3 Method

3.1 Dataset

The study utilized a total of 45 college essays from featured in high-profile public
sources (such as New York Times [9] and the Harvard Crimson [10]) within the past 5
years. All of them are within 650 words as commonly required. Essays that did not
follow the traditional Opening-Body-Closing structure were excluded.

3.2 Emotional Expression

Valence and Arousal are two popular dimensions in emotion research [11, 12]. Valence
refers to the degree of positive or negative connotation of an emotion, while Arousal
refers to how calming or exciting an emotion is. They were coded on a Likert-scale of 1
to 9.

3.3 Content Type

Three categories describing the primary essay topic were identified based on related
literature [13, 14]: Achievements and Passion (AP), Characteristics and Identity (CI),
and Overcoming Obstacles and Learning From Experience (OE).

3.4 Content Analysis

Structure, valence, and arousal were coded for each coding unit- a paragraph. Addi-
tionally, each essay was assigned a content type (AP, CI, OE). Two coders coded a
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sample of 10 essays based on the coding manual that was developed for this study until
the inter-coder reliability reached an acceptable level (Cohen’s Kappa = .74 for
valence, .87 for arousal). Two coders reached a complete agreement on coding of
structure and content type. After that, one coder coded the rest of the essays.

4 Results

In order to explore what emotional characteristics successful college essays have, we
analyzed the emotional qualities of each paragraph and sorted them by essay structure
(opening-body-closing).

First, we analyzed the emotional expression over development of the story
(structure) in terms of essay content (AP, CI, OE) (Fig. 1, Table 1 and 2). The main
effects of structure was significant (valence: F(2,84) = 20.88, p < .01; arousal: F
(2,84) = 5.65, p < .01). The post-hoc Tukey analysis showed that closing was sig-
nificantly higher than opening and body on both valence and arousal (p < .01). The
main effect of content on Valence was significant (F(2,42) = 3.50, p < .05), but on
Arousal was not significant (F(2,42) = .05, p > .05). The post-hoc Tukey analysis
showed that emotional valence of AP essays is significantly higher than that of OE
essays (p < .05).

Then, we analyzed emotional expression in terms of valence types and arousal
types (Fig. 2 and 3). Five emotional archetypes (bump, valley, upward, downhill, and
flatline) were identified based on the change in valence/arousal over the structure. For

Fig. 1. Effect of structure and content on emotional valence and arousal
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example, a bump essay refers to one with valence/arousal of the body higher than
opening and closing, while a valley refers to one with valence/arousal of the body
lower than opening and closing. The interaction effect of valence type and structure
was significant (F(6,82) = 17.99, p < .01), so did the interaction effect of arousal type
and structure (F(8, 80) = 23.29, p < .01).

Table 1. Emotional valence by content type and essay structure: Mean (Std. Dev.) (1 = most
negative, 9 = most positive)

Opening Body Closing Overall

AP 5.53 (.77) 5.90 (.44) 6.18 (.53) 5.84 (.30)
CI 5.22 (.88) 5.45 (.93) 6.23 (.54) 5.51 (.51)
OE 5.04 (.94) 5.04 (.80) 6.23 (.56) 5.32 (.62)
Total 5.27 (.87) 5.47 (.80) 6.21 (.53) 5.56 (.53)

Table 2. Emotional arousal by content type and essay structure: Mean (Std. Dev.) (1 = most
calm, 9 = most alert)

Opening Body Closing Overall

AP 5.98 (.65) 5.87 (.70) 6.20 (.56) 5.97 (.32)
CI 5.72 (.47) 6.08 (.55) 6.28 (.50) 6.00 (.33)
OE 5.96 (.76) 5.81 (.56) 6.30 (.53) 5.98 (.44)
Total 5.88 (.63) 5.92 (.53 6.26 (.60) 5.98 (.35)

Fig. 2. Effect of structure and valence type on emotional valence
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5 Discussion and Conclusion

Ultimately, many successful college essays have on average a slightly positive valence.
This only makes sense, as most authors would want to paint a positive image of
themselves to make themselves seem a better candidate for admission. Similarly, the
arousal was also slightly higher than the middle point of 5 on a 9-likert scale, most
likely because students wanted to emphasize specific qualities about them and because
a lot of subject material was condensed into a limited space.

There seems to be significant correlations between the specific content of college
essays and specific structural elements, suggesting that these combinations are effective
and overrepresented in the pool of successful college essays.
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Abstract. We develop a system that students can use to nudge other students
thought their tablet, thus developing self-regulation learning skills during class.
This paper presents the nudge system functions and interface design. A key
feature of the nudge system is its division into four components: note taking,
learning log collection, visualization of learning, and learning log confirmation.
The note-taking function enable learners to write, delete, and underline notes
directly on distributed materials. The visualization function of learning from
distributed materials is related to the lesson (.pdf) that has been sent to the tablet
device; when multiple learners take notes or underlines the same materials, the
approximate section of the materials on other learners’ tablet devices can be
highlighted in color. As more learners take notes in the same section, the section
color becomes darker. We think that this function will enable learners to use
reflection, forethought, and performance assessment to evaluate their own
learning strategies during class. The learning log collection function collects
contents written on the class materials by hand. Additionally, the learning log
collection function records to the note completion of the learners. The learning
log confirmation function enables the teacher to see the note-taking process of
all of the learners after class.

Keywords: Self-regulated learning � Note-taking � CSCL � Nudge

1 Introduction

Self-Regulated Learning (SRL) is cyclical and comprises situations in which learners
receive feedback on their own learning. Through this feedback, learners then use meta-
cognitive, motivation, and learning strategies to improve their own learning processes
(Zimmerman 2001). SRL involves the following triadic processes (see Fig. 1): fore-
thought, performance, and reflection (Zimmerman 2000). During the forethought
phase, the learner spends considerable time thinking and planning, and individuals both
analyze the task ahead and motivate themselves to act by what they believe about
themselves and their situation. During the performance phase, self-regulation involves
monitoring one’s own thoughts and behaviors within given performance contexts and
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selecting or modifying one’s strategies. During the self-reflection phase, the learner
reviews the outcomes of their efforts and the behaviors that led to them, and searches to
make attributions for what has happened (Usher and Schunk 2018). Schunk and
Zimmerman (2008) have suggested that the advantages of being a good self-regulator
include being able to: (a) set better learning goals, (b) implement more effective
learning strategies, (c) monitor and assess one’s own goal progress successfully,
(d) seek assistance occasionally, and (e) adjust strategies more efficiently. Conse-
quently, teacher should provide learning environments and supportive intervention in
order to facilitate the cyclical process of SRL.

In relation to mathematics and SRL, Corte et al. (2000) states that the ultimate goal
for people learning mathematics is to become adaptive competence learners. Adaptive
competence learners gain the ability to apply meaningful mathematical knowledge and
skills both flexibly and creatively in a variety of contexts. For example, in the problem-
solving process in mathematics, learners not only use conventional methods but also
seek new ones. Corte and Verschaffel (2006) perceives SRL skills as an important
factor in acquiring adaptive competence. As a result of such findings, students clearly
need SRL skills to learn mathematics and become adaptive learners. However, Schunk
(2001) notes that students do not become self-regulated learners voluntarily or auto-
matically. In other words, they become self-regulated learners as a result of help from
others. Based on these findings, it is necessary to implement instructional designs in
which the teachers stimulate SRL in school environments and train students to become
self-regulated learners.

Zimmerman et al. (1996) introduced five viewpoints through which learners could
be conscious of their own learning improvement: (a) planning and using study time
more effectively, (b) understanding and summarizing, (c) improving methods of note
taking, (d) anticipating and preparing better for examinations, and (e) writing more
effectively. These can facilitate learners to become proficient in SRL skills via support
from their teachers. Through these, learners can observe their current study practices
more accurately, ascertain for themselves which study methods are ineffective and
replace them with better ones, and be more personally aware of their improved
effectiveness. Therefore, when the teacher develops the SRL skills of students, it is

Fig. 1. Cyclical process of SRL
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necessary to promote their ability to self-regulate their learning via these five view-
points and to establish a complementary teaching environment and teaching methods.

Note-taking is defined as taking notes and underlining notes, distributed material,
and texts by learners in instructor-learning situations, such as during classes and while
reading texts (Kobayashi 2000). Di Vesta and Gray (1972) divided note-taking into
encoding and storage functions. Kiewra (1989) says that note-taking and reviewing
actions facilitate understanding and memory of knowledge. The encoding function
facilitates recognition processing by combining the teaching contents with the prior
knowledge of the learner through writing notes. The storage function enables effective
review by writing notes. With respect to note-taking, Kiewra (1989) has suggested that
it is not possible to write a complete note during a class because of the speed and
density of classes. On the other hand, it is also suggested that learners can easily narrow
down the gist of a class when the teacher distributes the lesson materials in which the
outline of the class is written, with learners thus able to take notes on the materials. In
terms of understanding the content, Avval et al. (2013) showed that learners promote
their understanding of the class by taking notes on the distributed lesson materials. On
the basis of these facts, it is necessary to design a class in which the teacher distributes
materials describing the lesson contents to learners, with the learner then taking notes
on the materials during class.

Zimmerman et al. (1996) showed that exchanging notes with others during class
help to develop a learner’s SRL skills. Learners can review their learning strategies, set
goals, and implement them with help from others. In this way, the development of SRL
skills requires new learning experiences, as new skills are required after clarifying the
limitations of existing strategies. Therefore, receiving assistance, such as feedback from
another person, is one of the strategies of SRL (Zimmerman 2001). In addition, there is
a gradual level for the development regarding learners’ ability to self-regulate their
learning, and external approaches and supports are necessary in the early stages of
development (Zimmerman 2000). Teachers play an essential role in the instructional
design, enabling learners to receive feedback from during class in order to help them
develop SRL skills.

Molnar and Lukac (2015) suggested that the Internet provides a variety of edu-
cational portals and interactive applications designed to support active learning. In
recent years, the schools that provide Information and Communication Technology
(ICT) facilities, such as computers, large presentation devices, ultra-high-speed Inter-
net, and wireless LAN, has increased in terms of Japanese secondary schools. In
particular, high schools that have already adopted ICT-based forms of education have
implemented classes using applications offering electronic blackboards and tablet ter-
minals. As an example, LoiLoNote—an application software application available on a
tablet terminal—offers a flipped classroom, making it possible to collect homework
from learners before a class, return it, and provide feedback to the student by adding
comments. In this way, feedback has been effectively provided to learners by utilizing
ICT equipment. However, providing immediate feedback in class settings using ICT
has hardly been carried out. This is because the system load is significant, and
moreover, it is impractical for the teacher to offer feedback to all students during a
class.
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Recently, the number of classes using ICT equipment has increased due to the
advances made in ICT equipment. The same is true for receiving feedback from others.
There are many studies on feedback in terms of different learning strategies. In par-
ticular, in recent years, there many studies have been conducted on providing feedback
using ICT equipment (e.g., Oura et al. 2008). Due to the recent advancements in ICT
equipment, educational facilities have begun to prepare environments that utilize these
equipment during classes. As the result, it seems that environments in which ideas are
transmitted between learners in real time are becoming more common, while learners
are also able to receive feedback during class as a result of these changes.

People often need nudges to help them make decisions that are difficult and rare, for
which they do not get feedback, and which contain aspects they have trouble trans-
lating into terms that they can easily understand (Thaler and Sustein 2008, p. 74).
Thaler and Sustein (2008) define a nudge as any aspect of the choice architecture that
alters people’s behavior in a predictable way without forbidding any options or sig-
nificantly changing their economic incentive. That is to say, by incorporating the nudge
in a class, it is possible to promote the learning of a learner who does not know what to
do.

Nudge studies have been conducted in a variety of educational fields, and Dama-
gaard and Nielsen (2018) have identified twelve categories of research and practice that
use nudges: default, framing, peer-group manipulations, deadlines, goal setting,
reminders, informational, assistance, boosting skills to alleviate self-control problems,
social comparison, extrinsic motivation, and social belonging identity activation and
mindset. Among them, deadlines, goal setting, and reminders are necessary for
development of SRL, as external factors intervene and induce behavior. In addition, it
is possible for the learner to make active selection action by receiving information and
assistance from another person. Based on these facts, in order to promote active action
selection and SRL, this study incorporates a nudge system.

2 Purpose

By focusing on note-taking in the context of a secondary education mathematics
course, this study aims to develop a system that can create a cyclical SRL process
during class. This system visualizes how and when other learners are learning based on
information regarding other learners’ note-taking using tablet devices, which offers
immediate feedback. By monitoring the learning strategies of others, one’s own
learning is also reviewed and reflected in terms of one’s own learning strategies. By
visualizing the learning strategy of others, we can thus promote learning between
learners on the tablet, with the aim of developing a collaborative learning strategy.

This paper introduces the interface of the system and presents the policy of future
evaluation. First, we introduce both the functions implemented in the Nudge System
and the tools displayed on the screen. We then explain how to visualize learning on the
tablet devices and for nudge learners, while also introducing how a learner’s learning
processes are recorded in the system. As a guideline for the analysis, we will conduct
the analysis from three viewpoints designed to measure the usefulness of the system.
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Furthermore, the interface evaluation of the system is evaluated based on how useful it
is.

The study was conducted on a class in which each student had a tablet device in a
wireless LAN environment. In the class, the material (PDF) was distributed to the tablet
device of each user, with the material working as a notebook. The material included
PowerPoints and blackboard contents prepared by the teacher in advance. Using this
approach, it is possible to shorten the length of the class. The learner writes, underlines,
or notes the points explained by the teacher in the material.

3 System Overview

The system (Below: Nudge System) is a web application that can be accessed by up to
45 people at a time, excluding teachers. Nudge System is a system utilized during class.

On Nudge System, the learner directly writes on the material that has been dis-
tributed via the table device. Then, the system collects the information written by all the
learners, enabling the learners to review their own learning strategies, and the visual-
ization is carried out based on the information, thereby facilitating learning (see Fig. 2).
The system encourages learners to learn from other learners during class and asks them
to display their learning strategies in a notebook on their tablet device, thereby enabling
metacognition, review of their learning strategies, and reflection on how to proceed
with their learning in terms of putting strategies into action. During class, learners learn
how and when to improve their learning through the use of their peers’ nudging. It is
also possible for teachers to ask questions where there are many gaps to fill in, which
might expedite deeper learning.

The key information here is not the content that the student wrote on the tablet, but
the information showing the place and timing of their writing. This timing records the
points at which other learners are writing in color, at these are then successively
updated.

A key feature of the system is its division into four components: note-taking,
collection of learning log, visualization of learning, and confirmation of learning log.

Fig. 2. How Nudge work
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The details of each function and the reasons why we implement these functions are
described below.

3.1 Note-Taking Function

The note-taking function enables learners to write, delete, and underline notes directly
on materials distributed by hand on the tablet. This function can remove incorrectly
written notes and underlining.

This function uses pens and markers as tools, and we will examine which has a
stronger impact on learners when we analyze whether learners can make active deci-
sions via Nudge System.

3.2 Collection of Learning Log Function

The collection of learning log function collects the contents that learners write and
underline as notes in the learning log. The teacher can confirm the recorded learning
log after the class. The collection learning log function records each time a learner
writes on the lesson materials. Then, the system updates the records and reflects them
as colors in the visualization of learning.

3.3 Visualization of Learning Function

The learning visualization function distributes materials related to the lesson (PDF) to
the tablet device. When the learner takes notes or underlines on the same materials, the
approximate parts of the materials written on other students’ tablet devices can be
visualized by color. The higher the number of entries in the same section, the darker the
color. However, this function does not indicate specific contents for notes.

This function not only presents the learning strategy information of others to the
learner, but also confirms what kind of learning behavior the learner’s actions are an
example of, based on the visualized information. This confirms whether or not there
was decision making and behavioral change as a result of the nudge, as well as whether
the learner engages in SRL during class.

3.4 Confirmation of Learning Function

The confirmation of learning function can check the learning log of each learner by
specifying the date and time, teaching materials, and the users. This function is not
available to learners, and only the teacher can check the process from the first notes to
latest notes of all students after class. This function enables us to examine the long-
term changes in the note taking of each learner, as well as to check whether the system
affected the note-taking process.
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4 System Interface

The interface of the system can be seen in Fig. 3. The upper toolbar consists of the
Delete button, Select button, Marker button, Pen button, Swipe button, Shrink button,
Zoom button, Page Select button (Show All Pages Drop-down), Next Page button, and
Previous Page button.

The following is an explanation of how the visualization is carried out when
Learner 1 and Learner 2 listen to the class and respectively write on the distributed
lesson material. We also present a learner’s screen, which changes over time (see
Fig. 4):

1. Each learner takes notes and underlines during class to promote their own under-
standing and memory.

2. The system adds the thickness of the line written by the learner, the thickness of the
marker, and the thickness of the set value set beforehand by the instructor. Then, a
PNG image in which a line thicker than the line actually written by the learner is
created. This PNG image is called a visualization layer. The visualization of the
learning is feasible by superimposing the visualization layer on the lesson material.

3. When combined with the visualization layers created at the same time by others, the
areas with more writing are highlighted. The visualization layer updates at regular
intervals, providing information on how and at what time other learners are writing.

The thickness of the note, the thickness and color of the marker, and the trans-
parency and color of the visualization layer can be changed by setting them before the
class. The set value added to the memo is set so that other learners cannot judge the
contents of the memo.

Fig. 3. System interface
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5 Evaluation Guideline

The practice using Nudge System is scheduled for June to July, 2020. Therefore, this
paper introduces the viewpoints through which we will evaluate the interface of the
system, and we will announce the results in an announcement on the day.

We will evaluate the system from three viewpoints. First, we will evaluate whether
the cyclical process of SRL changes as a result of utilizing this system during class.
This is possible because we will be able to see how many times learners try to improve
their learning during class. The second viewpoint is the transformation of note-taking.
In terms of whether the cyclical process of SRL shifts during class, we will observe
potential modifications in the note-taking process during class. We will also observe
and evaluate the quantitative and qualitative modification of note taking in long term.
The third viewpoint is to conduct a questionnaire survey on whether there was a change
in learners’ own behavior and decision making by receiving a nudge from others during
class. This will be done by assessing if learners used the Nudge System to assess
whether nudges from others influenced their own thoughts and decisions.
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