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Abstract. Space communications are continuously challenged by
extreme conditions that include large propagation delays, intermittent
connectivity, and random losses. To combat these problems, the Lick-
lider Transmission Protocol (LTP) splits data blocks into small segments
that are radiated independently and retransmitted as needed, through
a process that can be paused during long link disruptions. Given the
extreme delays involved, the end performance of this protocol is driven
by the number of transmission rounds needed to successfully deliver each
block. LTP links are defined as overlays with one or more physical chan-
nels in the underlay, therefore with sections that may be on different
administrative domains and experiencing different conditions. The ques-
tion of how to select the length of the segments has received negligible
attention and the use of improper values can easily lead to subopti-
mal performance. The segmentation process used by LTP is examined
in this paper to determine the role that segmentation parameters and
the conditions of the underlay have on the block delivery times. This
goal is achieved through the definition of a basic model of LTP’s trans-
mission process that allows deriving the optimal segmentation parame-
ter. Simulation results provide additional evidence of LTP’s performance
contrasting the results of the optimal segment length with fixed-length
segments. The results provide a theoretical performance reference for
practical parameter optimization methods.

Keywords: Delay tolerant networks · Deep space communications ·
Satellites · Licklider Transmission Protocol · Protocol optimization

1 Introduction

Space communications networks are made distinctive by the use of long-distance
links, which both entail extreme one-way propagation light times (OWLT) and
long down periods. For example, the OWLT for Earth-Moon communications
is around 1.2 s whereas for the one for Earth-Mars is in the range of 4–24 min.
Orbital mechanics also bring occultation (i.e., celestial bodies blocking com-
munications), which can prevent any communication from a few minutes to
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several hours. Along with the Bundle Protocol (BP), the Licklider Transmission
Protocol was developed specifically to address those issues. LTP defines overlay
links with support for both best-effort and reliable data delivery. Because of the
use of network abstraction, LTP links are built on top of another protocol as
desired without constraint to any specific layer. Therefore, the underlay could
be selected to be a link-layer protocol or a higher-layer protocol, such as TCP
or UDP.

In the current state-of-practice, space radio channels and the link-layer are
regularly tuned to improve their performance, e.g., by redesigning link budgets
or through the use of error correction codes and buffer management techniques.
However, the problem of how to optimize LTP-specific parameters has received
relatively low attention in the past. The ION-DTN [1] implementation of LTP
provides the means for the manual configuration of different protocol param-
eters, such as the maximum block size, number of import and export sessions
(which controls the transmission concurrency), and the maximum segment size.
However, limited automation for finding the optimal values for these parameters
is available, requiring many times the use of human expertise.

In this paper, the segmentation method used by LTP is analyzed, which
consists of dividing a data block into small chunks (i.e., segments) for transmis-
sion. In all current implementations, including ION-DTN, the maximum segment
length is manually set usually matching the underlay’s maximum transmission
unit (MTU). The hypothesis is that the current approach for setting the segment
length may not yield optimal performance for all situations as large segments
tend to be more error-prone than smaller segments. Lost segments need to be
retransmitted, which extends the delivery time for the block. However, the use
of small segments may not be desirable either as they add header overhead both
from LTP and the underlay. Therefore, the tradeoffs in the selection of the seg-
ment length require further examination.

The contributions of this paper are three-fold: (1) it analyzes LTP’s block
segmentation process, yielding a model that describes the role of the conditions
of the underlay network and the selected protocol parameters to the overlay link
efficiency, (2) it finds the theoretical ideal segment length that maximizes link
efficiency and that leads to lower response times and higher throughout than
achievable through the common practice of using fixed segment sizes, and (3) it
provides the ideal LTP performance that serve as a reference for future works.

2 Related Works

A common criterium for determining the size of the data units in a network is
the possibility of fragmentation. As stated in RFC 2488, which defines perfor-
mance enhancements for satellite channels using standard network mechanisms,
it is recommended “the use of the largest packet lengths that prevent fragmenta-
tion”, which can be determined by the Path MTU Discovery (RFC 1191) mech-
anism. In addition, it recommends the use of forward error correction (FEC) to
reduce the possibility of triggering congestion control actions when TCP is used.
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Several works have suggested the practical link between the selected packet sizes
and performance, in particular, considering challenged networks. For example,
Basagni et al. studied the impact of the packet size selection in an underwater
wireless sensor network [2] showing that the performance of the carrier sense
multiple access (CSMA) and the distance-aware collision avoidance protocol
(DACAP) is impacted by the packet size selection even with BER values as
low as 10−6.

Space networks are challenged networks that are especially exposed to the
impact of packet losses due to the long propagation delay of the links. This obser-
vation has been well documented by numerous studies [3–6] that have focused
on different aspects of LTP, such as flow control [7], the aggregation of bundles
in blocks [8,9] and the impact of the selection of the convergence layer [10,11].
Recent works have focused on enhancing LTP for performance gains [12–14], for
example through the use of a Reed-Solomon code [15] to reduce the segment loss
probability.

An experimental work, conducted by Bezirgiannidis and Tsaoussidis [16],
measured the effect that packet sizes have on LTP performance. Several works
have looked into the properties of the radio channel and the formulation of
the packet optimization problem (e.g., see [17,18]). Close work was carried out
by Lu et al. who analyzed the approximated impact of packet sizes to LTP’s
performance and formulated a heuristic to find the optimal length [19]. Because
of the use of a performance model, a drawback of their approach is that it
requires knowledge of the channel state which may not be available given the
overlay nature of LTP links and the possible lack of cross-layer information. In
recent work, a cognitive networking approach to the dynamic selection of the
optimal segment length that does not require precise knowledge of the underlay
was also proposed [20].

3 Synopsis of the Licklider Transmission Protocol

The Licklider Transmission Protocol (LTP) [21,22] was introduced as a conver-
gence layer protocol for the Bundle Protocol (BP) to support bundle transmis-
sions over one or multiple links (as an overlay) that are expected to be disrupted
for extended times. LTP receives and transmits service data units from and to
BP (i.e., data bundles). As data arrives from BP, the sending LTP engine accu-
mulates the data in a buffer to create a data block. Each data block is segmented
and sent independently of each other to the receiving LTP engine. To this end,
LTP uses lower layer protocols. Typically, CCSDS/AOS (Consultative Commit-
tee for Space Data Systems/Advanced Orbit System) for single-hop radio links
and internet protocols (UDP, TCP, STCP) for overlays. The size of the data
blocks is determined by two parameters, which limit the amount of memory
reserved for each block and the filling time (typically, 1 s) respectively. There-
fore, the actual size of any particular block is not necessarily fix and may include
a whole bundle, part of a bundle, or even multiple bundles.

LTP supports both best-effort and reliable transmissions within the same
block. The portion of the block devoted to best-effort is labeled the green-part,
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whereas the red-part is reserved for the reliable part. This division is possible
because each block is segmented and each block transmission consists in sending
a sequence of data segments (DS). This process is called a session. The size of a
segment is commonly set to match the value of the maximum transmission unit
(MTU) of lower-layer protocol(s), but the benefits of selecting smaller segments
based on the context are suggested in this paper. The protocol does not put any
particular limit on the size of the segments, so that segments may be smaller
than the MTU or even larger (therefore, spanning multiple data-link frames).

Each session requires at least one transmission round. During that round all
of the block’s DS are sent. The last segment is labeled the checkpoint segment
(CP) and carries the flag end-of-red-part (EORP). This flag tells the receiver to
respond with a report segment (RS). The RS provides negative acknowledgment
to the sender so that it can retransmit lost segments. Additional rounds can
proceed until all of the segments are either successfully received or the maxi-
mum number of rounds is reached. In the latter case, the block is discarded. On
reception of the final confirmation (RS) from the receiver, the sender transmits
an acknowledge (RA) to close the block transmission. LTP blocks may be trans-
mitted one at a time, i.e., transmission of a block starts only after the previous
completely finishes, or in multiple concurrent sessions. The latter mode offers
better performance but may be limited by the memory available to LTP at both
ends. From the standpoint of the sender, the session finishes as soon as the RA
is transmitted. Figure 1 illustrates the process taking place as an overlay link.

end-to-end path 
passing through one or more networks

LTP
Sender
Engine

LTP
Receiver
EngineDS, CP, RA

RSRS

DS, CP, RA
Overlay

Underlay

Data bundle segments

Fig. 1. An LTP link defines a network abstraction (overlay) that is not restricted to a
single physical link, but that runs on top of an arbitrary underlay such as UDP/IP.

4 Analysis

To analyze the theoretical impact of the segmentation process, the study first
looks at the nominal (i.e., error-free) overlay link efficiency and capacity and
then extends the results to the lossy case. Capacity refers to the upper bound
of the rate at which bundles can be reliably received.

The study considers the general case of application data being reliably sent
over an overlay link by BP over LTP. The overlay is built over an underlay
of Z channels, that is, the underlay path consists of Z physical links. In the
discussion that follows, a frame is the name of the underlay protocol data unit.
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Despite the usual association of that term to the link layer, no specific restrictions
are assumed about the underlying protocol, so a frame could be a UDP datagram
for instance or a CCSDS frame.

4.1 Nominal Bundle Capacity

Each bundle consists of at least two structures. One structure carries the payload,
whereas the second, and additional structures if any, carries control information.
Let us use B to represent the total bundle length and hB the total length used by
the control structures within the bundle. The mapping of bundles to LTP blocks
depends on the amount of application data available to be sent, implementation
specifics, and protocol configuration. It may result in blocks carrying single bun-
dles, a fraction of a bundle, or multiple bundles. To model these alternatives,
let use parameter a to indicate the bundle-block aggregation factor : a = B/b,
where b is the block size. If a = 1, then one block carries exactly one bundle; if
a > 1, multiple blocks (�a� blocks) carry one bundle; and, if a < 1, one block
aggregates different bundles. Furthermore, let m and h represent the segment
payload length and header length respectively. To simplify the notation, let us
assume that h includes the lengths of both the segment and link-layer frame
so that the total segment length at the physical layer is L = m + h. Protocol
extensions, such as security mechanisms extensions [23], involve the addition of
extra control information and so, lead to a larger value for h. Each block requires
the transmission of n = b/m segments or frames, since it is assumed that each
segment travels in one frame.

The nominal BP/LTP efficiency is the ratio of the maximum BP payload
length to the total transmission length including overhead and data. To calcu-
late the protocol efficiency, it can be noted that the total overhead of a bundle
transmission over LTP is hB + anh given that each bundle introduces control
overhead (hB) and involves the transmission of a blocks of n segments. Each
segment within each block adds a separate protocol overhead h. The nominal
BP/LTP efficiency Enom is, therefore:

Enom =
B − hB

B + ahn
=

1 − hB/B

1 + h/m
(1)

The values of both hB and h are comparatively fixed, and the value of B
depends on the application requirements. The numerator in (1), 1 − hB/B, rep-
resents the bundle efficiency and varies between 0 and 1. Increasing the bundle
overhead hB decreases bundle efficiency linearly. Values of B of at least 10 times
larger than hB allow achieving a bundle efficiency of 0.9 or higher. The denomi-
nator in (1), 1+h/m, is the frame overhead factor. The expression indicates that
larger packet payload m helps to reduce the frame overhead and also protocol
efficiency. It can also be observed that realistically, m is the only controllable
variable that affects the nominal BP/LTP protocol efficiency. Another observa-
tion is that the block size b and the aggregation factor a do not impact nominal
protocol efficiency.
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The nominal link overlay capacity is the product of its efficiency and the
end-to-end throughput r. With the assumption of negligible buffering delays in
this work, the processing time of frames at the different sections of the overlay
are only determined by the links’ rates. Therefore, the overlay link’s throughput
is given by the slowest link of the underlay path. Furthermore, let us denote
with v the overlay path availability that results due to link disruptions (e.g., as
caused by occultation or link scheduling actions in the space communications
environment). The nominal capacity θ+nom is given by: θ+nom = Enomvr.

4.2 Reliable Bundle Efficiency and Overlay Link Capacity

Consider now the reliable transmission of bundles over a lossy overlay link that
randomly drops frames with probability p. Because the overlay may consist of
multiple sections, a number of these sections may implement forward error codes,
such as Reed-Solomon coding or Turbo coding, that can help to mitigate frame
drops. Also, additional packet encapsulation and multiplexing may occur prior
to the physical layer transmission at each section. Parameter p then models the
resulting end-to-end packet drop probability after considering any error mitiga-
tion technique used in all sections of the underlay. In detail, let bi denote the bit
error rate (BER) of the i-th channel of the underlay. For a frame of size L with
independent bit errors, the packet error rate pi for section i, i = 1, . . . Z, where
Z is the underlay path length, is given by the expression:

pi = 1 − (1 − bi)L = 1 − eL.log(1−bi) (2)

Because frames could be dropped at any section of the underlay, parameter
p is then given by the expression:

p = 1 −
Z∏

i=1

(1 − pi) (3)

It is relevant to emphasize that in practice frames may be also dropped due to
congestion. The model in this paper only considers channel losses and a negligible
probability of buffer overflow. Assuming that each segment travels on a separate
frame, the packet loss probability p will affect the transmission capacity of the
overlay θ+s as follows:

θ+s = (1 − p)vr/L (4)

given that the maximum segment throughput of r/L is also limited by the overlay
link availability v and only the fraction (1−p) of the segments will not be rejected
on average due to errors. Because each LTP block consists of n segments, the
maximum reliable block transmission capacity (θ+b ) becomes:

θ+b = θ+s /n. (5)

Despite LTP implements reliable block transmission, a block may still be
dropped after a certain number of unsuccessful delivery attempts. It is generally
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beneficial to decide first the value of the target block loss rate (α) and then
calculate that maximum number of rounds that can achieve such a level [24]. It
is considered that α is known as is given as an upper bound by design and that
α � 1, which is typical and allows ignoring the impact of the maximum number
of rounds to the average value (κ).

If the bundle fits within one LTP block, then the probability of losing the
bundle is just α. However, if the bundle involves several block transmissions, then
at least one block loss causes the entire bundle rejection. A bundle is not lost
with probability (1 − α)A, where A = max{1, a}, where a is the bundle-block
aggregation factor previously defined. The maximum reliable bundle capacity
(θ+B) is then:

θ+B = (1 − α)Aθ+b /a. (6)

Observing that each bundle carries (B − hB) of useful data, and using (4),
(5) and (6), it can be determined the reliable capacity of BP/LTP as:

θ+ = (B − hB)θ+B = Erv/a (7)

where

E =
1 − hB/B

1 + h/m
(1 − α)A(1 − p) = Enom(1 − α)A(1 − p). (8)

The reliable efficiency E is equivalent to the nominal efficiency subject to not
losing a segment nor a bundle. Unlike the nominal efficiency case, parameter
m not only impacts the segment overhead factor in the reliable efficiency, but
also the segment loss probability p (3). Expression (8) also suggests that the
transmission of a bundle using multiple blocks decreases the reliable efficiency.

Figure 2 (a) compares the nominal BP/LTP efficiency with the reliable
BP/LTP efficiency for a range of values of the segment payload length m and
under different BER conditions. The model parameters include 100 kB bundles
with 100 B control overhead, an LTP header length of 12 B, one block per bundle
(a = 1), and a block loss rate of 10−6. At low packet loss rates, the nominal and
reliable overlay link efficiencies are very similar. The situation changes at high
packet loss rates in particular with large segments.

4.3 Optimal Payload Length

As previously indicated (7), only the efficiency factor that appears in the over-
lay link capacity depends on the segment payload length m. The overlay link
throughput (r), overlay availability (v), and bundle-block aggregation factor (a)
are insensitive to the choice of the segment payload length. The optimal value
of the segment payload length m∗ yields the largest E , which can be found by
solving:

maximize
m

E(m)

subject to 0 < m ≤ B,M

m ∈ Z.
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where M is the smallest payload-length that is supported along the path of
the underlay network. The single-section network case (i.e., single-hop, b = b1)
leads to a simple expression that helps to illustrate the tradeoffs involved in
the segment length selection. It can be found by temporarily ignoring the two
constraints and finding the horizontal tangent with E ′ = 0:

m+ =
h

2

(
1 +

√
1 − 4

h log(1 − b)

)
. (9)

The constraints can then be applied using: m∗ = max{1,min{�m+�, B,M}}.
Expression (9) reinforces the notion that larger segments are generally better
suited for low BER with the opposite case otherwise.

Figure 2 (b) depicts the reliable efficiency achieved by the optimal payload
under different BER values, compared to fixed payloads of 2, 20, 200, and 2000
bytes. The case corresponds to a bundle size of 105, single bundle carrying blocks,
and bundle and frame overhead of 100 and 12 bytes respectively. The probability
of block loss was fixed at 10−6. The results illustrate the tradeoffs between header
overhead and segment drops involved in the selection of the LTP segment length.
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Fig. 2. (a) Nominal vs. reliable BP/LTP protocol efficiency, and (b) efficiency achieved
with fixed segments of various lengths (i.e., LTP) and with the optimal segmentation.

5 Simulation Results

To verify the performance achievable by the optimal segmentation, a discrete
event simulator of BP/LTP was used. The performance was measured in terms
of the block delivery time, response time, and bundle throughput. The simulator
keeps track of the timing of all the packet buffering and transmission events, in
addition to the packet drops, of a packet flow that is being carried by a single
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256-kbps wireless channel with given one-way light time (OWLT) and bit error
rate (BER). The accuracy of the simulator has been verified previously [24,25].

The OWLT and BER channel values were used as experimental factors. It is
assumed that the link was always available (v = 1). Statistics of the transmission
of 1000 bundles of size 100 kB were collected to characterize LTP performance.
Identical parameters to the theoretical model were assumed in the simulation: a
bundle fits exactly one block (a = 1) and the block control overhead was fixed
to 100 bytes. In addition, each segment carries a header of 12 bytes and RS/RA
(report acknowledgement) are 20 and 7 bytes long respectively.

5.1 Optimal Segment Size

Figure 3 (a) depicts the average segment length as determined by expression 9.
The independent parameter is the BER value of the single channel used in the
simulations. As a reference, the results obtained with fixed segment lengths of
500, 1000, and 1400 B have been included. These values are within the typical
range used in practice, for example, RFC 879 states that the default maximum
segment size (MSS) for TCP is 536 B and the general recommendation for LTP
in the ION-DTN implementation is the use of 1400 B. The evaluation included an
intermediate segment length between these two extremes. The optimal segment
length was constrained to the range 10–1400, which explains the constant optimal
value for BER values <10−6.
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Fig. 3. (a) Optimal segment lengths and (b) block delivery times.

Figure 3 (b) depicts the average bundle delivery times obtained with the
optimal segmentation and the fixed segment lengths. The performance advantage
of adjusting the segment length become apparent for BER values higher than
10−5. In the simulations, no error-correcting code was assumed. However, the
coding gain of real channels is expected to simply shift the results along the
horizontal axis.
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5.2 Average Block Response Time and Throughput

Unlike the block delivery time (i.e., service time), the block response time is
affected by the block sending rate and buffering. Higher sending rates increase
the chances of buffer congestion extending response times. The effect is depicted
in Fig. 4 (a) with a BER of 10−5 and for a range of values for the sending rate
up to 2.3 ×10−3 bundle/s. It is worth noting that the values that are shown
in the chart are not steady-state averages, but the average response time for
1,000 bundle transmissions at the selected rate. The benefits become particularly
significant, measured in the range of hours for the 1,000 s link, as bundles are
sent at higher rates. The optimal segmentation achieves up to 20–30% higher
throughput than with the use of fixed segment lengths as depicted in Fig. 4 (b).
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Fig. 4. Bundle response time (a) and throughput (b) over a single channel with a BER
value of 10−5 and one-way propagation delay (d) of 1,000 s as a function of the bundle
sending rate. The values were calculated for the first 103 bundles (not steady state).

5.3 Impact of the Propagation Delay

While the propagation delay does not affect the average number of rounds
required to delivery a block by LTP, the time required for each round is a func-
tion of the one-way propagation delay of the channel. The relationship between
block delivery time and propagation delay is linear as it can be observed in Fig. 5
for BER values of 10−5 and 10−4. This evaluation covers a wide range of OWLT,
from terrestrial to values associated to links to the edge of the solar system.
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Fig. 5. Block delivery time vs. one-way propagation delay with channel BER values of
(a) 10−5 and (b) 10−4.

6 Conclusion

In this paper, the connection between bundle delivery performance and both
the overlay link properties and the choice of the segmentation parameter was
analyzed. A model of the overlay link efficiency was proposed and used to find
the optimal segment length. Contrary to the default practice of setting the length
according to the maximum transmission unit of the underlay, the results show
that such practice may lead to suboptimal delivery times when the end-to-end
packet loss ratio is high. Given that end-to-end communication conditions can
change at any time, it can be inferred that an online method for defining LTP
parameters should be employed rather than keeping this parameter constant as
commonly done in practice today. Moreover, the overlay nature of LTP links may
complicate the optimization as multiple physical-layer channels may be involved
in the underlay negating the possible benefits of static techniques that try to
map BER measurements to segment lengths. Nevertheless, it is expected that
the results of this study will help to define a performance reference for future
practical methods for LTP parameter optimization.
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