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Preface

Communication is one of the most important parts of the modern world. The field of
computer networks constantly delivers new technologies that meet expectations of all
services required by various applications, from many years. They are like digital
bloodstream of computer systems, highly necessary but invisible unless they are
damaged. Most of devices and whole systems are dependent on computer networks
services. They become useless or their functionalities would be significantly dimin-
ished if the computer networks stopped working. Because the majority of digital
facilities are a part of networked systems, the communication technologies are one the
most important part of them ensuring their operation. Try to imagine, what personal
and professional activities would be in time of COVID-19 lockdown, if we did not
have the significant development of networks communication in recent years. There-
fore, the prospects in this domain bring inevitable development, and events founded to
exchange and disseminate knowledge in this area are important.

It is indispensable to have an in-depth knowledge of how to manage, model, and
design networked systems. To the high dynamics and the multiplicity of emerging
technologies, it is necessary to constantly expand and exchange knowledge and gain
experiences in this field. Conferences are the kind of meetings where independent
points of view are presented and where experts, researchers, and users can exchange
ideas. This book contains the top proceedings of one such event.

The Computer Networks (CN) conference was established at the Faculty of Auto-
matic Control, Electronics and Computer Science of Silesian University of Technology
in Gliwice 25 years ago. Professor Andrzej Grzywak was the main initiator of this
event. The 27th edition of the conference took place in 2020, and we hope that more
editions will be held in the future. With the increasing popularity of this topic, we are
facing the difficult task of dealing with numerous article submissions with twice as
much strength.

The innovative solutions and proposals submitted to CN indicates that significant,
relative scientific research is discussed. Every year, the number of publications is
growing and the scientific quality of works is getting more advanced. The scientific
level of the presented works is very high, and as a consequence the reviewing process
is very demanding and difficult for the authors. It consists of three independent
opinions of well-known scientists from around the world. Computer networks are still
the main solution which allows nodes to share resources. This is very important from
many points of view, including industrial communication.

Since 2009, conference proceedings have been published by Springer in the CCIS
series. All conference issues are indexed by Web of Science and Scopus each year. It is
also worth mentioning that the conference has co-sponsors and co-organizers, which
include the Computer Networks and Distributed Systems Section of the Informatics
Committee of the Polish Academy of Sciences (PAN) as well as IEEE Poland and the
International Network for Engineering Education and Research (iNEER).



The CN conference has been visible for more than a quarter of a century, giving
researchers a chance to meet each other, make new connections, start cooperation,
discuss on bothering problems, as well as disseminate their research results. The
essential contents presented during the conference are published in significant and well
recognized series of proceedings. Over the past 26 years of the conference’s history, all
important topics related to computer networks area have been discussed at the con-
ference and major breakthroughs in this area have been deliberated. Many collaborative
relationships were established, both in local and international scope. Thus, we believe
that the event has had a significant contribution to the global pool of achievements in
this domain.

Computer networks are still the only communication means for digital systems of all
kinds. Thus, recent research and innovative applications are very important for current
industrial and social activities. We also expect a high need for this in the future.
Computer networks and internal complexity of their operations are usually not shown
to their user. But without modern solutions and developments many popular and
spectacular amenities of everyday life would be unavailable.

This year, the CN conference faced the non-precedent situation related to both
pandemic state and internal regulations changes in Poland. It caused a reduced number
of submissions as well as the withdrawal of some works. Despite this, the organizers
ran the conference with the best topics among submitted and by including here the best
articles related to them. For the current edition, nearly 50 papers were submitted. To
maintain the high quality of the CCIS publication, only 34 were selected for further
consideration, and 14 among them were carefully selected for publication in this
proceedings. Each paper was reviewed by three independent reviewers in a
double-blind process. The Technical Program Committee of CN 2020 consisted of 136
scientists from 25 countries and 5 continents. This book collects the research work of
scientists from notable research centers. It includes stimulating studies of the wide
spectrum of both science and practical-oriented issues regarding the computer networks
and communication domain that may interest a wide readership. The content is divided
in three parts.

27th International Science Conference on Computer Networks (CN 2020)
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– Computer Networks
This section contains seven papers. All of them refer to the general domain of
computer networks and communications problems.

The first paper is delivered by two research entities: the Institute of Analysis and
Scientific Computing, TU Wien, Austria and the Institute of Computer Science and
Information Technologies, Lvov Polytechnic National University, Ukraine. It refers to
the issue of finding the proper network topology regarding the criteria of bandwidth
utilization. The Gomory-Hu algorithm is considered which is modified with taking into
account deficient channels. Network topology optimization made by the proposed
algorithm guarantees the transmission of the maximum input stream. The presented
idea, although based on classical Gomory-Hu algorithm, seems to be very promising.
The authors provide also an example showing that the result obtained with the modified
algorithm is correct.

The second paper is presented by the representatives of the University of Houston,
USA. The authors ponder communication networks used in space. The space tech-
nologies become continuously more important last years and communication on this
matter is highly relevant to develop the whole branch. Authors examined the
segmentation process used by Licklider Transmission Protocol to determine the role
of the segment length in the context of transmission delays. They propose the model
of the protocol that allows estimating the variable length of data chunk instead of fixed
one. This innovative approach is possible because authors provide a relation between
bit error rate of a channel and the optimal segment length instead of common practice
of using the maximum payload of underlying protocol.

The third paper is prepared by scientists from the Technical University of Liberec,
Czech Republic, and refers to the NAT64 and DNS64 mechanisms. The authors
specify the problems related to the DNS use in modern network services, especially
problems related to default usage of third party DNS resolvers together with the most
deployed detection method described by RFC7050. These issues could become real, as
the method is not compatible with DoH resolvers. This could even lead to problems
which would prevent Internet service providers from disabling IPv4 in their network.
Authors suggest how to solve the issues related to RFC7050 and show a possible way
how to move information about both NAT64 and DNS64 from local view of top-level
domain to operator’s global zone, with keeping the security.

The authors of the next paper come from two Polish universities. The first author is
from the University of Zielona Góra and the second from Military University of
Technology. They touch a brand new technology, namely networks that transmit
quantum information. Just like in regular networking one of the most important pro-
cesses in quantum circuits is packet switching. The authors describe an implementation
of a router for a four-qutrit quantum circuit. In general, the quantum router is a solution,
working on qubits, and provides spin interactions between quantum units of infor-
mation. Authors show that the joining of such routers allows for the building of
structures which are able to transfer a quantum state to the defined node in a quantum
network, achieving high accuracy of information transfer.

The next team is from Silesian University of Technology, Poland, and in their article
authors analyze the state of the art in relation to the development of supercomputers

Preface vii



and the important usage of related network technologies. They present the trends
available in the domain of high-performance computers. The analysis is focused on
system architecture, processors, computing accelerators, energy efficiency, and inter-
connection ability as well. The authors show that a significant impact on the super-
computer’s development depends on many, various elements but the development of
new topologies and technologies designed for connecting system nodes is absolutely
pivotal.

The next paper has been produced in Germany by researchers from Technical
University of Dresden. The aim of the paper is reliable delivery of crowd monitoring
data. The authors discuss the dynamic switching between infrastructure network and
peer-to-peer communication in a case when the connectivity is lost. The availability of
such services is important from the emergency point of view of big events. The authors
tested the P2P connection during an experiment they made at a real annual fair on the
university campus.

The last paper in this section refers to 5G cellular networks and its author comes
from Jagiellonian University, Poland. The development of this technology raises many
unreasonable emotions these days, as new technologies usually do, but it is inevitable
and finally will bring a positive impact to our networked society. The delivery of a
small payload in a short time is requested in 5G and is possible by achieving
ultra-reliable and low-latency communication. This is one of the major challenges in
this kind of communication. In this paper, the authors provide some important defi-
nitions and present a method for reliability enhancement of such type of traffic. They
consider the maximization of the reliability enhancement as an optimization problem
and they make some relevant simulations to obtain an optimal resource allocation
policy. As a result, they achieve significant performance differences between standard
methods and the studied one.

– Cybersecurity and Quality of Service
This section contains three papers related to networks security, reliability, and
quality of service issues.

This first paper is made by author from the University of Ostrava, Czech Republic.
The content of the paper ruminates the well-known and common problem of unwanted
emails and anti-spam systems which block one from receiving them. The authors
present the interconnection between two significant layers of multi-layer spam detec-
tion systems. Such communication is usually a weak point in mutual collaboration
between many SMTP servers. Thus, the construction of the feedback interconnection
between message content check and greylisting layers is a key, and authors propose an
easy way how spam detection can be improved by this. It seems that the proposed
method can improve the system’s effectiveness because the obtained results prove that
the number of detected spam messages is higher in comparison to the other well-known
methods. The method is not related to the given IP version and is not connected with
the particular implementation so it can be adopted to any multi-level spam detection
system.

The authors of the second article come from Otto-Friedrich-University Bamberg,
Germany, and V. A. Trapeznikov Institute of Control Sciences, Russian Academy of
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Sciences, Russia. They consider an analysis of transport reliability in fog computing
approach. The network function virtualization paradigm in an IoT scenario together
with a software-defined networks stack and multipath communication between its
clients and servers are used. The authors analyze the reliability of the redundant
transport system. The used communication channels are error-prone simulated by
random failures described by general Markov-modulated Poisson processes. They
found that the steady-state distribution of the restoration model can be effectively
calculated by a semi convergent iterative aggregation-disaggregation method for block
matrices. As the result of the presented analysis authors compute the associated reli-
ability function and hazard rate. The obtained effects seem to be useful for future
generations of these kinds of networks.

The authors of the last paper in this section are from Gdańsk University of Tech-
nology, Poland. Both are from the Faculty of Electronics, Telecommunications and
Informatics. They propose a new approach to network bandwidth distribution which
can ensure so-called fairness to end-users. In some services where the high competition
exists between users, e.g., multimedia transfer, the fairness assurance in the assignment
of limited resources to a potentially large set of users competing for them is highly
requested. The authors define fairness in terms of quality of experience for satisfied
users and quality of service for unsatisfied users. Such an algorithm of fair bandwidth
distribution can be one of the most desired supports for service providers, because its
aim is minimizing the number of end-user service terminations. The proposed algo-
rithm works much better than others commonly used, and as the result the number of
resignations was almost four times lower than that of other algorithms.

– Queueing Theory and Queuing Networks
This section contains four papers. The chapter refers to the theory of queues and
queueing network models. In such models the time characteristics of all tasks at
each network node is given by the response time of a queueing network.

Authors of the first paper in this section are from Petrozavodsk State University and
the Institute of Applied Mathematical Research of the Karelian research centre of RAS,
Russia. They talk about the implementation of failure rate functions to compare
queueing processes for exponential, Pareto, and exponential-Pareto mixture distribution
of service times. They use the failure rate and stochastic comparison techniques
together with coupling of random variables to establish some monotonicity properties
of the model. The obtained results can be useful for the estimation of the performance
measures of a wide class of queueing systems.

The second paper comes from Poland. The authors are from the Institute of
Computer Science, Cardinal Stefan Wyszyński University in Warsaw and from the
Institute of Information Technology, Warsaw University of Life Sciences – SGGW.
The authors report theoretical investigations on modified M/G/1/inf queuing model.
They study this model with non-homogeneous customers, an unreliable server and a
service time distribution which depends on a volume characteristic of the jobs. They
extend their previous work and try to follow a purely transform-oriented analysis
approach for M/G/1 models. The results show that the method of an additional event

Preface ix



can be used in the case of complicated models. The queueing model may be relevant in
virtualized computer systems.

The third paper is a result of research from USA, the University of California San
Diego and California State University Northridge. The paper presents an infinite-server
queue model with transient analysis and nonhomogeneous arrival processes. The paper
is built on the previous defined mathematical models and presents a detailed analysis
of the presented model. The authors obtained the basic differential equations for joint
probability generating functions for a number of busy servers and served customers for
transient and stationary random environments. The results seem to be suitable for
network performance evaluation, as well as for designing the optimal strategies for
managing resources of various networked systems and subsystems where the consid-
ered model can be used.

The last paper is a result of international cooperation. The authors are from, Shri
Mata Vaishno Devi University, India, and the Polish Academy of Science as well as
Silesian University of Technology, Poland. The authors consider cloud services which
are provided by virtual machines. They presented a simple queuing model for pro-
cessing tasks in computational clouds. The research is based on transient analysis of the
performance parameters. The numerical examples are presented to illustrate its utility
by considering the effects of reneging and feedback on the queueing delay, probability
of task rejection, and the probability of immediate service.

On behalf of the Program and Organizing Committee of the CN conference, we
would like to express our gratitude to all authors for sharing their research results and
for their assistance in producing this volume, which we believe is a reliable reference in
the computer networks domain.

We also want to thank the members of the Technical Program Committee and all
reviewers for their involvement and participation in the reviewing process.

If you would like to help us make the CN conference better, please send us your
opinions and suggestions at cn@polsl.pl.

May 2020 Piotr Gaj
Wojciech Gumiński
Andrzej Kwiecień
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Abstract. The classical Gomory-Hu algorithm aims for finding, for
given input flows, a network topology for data transmission and band-
width of its channels which are optimized subject to minimal bandwidth
criteria. In practice, it may occur that some channels between nodes of
the network are not active. Ignoring such channels using the topology
obtained be the Gomory-Hu algorithm will not lead to an optimal flow-
rate.

In this paper the focus is on a modified algorithm taking into account
deficient channels. While the classical algorithm generates a sequence
of ring subnets, in our modified version the use of deficient channels
is checked at intermediate stages in each cycle of the algorithm. When
forming ring subnets, the availability of new channels to be introduced
into the ring subnet is checked and in the case of unavailability another
ring closest to the optimal one is selected. The network optimized by this
modified algorithm guarantees the transmission of the maximum input
stream.

Keywords: Network topology · Channel capacity · Gomory-Hu
algorithm

1 Preamble

From a historical point of view, networking, data transmission and distributed
processing developed as a result of scientific and technological progress. Modern
networks connect a huge amount of computers and other devices via communi-
cation channels. In view of their growing complexity the problem of optimizing
their performance has become more and more important.
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In mathematical terms, a network corresponds to a (weighted) graph, direc-
tional or non-directional. Network servers, routers, etc. are vertices, and com-
munication lines (channels) are the edges of such a graph.

2 Introduction: Problems of Network Performance
Optimization

A computer network is a complex combination of data terminal equipments, dif-
ferent data communication equipments such as routers, physical environment,
channels, application processes, data flows, communication and routing proto-
cols, etc. Therefore, optimization of network performance is a complicated task
requiring from developers to assess the expected performance.

For studying such problems it is advisable not to create a real physical net-
work1 but to use a mathematical model, on the basis of which it will be possible
to judge the efficiency of future networks and to decide whether to realize them
or how to improve their topology.

A mathematical description of a network is typically based on a graph-
theoretical model, where the set of vertices represents the nodes of the network,
and the set of edges represents the channels connecting them. Network topolo-
gies are traditionally described as undirected graphs without loops or multiple
edges. In Fig. 1 we visualize typical topologies.

Fig. 1. Typical network topologies

1 Even for smaller networks, physical modeling requires large effort, time and consid-
erable material costs. Thus, the possibilities of physical modeling are rather limited.
It only allows to investigate special settings where a small number of combinations
of the relevant system parameters are taken into account.
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The major criteria affecting efficiency are

– performance,
– reliability,
– security.

The performance of a network is affected by the number of users, transmission
media, hardware and software limitations. It is measured in terms of

– transit time,
– response time,
– throughput,
– delay.

Finding an optimal topology for a designed network taking the above crite-
ria into account, requires a multi-criteria analysis which is not easy to formalize.
This is due to the fact that these criteria have different (often contradictory)
effects on the analyzed object. For example, increasing reliability leads to redun-
dant components, connections require better equipment, etc.

Many works were devoted to the design of different types of network topolo-
gies, examples of which can e.g. be found in [4,6], where methods and algorithms
for optimization are systematized and analyzed. The principles underlying the
Gomory-Hu topological design are described in [2,3,6]. Gomory and Hu proposed
an algorithm providing a synthesis of network topology and choice of channel
capacities. The network designed according to this algorithm enables transmis-
sion of a maximum given input flow with a minimum required total capacity
over the channels. In [7] a simulation model based on the Gomory-Hu algorithm
(besides some other algorithms) was implemented. In [8], devoted to the embed-
ding of virtual topologies in network clouds, the algorithmic steps proposed start
with building the Gomory-Hu tree.

Optimization via the classical algorithm results in channel capacities which
do not take into account particular transmission technologies in the different
channels. But the capacity of the separate channels should be selected in accor-
dance with the requirements of their transfer technology. An appropriately mod-
ified algorithm taking into account the requirements of the Dense Wavelength
Division Multiplexing (DWDM) technology is presented in [1].
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The aim of the present paper is to design a network topology with minimum
excess capacity by modifying the Gomory-Hu algorithm for cases when a physical
realization for some of the channels is not available or needs to be avoided.2

3 The Classical Gomory-Hu Algorithm Aiming
for Optimizing the Network Topology and Selecting
the Bandwidth of Its Channels

The input data is a set of nodes, together with the requirement of exchange of
information and the intensity of flows that need to be provided between them.
The algorithm assumes that this data are represented by a non-oriented weighted
graph, The weights of the edges (=channels) correspond to the flows to be trans-
mitted. The result of the optimization procedure is a weighted graph representing
the topology of the network after optimization. The weights of channels represent
the channel capacities.

Applying the classical Gomory-Hu algorithm one can find a network topology
and the capacity of its channels for which transmission with maximum flow is
ensured, and at the same time the weights of all edges (the required capacity of
the communication channels) will be minimal. Let us discussed the application
of the Gomory-Hu algorithm for network topology optimization and choosing
capacity of its channels. The algorithm assumes that, according to certain rules,
the input graph is divided into a set of graphs, of which represents some subnet.
All subnets, with the exception of the last one, which can be a segment con-
necting two nodes, are ring subnets with the same weight value of each edge of
the uniform ring. By superposition of all the resulting subnets one obtains an
optimized network that will feature minimum total capacities of the channels
(edges), while providing transmission of maximum flow. Found in the process of
optimization the weights of the edges are equal to the required bandwidth of the
channels. For better understanding the Gomory-Hu algorithm can be divided
into two major stages:

(i) decomposition,
(ii) superposition.
2 Nowadays there is a high risk of intentional damage caused by truncating commu-

nication lines. This problem is particularly relevant for backbone lines providers.
For example, in 2017, there was the massive attack on Ukrtelecom’s backbone lines
serving eastern Ukraine. In two places a long-distance line was cut and cables were
damaged [9].

According to the new General Data Protection Regulation (GDPR) [10] adopted
in EU in 2018 it is prescribed to implement appropriate technical and organizational
measures to ensure a level of security appropriate to the risk. In case of a physical
or technical incident one should be able to recover all personal data in a timely
manner. From our point of view, the best solution to provide these requirements
when developing a backbone network topology is to exclude dangerous lines in the
network, for example from the military area. Our modified algorithm will help to do
this, although at the cost of slightly exceeding bandwidth.
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(i) Decomposition can be described in following way:
1. Specification of a weighted non-directed graph Gin, in which vertices

of graph represent network nodes, and edges represent flows where the
weights of the edges represent the required intensities of flows.

2. Construction of the graph A := Gin.
3. Decomposition of the graph A into

– a ring graph SNi which includes all vertices of the graph A, which
have edges and assigning to each edge of the ring the weight Wmin/2;
where i is the cycle number and Wmin is the minimal weight of the
edges of the graph A;

– a graph B which is obtained by subtracting the value Wmin from the
weight of each edge of graph A whose weight is positive.

4. If the number of edges in the graph B is larger than one, we accept A = B
and go back to step 3; otherwise the decomposition is completed.

(ii) Superposition means constructing the output graph by integration of all
graphs to which the input graph was decomposed in step 1. Let us illustrate
the work of the algorithm on the example of a network topology optimiza-
tion, network includes 7 nodes, among which should be transmitted streams
described below in Example 1.

Example 1. The input data are the intensities of flows aij between the i-th and
j-th nodes:

a12 ⇒ 100Tb/s,
a14 ⇒ 50Tb/s,
a15 ⇒ 20Tb/s,
a23 ⇒ 6Tb/s,
a25 ⇒ 10Tb/s,
a46 ⇒ 4Tb/s,
a67 ⇒ 10Tb/s.

Figure 2 shows the process and result of optimization based on the classical
Gomory-Hu algorithm.

Let us discuss these results. The verification is performed for maximum flow,
in our case it is a12 = 100 Tb/s. In the resulting network, this flow can be
transmitted simultaneously in the following way:

a12 ⇒ 75Tb/s,
a1765432 ⇒ 3Tb/s,
a176542 ⇒ 2Tb/s,
a1542 ⇒ 5Tb/s,
a142 ⇒ 15Tb/s.

Here, a1765432 denotes the path from node 1 to node 2 across nodes 7, 6, 5, 4
and 3, etc. The sum of these flows is 100 Tb/s. Thus, since the maximum input
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Fig. 2. (Example 1:) Results obtained by the classical Gomory-Hu algorithm.
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stream is 100 Tb/s the network is able to transmit the maximum flow without
any excess resources. i.e., all network resources are busy for transmission of
maximum flow. The total capacity of all channels is 148 Tb/s.

Consider the case where for some reason it is not possible to provide some
channel, or channels connecting the nodes of the outer ring. In this case it will not
be possible to transmit the maximum input stream. The reason for this is that
the algorithm provides an optimal solution which eliminates any redundancy.
Therefore, rejecting any channel or reducing its bandwidth will not permit to
achieve the desired goal.

4 A Modified Gomory-Hu Algorithm for Optimizing
the Network Topology and Selecting the Bandwidth of
Its Channels

Now we propose a modification of the classical algorithm in order to select the
network topology and bandwidths of its channels according to the criteria of
minimum bandwidth, in case of possible restrictions on the existence of certain
channels. Additional input is a ‘black list’ of unavailable channels between the
nodes of the outer ring. In the classical algorithm, ring subnets are iteratively
constructed in course of the decomposition. In the modified algorithm, in each
cycle it is checked whether a channel from the black list of unavailable channels
is included in the ring subnet. If such a channel is not contained in the black
list, the algorithm proceeds in the same way as the classical one.

Otherwise, we propose to use at this step of the algorithm the topology of
the previous ring. Obviously, there will be some redundancy, but it will offer a
solution that can be implemented. The modified algorithm can be described as
follows.

1. Specification of a weighted non-directed graph Gin, in which vertices of
graph is network nodes and edges are flows, weights of the edges represent
the required intensities of flows.

2. Construction of graph A :=Gin.
3. Find the minimal weight of the edges of the graph A − Wmin.
4. Decomposition of graph A into:

– a ring graph SN1 which includes all the nodes of graph A, and assigning
to each edge of the ring the weight Wmin/2;

– a graph B, which is obtained by subtracting the value Wmin from all edges
of graph A whose weight is positive.

5. If the number of edges in graph B is equal one, then go to step 11, else we
accept A = B.

6. Construction a ring graph SNk which includes all the nodes of graph A,
where k is the cycle number, which started from 2.

7. Comparing ring graphs SNk = SNk−1 to detect new edge. If the new edge
does not appear go to 8. Otherwise check if the new edge is forbidden accord-
ing to the list of forbidden channels. In this case, set SNk = SNk−1.
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8. Find the minimal weight of the edges of the graph A − Wmin.
9. Decomposition of graph A into:

– a ring graph SNk and assigning to each edge of this ring the weight
Wmin/2;

– a graph B which is obtained by subtracting the value Wmin from all edges
of graph A whose weight is positive.

10. If the number of edges in graph B is larger than one, then we accept A = B
and go back to step 6.

11. Integration of all graphs of SNk and graph B.

Example 2 (based on Example 1:). An illustration of the proposed approach is
shown in the example of the implementation of the modified algorithm for the
same input data as before for the classical version. Figure 3 shows the process
and result of optimization based on our modified algorithm.

The verification is performed for maximum flow, in our case it is a12 =
100 Tb/s. In the resulting network, this flow can be transmitted simultaneously
in the following way:

a12 ⇒ 75 Tb/s,
a1765432 ⇒ 3 Tb/s,
a176542 ⇒ 7 Tb/s,

a142 ⇒ 15 Tb/s.

The sum of these flows is 100 Tb/s. Thus, this network also is able to transmit
the maximum flow. The connection between nodes 1 and 5 is not involved,
which cannot be physically implemented due to input conditions. The price for
this is increasing the total capacity of all channels. In this example it equals
158 Tb/s. When optimizing according to the classical Gomory-Hu algorithm the
total capacity of all channels was 148 Tb/s, but the classical algorithm does not
take into account the constraints caused by unavailability of some channels.

For automated verification of results, the Gomory-Hu algorithm was used
to determine the maximum flow in the network. The following are fragments
from an implementation of the program for finding the maximum streams for
the examples discussed above. The results for Examples 1 and 2 are shown in
Fig. 4 and 5, respectively.

In the input data for the classical and modified algorithms, the maximum
flow value to be transmitted between nodes 1 and 2 is 100 Tb/s. As can be seen
from Figs. 4 and 5, the optimized topologies provide exactly this value.
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Fig. 3. (Example 2:) Results obtained by the modified Gomory-Hu algorithm.
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Step 1: Vt = [ {{0},{1},{2},{3},{4},{5},{6}} ]

----------------------------------------------

Step 2: X = [ {0}, {1}, {2}, {3}, {4}, {5}, {6} ]

Step 3: G = [ {{0}}, {{1}}, {{2}}, {{3}}, {{4}}, {{5}}, {{6}} ]

0 75 0 15 5 0 5

75 0 3 22 0 0 0

0 3 0 3 0 0 0

15 22 3 0 10 0 0

5 0 0 10 0 5 0

0 0 0 0 5 0 5

5 0 0 0 0 5 0

Step 4: s-t = {{0}}-{{1}}

max_f = 100

A = [ {0}, {2}, {3}, {4}, {5}, {6} ]

B = [ {1} ]

Step 5: Vt = [ {{0}}, {{2}}, {{3}}, {{4}}, {{5}}, {{6}}, {{1}} ]

0 100

100 0

Fig. 4. (Example 1:) Verification of the maximum flow for the classical algorithm.

Step 1: Vt = [ {{0},{1},{2},{3},{4},{5},{6}} ]

----------------------------------------------

Step 2: X = [ {0}, {1}, {2}, {3}, {4}, {5}, {6} ]

Step 3: G = [ {{0}}, {{1}}, {{2}}, {{3}}, {{4}}, {{5}}, {{6}} ]

0 75 0 15 0 0 10

75 0 3 22 0 0 0

0 3 0 3 0 0 0

15 22 3 0 10 0 0

5 0 0 10 0 10 0

0 0 0 0 10 0 10

10 0 0 0 0 10 0

Step 4: s-t = {{0}}-{{1}}

max_f = 100

A = [ {0}, {2}, {3}, {4}, {5}, {6} ]

B = [ {1} ]

Step 5: Vt = [ {{0}}, {{2}}, {{3}}, {{4}}, {{5}}, {{6}}, {{1}} ]

0 100

100 0

Fig. 5. (Example 2:) Verification of the maximum flow for the modified algorithm.

5 Conclusion and Outlook

The proposed modified Gomory-Hu algorithm offers a solution for finding the
network topology and bandwidth of its channels, when for some reasons certain
channels are not available. A network optimized in this way still guarantees the
transmission of the maximum input stream.
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Further work on this topic (see [5] and Acknowledgement below) will include a
study of complexity issues, also based on a systematic implementation, preferably
using the graph-theoretical features available in the computer algebra system
Maple.
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Analysis of the Block Segmentation
Method of the Licklider
Transmission Protocol
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Abstract. Space communications are continuously challenged by
extreme conditions that include large propagation delays, intermittent
connectivity, and random losses. To combat these problems, the Lick-
lider Transmission Protocol (LTP) splits data blocks into small segments
that are radiated independently and retransmitted as needed, through
a process that can be paused during long link disruptions. Given the
extreme delays involved, the end performance of this protocol is driven
by the number of transmission rounds needed to successfully deliver each
block. LTP links are defined as overlays with one or more physical chan-
nels in the underlay, therefore with sections that may be on different
administrative domains and experiencing different conditions. The ques-
tion of how to select the length of the segments has received negligible
attention and the use of improper values can easily lead to subopti-
mal performance. The segmentation process used by LTP is examined
in this paper to determine the role that segmentation parameters and
the conditions of the underlay have on the block delivery times. This
goal is achieved through the definition of a basic model of LTP’s trans-
mission process that allows deriving the optimal segmentation parame-
ter. Simulation results provide additional evidence of LTP’s performance
contrasting the results of the optimal segment length with fixed-length
segments. The results provide a theoretical performance reference for
practical parameter optimization methods.

Keywords: Delay tolerant networks · Deep space communications ·
Satellites · Licklider Transmission Protocol · Protocol optimization

1 Introduction

Space communications networks are made distinctive by the use of long-distance
links, which both entail extreme one-way propagation light times (OWLT) and
long down periods. For example, the OWLT for Earth-Moon communications
is around 1.2 s whereas for the one for Earth-Mars is in the range of 4–24 min.
Orbital mechanics also bring occultation (i.e., celestial bodies blocking com-
munications), which can prevent any communication from a few minutes to

c© Springer Nature Switzerland AG 2020
P. Gaj et al. (Eds.): CN 2020, CCIS 1231, pp. 14–26, 2020.
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several hours. Along with the Bundle Protocol (BP), the Licklider Transmission
Protocol was developed specifically to address those issues. LTP defines overlay
links with support for both best-effort and reliable data delivery. Because of the
use of network abstraction, LTP links are built on top of another protocol as
desired without constraint to any specific layer. Therefore, the underlay could
be selected to be a link-layer protocol or a higher-layer protocol, such as TCP
or UDP.

In the current state-of-practice, space radio channels and the link-layer are
regularly tuned to improve their performance, e.g., by redesigning link budgets
or through the use of error correction codes and buffer management techniques.
However, the problem of how to optimize LTP-specific parameters has received
relatively low attention in the past. The ION-DTN [1] implementation of LTP
provides the means for the manual configuration of different protocol param-
eters, such as the maximum block size, number of import and export sessions
(which controls the transmission concurrency), and the maximum segment size.
However, limited automation for finding the optimal values for these parameters
is available, requiring many times the use of human expertise.

In this paper, the segmentation method used by LTP is analyzed, which
consists of dividing a data block into small chunks (i.e., segments) for transmis-
sion. In all current implementations, including ION-DTN, the maximum segment
length is manually set usually matching the underlay’s maximum transmission
unit (MTU). The hypothesis is that the current approach for setting the segment
length may not yield optimal performance for all situations as large segments
tend to be more error-prone than smaller segments. Lost segments need to be
retransmitted, which extends the delivery time for the block. However, the use
of small segments may not be desirable either as they add header overhead both
from LTP and the underlay. Therefore, the tradeoffs in the selection of the seg-
ment length require further examination.

The contributions of this paper are three-fold: (1) it analyzes LTP’s block
segmentation process, yielding a model that describes the role of the conditions
of the underlay network and the selected protocol parameters to the overlay link
efficiency, (2) it finds the theoretical ideal segment length that maximizes link
efficiency and that leads to lower response times and higher throughout than
achievable through the common practice of using fixed segment sizes, and (3) it
provides the ideal LTP performance that serve as a reference for future works.

2 Related Works

A common criterium for determining the size of the data units in a network is
the possibility of fragmentation. As stated in RFC 2488, which defines perfor-
mance enhancements for satellite channels using standard network mechanisms,
it is recommended “the use of the largest packet lengths that prevent fragmenta-
tion”, which can be determined by the Path MTU Discovery (RFC 1191) mech-
anism. In addition, it recommends the use of forward error correction (FEC) to
reduce the possibility of triggering congestion control actions when TCP is used.
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Several works have suggested the practical link between the selected packet sizes
and performance, in particular, considering challenged networks. For example,
Basagni et al. studied the impact of the packet size selection in an underwater
wireless sensor network [2] showing that the performance of the carrier sense
multiple access (CSMA) and the distance-aware collision avoidance protocol
(DACAP) is impacted by the packet size selection even with BER values as
low as 10−6.

Space networks are challenged networks that are especially exposed to the
impact of packet losses due to the long propagation delay of the links. This obser-
vation has been well documented by numerous studies [3–6] that have focused
on different aspects of LTP, such as flow control [7], the aggregation of bundles
in blocks [8,9] and the impact of the selection of the convergence layer [10,11].
Recent works have focused on enhancing LTP for performance gains [12–14], for
example through the use of a Reed-Solomon code [15] to reduce the segment loss
probability.

An experimental work, conducted by Bezirgiannidis and Tsaoussidis [16],
measured the effect that packet sizes have on LTP performance. Several works
have looked into the properties of the radio channel and the formulation of
the packet optimization problem (e.g., see [17,18]). Close work was carried out
by Lu et al. who analyzed the approximated impact of packet sizes to LTP’s
performance and formulated a heuristic to find the optimal length [19]. Because
of the use of a performance model, a drawback of their approach is that it
requires knowledge of the channel state which may not be available given the
overlay nature of LTP links and the possible lack of cross-layer information. In
recent work, a cognitive networking approach to the dynamic selection of the
optimal segment length that does not require precise knowledge of the underlay
was also proposed [20].

3 Synopsis of the Licklider Transmission Protocol

The Licklider Transmission Protocol (LTP) [21,22] was introduced as a conver-
gence layer protocol for the Bundle Protocol (BP) to support bundle transmis-
sions over one or multiple links (as an overlay) that are expected to be disrupted
for extended times. LTP receives and transmits service data units from and to
BP (i.e., data bundles). As data arrives from BP, the sending LTP engine accu-
mulates the data in a buffer to create a data block. Each data block is segmented
and sent independently of each other to the receiving LTP engine. To this end,
LTP uses lower layer protocols. Typically, CCSDS/AOS (Consultative Commit-
tee for Space Data Systems/Advanced Orbit System) for single-hop radio links
and internet protocols (UDP, TCP, STCP) for overlays. The size of the data
blocks is determined by two parameters, which limit the amount of memory
reserved for each block and the filling time (typically, 1 s) respectively. There-
fore, the actual size of any particular block is not necessarily fix and may include
a whole bundle, part of a bundle, or even multiple bundles.

LTP supports both best-effort and reliable transmissions within the same
block. The portion of the block devoted to best-effort is labeled the green-part,
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whereas the red-part is reserved for the reliable part. This division is possible
because each block is segmented and each block transmission consists in sending
a sequence of data segments (DS). This process is called a session. The size of a
segment is commonly set to match the value of the maximum transmission unit
(MTU) of lower-layer protocol(s), but the benefits of selecting smaller segments
based on the context are suggested in this paper. The protocol does not put any
particular limit on the size of the segments, so that segments may be smaller
than the MTU or even larger (therefore, spanning multiple data-link frames).

Each session requires at least one transmission round. During that round all
of the block’s DS are sent. The last segment is labeled the checkpoint segment
(CP) and carries the flag end-of-red-part (EORP). This flag tells the receiver to
respond with a report segment (RS). The RS provides negative acknowledgment
to the sender so that it can retransmit lost segments. Additional rounds can
proceed until all of the segments are either successfully received or the maxi-
mum number of rounds is reached. In the latter case, the block is discarded. On
reception of the final confirmation (RS) from the receiver, the sender transmits
an acknowledge (RA) to close the block transmission. LTP blocks may be trans-
mitted one at a time, i.e., transmission of a block starts only after the previous
completely finishes, or in multiple concurrent sessions. The latter mode offers
better performance but may be limited by the memory available to LTP at both
ends. From the standpoint of the sender, the session finishes as soon as the RA
is transmitted. Figure 1 illustrates the process taking place as an overlay link.

end-to-end path 
passing through one or more networks

LTP
Sender
Engine

LTP
Receiver
EngineDS, CP, RA

RSRS

DS, CP, RA
Overlay

Underlay

Data bundle segments

Fig. 1. An LTP link defines a network abstraction (overlay) that is not restricted to a
single physical link, but that runs on top of an arbitrary underlay such as UDP/IP.

4 Analysis

To analyze the theoretical impact of the segmentation process, the study first
looks at the nominal (i.e., error-free) overlay link efficiency and capacity and
then extends the results to the lossy case. Capacity refers to the upper bound
of the rate at which bundles can be reliably received.

The study considers the general case of application data being reliably sent
over an overlay link by BP over LTP. The overlay is built over an underlay
of Z channels, that is, the underlay path consists of Z physical links. In the
discussion that follows, a frame is the name of the underlay protocol data unit.
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Despite the usual association of that term to the link layer, no specific restrictions
are assumed about the underlying protocol, so a frame could be a UDP datagram
for instance or a CCSDS frame.

4.1 Nominal Bundle Capacity

Each bundle consists of at least two structures. One structure carries the payload,
whereas the second, and additional structures if any, carries control information.
Let us use B to represent the total bundle length and hB the total length used by
the control structures within the bundle. The mapping of bundles to LTP blocks
depends on the amount of application data available to be sent, implementation
specifics, and protocol configuration. It may result in blocks carrying single bun-
dles, a fraction of a bundle, or multiple bundles. To model these alternatives,
let use parameter a to indicate the bundle-block aggregation factor : a = B/b,
where b is the block size. If a = 1, then one block carries exactly one bundle; if
a > 1, multiple blocks (�a� blocks) carry one bundle; and, if a < 1, one block
aggregates different bundles. Furthermore, let m and h represent the segment
payload length and header length respectively. To simplify the notation, let us
assume that h includes the lengths of both the segment and link-layer frame
so that the total segment length at the physical layer is L = m + h. Protocol
extensions, such as security mechanisms extensions [23], involve the addition of
extra control information and so, lead to a larger value for h. Each block requires
the transmission of n = b/m segments or frames, since it is assumed that each
segment travels in one frame.

The nominal BP/LTP efficiency is the ratio of the maximum BP payload
length to the total transmission length including overhead and data. To calcu-
late the protocol efficiency, it can be noted that the total overhead of a bundle
transmission over LTP is hB + anh given that each bundle introduces control
overhead (hB) and involves the transmission of a blocks of n segments. Each
segment within each block adds a separate protocol overhead h. The nominal
BP/LTP efficiency Enom is, therefore:

Enom =
B − hB

B + ahn
=

1 − hB/B

1 + h/m
(1)

The values of both hB and h are comparatively fixed, and the value of B
depends on the application requirements. The numerator in (1), 1 − hB/B, rep-
resents the bundle efficiency and varies between 0 and 1. Increasing the bundle
overhead hB decreases bundle efficiency linearly. Values of B of at least 10 times
larger than hB allow achieving a bundle efficiency of 0.9 or higher. The denomi-
nator in (1), 1+h/m, is the frame overhead factor. The expression indicates that
larger packet payload m helps to reduce the frame overhead and also protocol
efficiency. It can also be observed that realistically, m is the only controllable
variable that affects the nominal BP/LTP protocol efficiency. Another observa-
tion is that the block size b and the aggregation factor a do not impact nominal
protocol efficiency.
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The nominal link overlay capacity is the product of its efficiency and the
end-to-end throughput r. With the assumption of negligible buffering delays in
this work, the processing time of frames at the different sections of the overlay
are only determined by the links’ rates. Therefore, the overlay link’s throughput
is given by the slowest link of the underlay path. Furthermore, let us denote
with v the overlay path availability that results due to link disruptions (e.g., as
caused by occultation or link scheduling actions in the space communications
environment). The nominal capacity θ+nom is given by: θ+nom = Enomvr.

4.2 Reliable Bundle Efficiency and Overlay Link Capacity

Consider now the reliable transmission of bundles over a lossy overlay link that
randomly drops frames with probability p. Because the overlay may consist of
multiple sections, a number of these sections may implement forward error codes,
such as Reed-Solomon coding or Turbo coding, that can help to mitigate frame
drops. Also, additional packet encapsulation and multiplexing may occur prior
to the physical layer transmission at each section. Parameter p then models the
resulting end-to-end packet drop probability after considering any error mitiga-
tion technique used in all sections of the underlay. In detail, let bi denote the bit
error rate (BER) of the i-th channel of the underlay. For a frame of size L with
independent bit errors, the packet error rate pi for section i, i = 1, . . . Z, where
Z is the underlay path length, is given by the expression:

pi = 1 − (1 − bi)L = 1 − eL.log(1−bi) (2)

Because frames could be dropped at any section of the underlay, parameter
p is then given by the expression:

p = 1 −
Z∏

i=1

(1 − pi) (3)

It is relevant to emphasize that in practice frames may be also dropped due to
congestion. The model in this paper only considers channel losses and a negligible
probability of buffer overflow. Assuming that each segment travels on a separate
frame, the packet loss probability p will affect the transmission capacity of the
overlay θ+s as follows:

θ+s = (1 − p)vr/L (4)

given that the maximum segment throughput of r/L is also limited by the overlay
link availability v and only the fraction (1−p) of the segments will not be rejected
on average due to errors. Because each LTP block consists of n segments, the
maximum reliable block transmission capacity (θ+b ) becomes:

θ+b = θ+s /n. (5)

Despite LTP implements reliable block transmission, a block may still be
dropped after a certain number of unsuccessful delivery attempts. It is generally
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beneficial to decide first the value of the target block loss rate (α) and then
calculate that maximum number of rounds that can achieve such a level [24]. It
is considered that α is known as is given as an upper bound by design and that
α � 1, which is typical and allows ignoring the impact of the maximum number
of rounds to the average value (κ).

If the bundle fits within one LTP block, then the probability of losing the
bundle is just α. However, if the bundle involves several block transmissions, then
at least one block loss causes the entire bundle rejection. A bundle is not lost
with probability (1 − α)A, where A = max{1, a}, where a is the bundle-block
aggregation factor previously defined. The maximum reliable bundle capacity
(θ+B) is then:

θ+B = (1 − α)Aθ+b /a. (6)

Observing that each bundle carries (B − hB) of useful data, and using (4),
(5) and (6), it can be determined the reliable capacity of BP/LTP as:

θ+ = (B − hB)θ+B = Erv/a (7)

where

E =
1 − hB/B

1 + h/m
(1 − α)A(1 − p) = Enom(1 − α)A(1 − p). (8)

The reliable efficiency E is equivalent to the nominal efficiency subject to not
losing a segment nor a bundle. Unlike the nominal efficiency case, parameter
m not only impacts the segment overhead factor in the reliable efficiency, but
also the segment loss probability p (3). Expression (8) also suggests that the
transmission of a bundle using multiple blocks decreases the reliable efficiency.

Figure 2 (a) compares the nominal BP/LTP efficiency with the reliable
BP/LTP efficiency for a range of values of the segment payload length m and
under different BER conditions. The model parameters include 100 kB bundles
with 100 B control overhead, an LTP header length of 12 B, one block per bundle
(a = 1), and a block loss rate of 10−6. At low packet loss rates, the nominal and
reliable overlay link efficiencies are very similar. The situation changes at high
packet loss rates in particular with large segments.

4.3 Optimal Payload Length

As previously indicated (7), only the efficiency factor that appears in the over-
lay link capacity depends on the segment payload length m. The overlay link
throughput (r), overlay availability (v), and bundle-block aggregation factor (a)
are insensitive to the choice of the segment payload length. The optimal value
of the segment payload length m∗ yields the largest E , which can be found by
solving:

maximize
m

E(m)

subject to 0 < m ≤ B,M

m ∈ Z.



Analysis of the Block Segmentation Method of LTP 21

where M is the smallest payload-length that is supported along the path of
the underlay network. The single-section network case (i.e., single-hop, b = b1)
leads to a simple expression that helps to illustrate the tradeoffs involved in
the segment length selection. It can be found by temporarily ignoring the two
constraints and finding the horizontal tangent with E ′ = 0:

m+ =
h

2

(
1 +

√
1 − 4

h log(1 − b)

)
. (9)

The constraints can then be applied using: m∗ = max{1,min{�m+�, B,M}}.
Expression (9) reinforces the notion that larger segments are generally better
suited for low BER with the opposite case otherwise.

Figure 2 (b) depicts the reliable efficiency achieved by the optimal payload
under different BER values, compared to fixed payloads of 2, 20, 200, and 2000
bytes. The case corresponds to a bundle size of 105, single bundle carrying blocks,
and bundle and frame overhead of 100 and 12 bytes respectively. The probability
of block loss was fixed at 10−6. The results illustrate the tradeoffs between header
overhead and segment drops involved in the selection of the LTP segment length.
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Fig. 2. (a) Nominal vs. reliable BP/LTP protocol efficiency, and (b) efficiency achieved
with fixed segments of various lengths (i.e., LTP) and with the optimal segmentation.

5 Simulation Results

To verify the performance achievable by the optimal segmentation, a discrete
event simulator of BP/LTP was used. The performance was measured in terms
of the block delivery time, response time, and bundle throughput. The simulator
keeps track of the timing of all the packet buffering and transmission events, in
addition to the packet drops, of a packet flow that is being carried by a single
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256-kbps wireless channel with given one-way light time (OWLT) and bit error
rate (BER). The accuracy of the simulator has been verified previously [24,25].

The OWLT and BER channel values were used as experimental factors. It is
assumed that the link was always available (v = 1). Statistics of the transmission
of 1000 bundles of size 100 kB were collected to characterize LTP performance.
Identical parameters to the theoretical model were assumed in the simulation: a
bundle fits exactly one block (a = 1) and the block control overhead was fixed
to 100 bytes. In addition, each segment carries a header of 12 bytes and RS/RA
(report acknowledgement) are 20 and 7 bytes long respectively.

5.1 Optimal Segment Size

Figure 3 (a) depicts the average segment length as determined by expression 9.
The independent parameter is the BER value of the single channel used in the
simulations. As a reference, the results obtained with fixed segment lengths of
500, 1000, and 1400 B have been included. These values are within the typical
range used in practice, for example, RFC 879 states that the default maximum
segment size (MSS) for TCP is 536 B and the general recommendation for LTP
in the ION-DTN implementation is the use of 1400 B. The evaluation included an
intermediate segment length between these two extremes. The optimal segment
length was constrained to the range 10–1400, which explains the constant optimal
value for BER values <10−6.
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Fig. 3. (a) Optimal segment lengths and (b) block delivery times.

Figure 3 (b) depicts the average bundle delivery times obtained with the
optimal segmentation and the fixed segment lengths. The performance advantage
of adjusting the segment length become apparent for BER values higher than
10−5. In the simulations, no error-correcting code was assumed. However, the
coding gain of real channels is expected to simply shift the results along the
horizontal axis.
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5.2 Average Block Response Time and Throughput

Unlike the block delivery time (i.e., service time), the block response time is
affected by the block sending rate and buffering. Higher sending rates increase
the chances of buffer congestion extending response times. The effect is depicted
in Fig. 4 (a) with a BER of 10−5 and for a range of values for the sending rate
up to 2.3 ×10−3 bundle/s. It is worth noting that the values that are shown
in the chart are not steady-state averages, but the average response time for
1,000 bundle transmissions at the selected rate. The benefits become particularly
significant, measured in the range of hours for the 1,000 s link, as bundles are
sent at higher rates. The optimal segmentation achieves up to 20–30% higher
throughput than with the use of fixed segment lengths as depicted in Fig. 4 (b).
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Fig. 4. Bundle response time (a) and throughput (b) over a single channel with a BER
value of 10−5 and one-way propagation delay (d) of 1,000 s as a function of the bundle
sending rate. The values were calculated for the first 103 bundles (not steady state).

5.3 Impact of the Propagation Delay

While the propagation delay does not affect the average number of rounds
required to delivery a block by LTP, the time required for each round is a func-
tion of the one-way propagation delay of the channel. The relationship between
block delivery time and propagation delay is linear as it can be observed in Fig. 5
for BER values of 10−5 and 10−4. This evaluation covers a wide range of OWLT,
from terrestrial to values associated to links to the edge of the solar system.
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Fig. 5. Block delivery time vs. one-way propagation delay with channel BER values of
(a) 10−5 and (b) 10−4.

6 Conclusion

In this paper, the connection between bundle delivery performance and both
the overlay link properties and the choice of the segmentation parameter was
analyzed. A model of the overlay link efficiency was proposed and used to find
the optimal segment length. Contrary to the default practice of setting the length
according to the maximum transmission unit of the underlay, the results show
that such practice may lead to suboptimal delivery times when the end-to-end
packet loss ratio is high. Given that end-to-end communication conditions can
change at any time, it can be inferred that an online method for defining LTP
parameters should be employed rather than keeping this parameter constant as
commonly done in practice today. Moreover, the overlay nature of LTP links may
complicate the optimization as multiple physical-layer channels may be involved
in the underlay negating the possible benefits of static techniques that try to
map BER measurements to segment lengths. Nevertheless, it is expected that
the results of this study will help to define a performance reference for future
practical methods for LTP parameter optimization.
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Abstract. Since it has been introduced the NAT64/DNS64 transition
mechanism has reputation of method which simply works. This could
change as currently used detection method, RFC7050 [16], for this tran-
sition mechanism doesn’t work with third party/foreign DNS resolvers.
These resolvers have been lately introduced by Mozilla Firefox [1] with
implementation of DNS over HTTPS. This paper describes problems
connected with default usage of third party DNS resolvers and provides
a way how to solve issues of RFC7050 [16] with and without third party
resolvers.

Keywords: NAT64/DNS64 · DNS · DNSSEC · DoH · RFC7050

1 Introduction

The Internet Protocol version 6 (IPv6) and a whole internet changed a lot during
more than 20 years the first standard of IPv6 has been around. At a beginning
every device used EUI-64 as its identifier, device autoconfiguration has been
split into two services - neighbor discovery for routing and addressing in case of
Stateless Address Autoconfiguration (SLAAC) and Dynamic Host Configuration
Protocol version 6 (DHCPv6) for everything else. Global Content Distribution
Networks (CDNs) didn’t exist, cloud was still just a condensed water in the
atmosphere and most of the internet services where self-hosted. Because of that
the internet itself was truly decentralized network, made of smaller networks
connected in several Internet Exchange Points (IXPs).

When going bit more to the history, to the beginning of internet itself, to
days when Internet Protocol version 4 (IPv4) switchover happened. The inter-
net was a network of mutually trusted networks with network administrators,
who knew each other. And from this age some of the essential protocols have
been established. These include telnet, Simple Mail Transfer Protocol (SMTP),
Domain Name System (DNS) and many more. Some of them are not in use
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nowadays, some really shouldn’t but still are (telnet) and some still performs its
essential role in the internet - like DNS.

Unfortunately, we are not living in the same world and we are not using
the same internet anymore. Internet has become a network of content providers
making their own CDNs distributed around the globe, slowly taking more and
more services concentrated into them. Network administrators no longer knows
each other, they hardly know a few people from their IXPs. The Internet is
no longer just a network of computers. There are tons of devices which are
poorly developed/managed and shouldn’t be really connected to public network,
the internet has become. It is no longer safe trusted network of professionally
maintained computers, it is a jungle for masses.

This change in way how the internet is perceived of course initiated changes
in some of these protocols, but those changes also caused some collateral damage
which would be described in this article.

2 Encrypted Domain Name System Protocols

As already mentioned, one of the most important protocols of the internet, which
wasn’t originally designed with any security concerns is a DNS. It was introduced
as a replacement of distributed host file. However as network protocol it does
not provide a same security level as locally managed file and in the same time
a DNS itself does not provide any protection against spoofing, other then race
condition.

DNS is plain-text protocol without cryptography signatures and without end
to end encryption. At the beginning of the internet it really didn’t caused an
issues as it has been viewed as trusted network. But as the internet became more
broadly adopted, it has been realized that this nature of DNS could be leveraged
to perform Man in the Middle (MitM) attacks.

In this attack a client is given spoofed replies to its DNS queries. Attacker
utilize either closer proximity to a client or simpler and faster DNS software, as
it must provide a same reply on every query. As the only first reply received by
a client is used and as there is not cryptography signature present in a reply,
client has no means to validate received data, so it is inevitably redirected to
attacker.

As a DNS doesn’t provide any defense against these kind of attacks, a crypto-
graphic signatures have been introduced into DNS tree by Domain Name System
Security (DNSSEC). By establishing the chain of trust from IANA maintained
root zone up to every single record in every signed zone, the MitM attack has
been mitigated. When a zone for which a validating client is performing a query
is signed, any manipulation with reply would be detected and rejected as forged.
This is inherently safer then connecting to attacker’s device. In fact for validat-
ing client, a MitM attack changes to Denial of Service (DoS) type of attack, as
when a client receives forged reply first and legitimate second, it may ignore both
forged and legitimate. The first one would be ignored due to failure in DNSSEC
validation and the second one would get ignored as there was already reply
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received for the same query. For this reason a service would not be accessible
so it would mean successful DoS attack1. However forged reply must not been
cached in client so it would mean when attacker would either stop transmitting
packet to client or when legitimate reply would arrive first, then a service would
become accessible again.

There are also legitimate reasons to modify DNS replies like Network Address
Translation 6-to-4 (NAT64)/Domain Name System 6-to-4 (DNS64) transition
mechanism (defined in RFC6146 [14] and further explained in [2]) which had to
deal with presence of DNSSEC. This will be mentioned further in this article.

The MitM and DoS are not the only risks connected to plain-text DNS. Essen-
tially when using unencrypted channel over insecure network there is always risk
of interception and with that interconnected risk of leakage sensitive information,
as well as targeted DoS attacks often also used for government censorship.

This privacy related concerns lead to two independent standards of encrypted
DNS protocols. Both of them are using the same principle of encapsulation DNS
traffic inside encrypted channel but differs in transport channel.

2.1 DNS-Over-TLS

The first method of encapsulation of DNS traffic is the DNS over TLS (DoT)
(RFC7858 [9]). It is actually not more then its name says. It is the plain-text
DNS encapsulated in either TLS tunnel in case of Transmission Control Pro-
tocol (TCP) transport or the DTLS in case of User Datagram Protocol (UDP)
transport.

It uses a separate port number 853, and it is an alternative way of transport
for the same servers as used for plain-text DNS on port 53. When a client
supports this method of transport then it tries to establish connection on port
853. When server supports DoT, then connection is made and DoT is used for
transporting DNS queries.

As a DoT uses the same resolvers as regular DNS, it does not require any
detection method other then trying to establish a connection on DoT port. Also
by using the same resolvers it does not introduce third parties into communica-
tion of a client.

The down side of this method is that it allows easy way how to block client
access to DoT by setting a firewall forward chain anywhere between client and
resolver blocking port 853 which is used solely by DoT. This would also make
government censorship easier.

2.2 DNS-Over-HTTPS

The second method, defined by RFC8484 [8] uses, as the name implies, HTTPS
as means of transport.

The main advantage of this method is that it is using well-known port of
443, this makes it quite hard to filter DNS traffic from regular HTTPS content.

1 This behavior can be mitigated by stub resolver and depends on its implementation.
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This way it would require performing deep packet inspection and SSL stripping
to inspect and filter DNS traffic.

The main disadvantage is a missing detection method. As regular DNS uses
IP addresses for accessing resolver, the IP have to use a whole URL to access
DoH API. This would seems as a small and insignificant change, however CAs
are not issuing TLS certificates for IP addresses and single IP address can host
a multiple sites by leveraging SNI. Also URL suffix of DoH API could differ
from typical location and in such case using just IP would not provide sufficient
information to successful setup DoH.

By missing detection method a DoH clients had to depend either on list of
DoH provider shipped with software, or on manual entry made by user. This
is especially concerning in case of Mozilla Firefox. Mozilla has made a DoH as
a default (currently US only) [1], with default provider being Cloudflare, but
with possibility to change to other DoH providers or disabling DoH all together.
It is also worth mentioning that one of the DoH providers is also Google (not
listed in Mozilla Firefox) and the people working for Google were one which
proposed DoH to IETF.

When looking into this from privacy point of view, this leads to less privacy
then plain-text DNS. This is caused by introducing a third party into resolving
process, in difference to regular DNS, which utilizes Internet Service Provider
(ISP) resolver with cached records. By asking DoH provider instead, client is
giving that provider every query, which could be directly connected back to
client. And by utilizing cookies and other techniques for user tracking on web,
it is not just identified as an IP (possibly shared with multiple users in case of
IPv4), it is identified as single browser on client.

It is not surprising that people working for Google would propose standard,
which would give a third party (DoH provider) all DNS queries, which it would
not otherwise get and when it just happen that one of DoH providers is Google
itself.

Privacy issues are not the only one connected with DoH. Introducing a third
party into DNS also breaks policy based DNS and also split view in DNS. This
then breaks current DNS based method for detecting transition mechanisms
like NAT64/DNS64 and also situation when network uses private addresses for
locally hosted services.

The Fig. 1 shows both traditional DNS (solid line) and DoH route how a DNS
query is send and reply is received. It could be seen that when DoH is used every
query is send directly to DoH provider and from its web server is processed
via traditional DNS. When would a client ask for locally hosted service, then
query would be also send via DoH to the DoH provider, which would then
query required record from ISP DNS. But this query would have come from
WAN facing interface (from public address not belonging to ISP) so outside
view would be used. This could potentially lead to unreachable service as ISP
could use RFC1918 [15] addresses for local access or requested service could be
accessible for locally connected clients only. If so, then client querying record for
such service could receive either public address of such service (which would not
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be reachable by client) or client would receive empty reply as a service would be
internal only and it would appear that client is connecting from outside of local
network. This is why a DoH breaks split view zones.

Fig. 1. Comparison of DoH and traditional DNS route of queries

It is fair to say, that both privacy and split view problem is not direct property
of DoH. These issues are caused by its implementation and by lack of detection
method. There are some studies which are advocating use of DoH like [3] or [13]
but such studies are concentrated on performance, availability measurements
and stub resolver to recursive resolver link security. From that point of view
DoH seems fine, but they are missing problem of metadata leakage to the third
party - DoH provider. Such problem is stated in [7].

3 NAT64/DNS64

The NAT64/DNS64 is one of transition mechanisms which utilizes two sepa-
rate technologies. One is NAT64 which translates between IPv6 and IPv4 and
vice versa (this is a difference between NAT44 - commonly referred as Network
Address Translation (NAT) and NAT66 which translates addresses inside a same
address family).

The second part of this mechanism is DNS64. It provides synthesized AAAA
record for services only having A record. This way, as IPv6 has priority over
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IPv4, client has possibility to connect to IPv4 only service via IPv6 network. As
DNS64 is synthesizing records not originally present in a zone, it conflicts with
DNSSEC. This conflict has to be resolved by NAT64/DNS64 detection method,
otherwise DNS64 response would get discarded by client so that NAT64 would
not be used and if client has no IPv4 connectivity it would not be able to reach
IPv4 only service.

3.1 Current Detection Method - RFC7050

Detection method specified in RFC7050 [16] is DNS based solution. It uses
a AAAA query for Well-Known IPv4-only Name (WKN) ipv4only.arpa. which
has got only IPv4 address in the global DNS tree. This query is performed with
DNS flag “CD” set to zero so that DNS64 could perform address synthesis. This
query and reply is shown by Fig. 2.

Fig. 2. Detection of NAT64 prefix according to RFC7050 [16] (Source: [10])

When client receives reply containing IPv6 addresses, then DNS64 is present
in network and prefixes of these addresses are equal to prefixes used for NAT64.
In the example shown in Fig. 2 the NAT64 prefix is 2001:db8:64::/96.

When there is no DNS64 service provided, then client should receive
NODATA2 status code for AAAA ipv4only.arpa. query. The RFC7050 [16] also
allows reply of NXDOMAIN for negative answer, however this is against specifi-
cation of RFC1035 as there is an A record for ipv4only.arpa. so there is another
record type for WKN while NXDOMAIN would indicate that WKN does not
exist in DNS tree which is obviously not true. This means either configuration
error, bug in DNS resolver implementation or the arpa. zone is not being cor-
rectly resolved.
2 NODATA is not actually transmitted as a return code. It is a combination of NOER-

ROR code and missing answer section.
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If client is not performing validation of received NAT64 prefix it is allowed
to finish detection process in the first step. When client is capable of validation
it should proceed with sending PTR queries for every received address and then
for every PTR reply it should query AAAA record. Reply of AAAA query then
must match with reply for AAAA record of WKN.

Fig. 3. Validation of NAT64 prefix according to RFC7050 [16] (Source: [10])

Figure 3 shows the whole process of NAT64 prefix validation. It uses generic
<Pref64>::192.0.0.170 and generic domain example.com. but it could be sub-
stituted by address from previous example in Fig. 2, in which case address in
PTR query and AAAA reply would be 2001:db8:64::c000:aa. Domain name in
PTR reply and AAAA query could be any valid domain name, but it has to be
under the ISP control and must lead back to address detected in the first step,
otherwise validation would fail.

Nowadays, the most fundamental problem connected with this method would
be its dependence on DNS server provided by ISP. Before introduction of DNS
the usage of third party DNS servers was a rare setup, which had to be configured
manually. Usually a client is provided with DNS resolver address is via autocon-
figuration (DHCP or SLAAC) and such information would be also passed to
downstream interface of any router, which could be located between a client and
ISP autoconfiguration server.

However, after DoH has been introduced and actively used, the third party
DNS resolvers have been automatically configured inside a client. Then both
system resolver containing NAT64/DNS64 detection method and DNS resolver
provided by ISP, which runs DNS64 service, are getting automatically bypassed
(shown by Fig. 1). This effectively means no NAT64/DNS64 for clients using
DoH and so no IPv4 service in IPv6-only networks which utilizes this transition
mechanism.
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There are also some security implications connected with this method. The
first step the detection process could not be validated by DNSSEC. This is due
to the fact that DNS64 provider (usually ISP), is not legitimate holder of arpa.
zone. This means that AAAA record for WKN could not be signed and it has to
be solved by setting a “CD” flag as mentioned previously. When this first query
would be intercepted and replied with forged records it would allow to perform
DoS, MitM and flooding attacks. Validation would not necessary protect from
these situations because it could be successfully passed for every address which
would have matching PTR and AAAA record pair. Furthermore, standard is
using word “SHOULD” instead of “MUST” for requirement of signing NAT64
AAAA resource record and there is no requirement for signing PTR record. This
allows to perform mentioned attacks even on host which doesn’t have matching
PTR and AAAA record pair.

Standard is trying to address this concerns by requirement of secure channel
between client and DNS64 server and via secure domain list. The first require-
ment could be easily done on some type of network - fixed service utilizing star
topology with encapsulation and strict filtering; but is hardly usable for others
- utilizing shared segments, bus topology or some radio based networks.

Second mitigation tool is also not universally applicable. Networks forcing
strict policies concerning connected devices, which would require provisioning of
device prior connection to a network, would be able to populate trusted domain
list as required by RFC7050 [16]. But for others, small ISPs using stock firmware
for CPEs or on networks with BYOD policy, this requirement would not be
possible to fulfill.

3.2 Alternative Means of Detection

Following methods have one thing in common, there are not widely used. It is
either because they are using not widely adopted protocol or because of they
haven’t been standardized yet.

The most relevant of these method already standardized is RFC8115 [5]. It
uses DHCPv6 option code 113 called “OPTION V6 PREFIX64”. This option
includes two multicast prefixes and prefix lengths and single unicast NAT64
prefix. Problem of this method is that it uses DHCPv6 - protocol which is not
mandatory and which is not implemented is some clients (Android) and because
of that it is not widely deployed in residential networks. This causes so called
“circulus vitiosus” as no support in clients means no deployment in a networks
and no deployment means no need for implementation in clients. This religious
battle of Android against DHCPv6 caught RFC8115 [5] in it, which is a shame
as it could work quite well, maybe even with DoH.

Another possibly relevant way how to detect NAT64/DNS64 is via Port Con-
trol Protocol (PCP) - specified by RFC7225 [4]. The PCP is protocol for con-
trolling behavior of NAT and firewall by a client requests. The RFC7225 [4] is
extending PCP by option with code 129, which includes NAT64 prefix and its
length as well as IPv4 prefixes used for translation (optionally). Even that PCP
showed an interesting concept of client managing firewall and NAT of upstream



Detection of NAT64/DNS64 by SRV Records: Using Global DNS Tree 35

router, it has not been adopted inside either residential or enterprise networks.
Also as non-essential protocol for autoconfiguration, even knowledge of its exis-
tence is pretty low among network administrators.

There is also one new method of NAT64/DNS64 detection [6], which uses
ICMPv6 Router Advertisement extension. Same as previous method it includes
NAT64 prefix, its encoded length and it adds encoded validity time. However it
differs in protocol used, which in this case is essential for autoconfiguration of
any IPv6 client and further more the ICMPv6 is essential for IPv6 itself. This is
a huge advantage of this method and if it gets standardized it has a potential to
solve current issues of NAT64/DNS64 detection. Only possible pitfall could be
hidden within operating systems (network stack) as it has to provide a way how
to distribute learned NAT64 prefix to application including DNS resolver (web
browser in case of DoH). If there would not be such interface, then DoH enabled
application would have to implement ICMPv6 Neighbor Discovery protocol by
themselves in order to support this method.

4 Proposed Detection Method

4.1 Reasoning

Due to the standardization of DoH and its introduction of third party DNS
providers as a default settings the problems of RFC7050 [16] had to be addressed.
But because failure of previous standards in real network adoption, we had to
introduce some design goal for new method.

These design goals are:

Goal 1 No new protocol or alteration of existing one.
Goal 2 Utilize widely supported protocols.
Goal 3 Utilize information already provided by network.
Goal 4 Must work with foreign DNS.
Goal 5 Must not require DNS64 synthesis on a host.
Goal 6 Must not require prior provisioning.
Goal 7 Must provide secure detection over insecure channel.

Goal 1 is purely motivated by ease of standardization process - less changes
into working and already deployed protocols means less testing and lower prob-
ability of introducing vulnerabilities. The second goal is motivated by situation
of RFC7225 [4] and RFC8115 [5]. Both are using non-essential protocols, so
any deployment of these standards requires configuration work done by network
administrator. This is strongly connected with design goals 3 and 6 as if deploy-
ment of detection method is easier for network administrator it is more likely to
be deployed.

The fourth design goal is motivated by the current problem of RFC7050 [16]
with DoH. The fifth goal is reaction to method currently discussed on 6man work
group which utilizes Router Advertisement messages. This method does not pro-
vide detection of DNS64, just NAT64 and client is then forced to perform DNS64
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itself. It is certainly a way how to solve DNS64 problem but this solution adds
requirements on client implementation which hasn’t been there up to this point.
This could potentially slow down deployment process or restrict its audience on
devices with limited resources.

The final design goal is also reaction on RFC7050 [16] and its requirements
of secure channel. By somehow expecting trustworthy network, method usage
would be either limited or the worse scenario - method would introduce vulner-
ability to a network, which would deploy it regardless of its prerequisites.

4.2 Principle of Method

The newly proposed method [11] utilize DNS, similar way how it is done in
RFC7050 [16], but instead of using split view to arpa. zone and well-known name
ipv4only.arpa. it utilizes SRV records inside local domain. These records are
globally resolvable and because of that, they can be used even in the situations
when client is using third party DNS resolver.

Draft of this method [11] introduces two new services - SRV records: One for
signaling NAT64 prefix (and optionally also outside IPv4 addresses) a the second
for providing address of DNS64 resolver. Example of such records in operator
zone is shown in Listing 1.1.

$ORIGIN example . net

% NAT64 reco rd s
nat64 . ipv6 IN SRV 5 10 9632 nat64−pool . example . net

nat64−pool IN AAAA 2001 : db8 : 6 4 : f f 9b : : c000 : aa
nat64−pool IN A 192 . 0 . 2 . 6 4

% DNS64 re co rd s − s t a t i n g p r i o r i t i e s
dns64 . t cp IN SRV 5 10 53 dns64 . example . net
dns64 . udp IN SRV 10 10 53 dns64 . example . net
dns64 . t cp IN SRV 20 10 443 dns64 . example . net
dns64 IN AAAA 2001 : db8 : : 5 3

A zone of this example contains single NAT64 prefix (2001:db8:64:ff9b::/96 )
which is translated into single IPv4 address (192.0.2.64 ). Length of both prefixes
are encoded into port number field of SRV record by prepending an IPv6 prefix
length before an IPv4 prefix length. This field could be safely used as IP doesn’t
have port numbers (port number is used in layer 4 protocols - TCP, UDP etc.)
and as 16b number it can handle theoretical maximum of /128 IPv6 prefix length
and /32 of IPv4 which would make 12832 in decimal notation. This information
is only optional as it is indicating size of IPv4 pool used for translation. As
long as operator is using typical prefix length of /96 for embedding an IPv4
address it could just set port number field to 0. This would be signal to client
that information about pool size is not available and that IPv4 address is just
appended after a NAT64 prefix. Otherwise format of this record does not differ
from standard SRV record.
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The second proposed record represents DNS64 resolvers. In the example it
shows a single DNS64 resolver accessible by plain-text DNS protocol over TCP
(most preferred) and UDP and by DoH (least preferred). Implementation of this
record is not strictly required for this method to work, but it adds an interesting
possibilities for network configuration. Because of this record, operator is given
a tool how to indicate client on which servers the DNS64 service is provided
and which protocols are used and preferred. This also adds a possibility to run
DNS64 service outside of main recursive DNS infrastructure and also provides
an easy way how to provide client domain names of ac:DoH servers (which so
far does not exits).

4.3 Client Behavior

Client, when connected to a network, will typically receive some autoconfigu-
ration information. This in IPv6 capable network consist of Router Advertise-
ment message which can optionally include DNSSL option (domain search list
- RFC8106 [12]), and/or DHCPv6 which can include option codes 24, 39, 57,
74, 118 and others which can provide local domain as well. Detection of local
domain is important for this proposed method to work, as it uses DNS queries
for getting SRV records in this local domain.

When this information is not provided passively as part of autoconfiguration
process, client can perform PTR query for its own IPv6 address. This should pro-
duce dynamically generated record pointing to resource holder domain (typically
either ISP or large company). Such domain can be then used to perform detec-
tion process. The last usable source of an information about local domain could
be client’s Fully Qualified Domain Name (FQDN), which should also include
local domain.

After local domain is established, client can start detection method. This
consist of querying nat64. ipv6 subdomain for every local domain candidate,
and if it is not capable of DNS64 synthesis, it should also query for DNS64
service record ( dns64 ) under both TCP and UDP. All replies for this queries
must be signed by DNSSEC and their signatures must be valid. If client is
capable of validating DNSSEC signatures, it must discard any record with invalid
or missing signature. This requirement solves design goal number 7 as when
network utilizes countermeasures against spoofing RA or DHCPv6 (RA-guard
and DHCPv6 snooping), it provides sufficient proof that provided prefixes and
DNS64 servers are legitimate (or at least their addresses). This also conform
design goal 6 as DNSSEC key of root zone is included in DNS resolver code and
no other key has to be distributed.

If client is not capable of performing DNS64 address synthesis, it can use
DNS64 servers provided by SRV record. Default behavior of client in this case
should be to use these servers only when it receives NODATA reply for AAAA
query. This would most likely indicate presence of an A record, so that it
could be IPv4-only service and NAT64/DNS64 must be used to access it. Client
could potentially use DNS64 servers from SRV record as default, but it could
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potentially override its user’s wishes and lead for unintended leak of sensitive
information so it should be uses only when there is no reply on AAAA queries.

If a client is capable of performing DNS64 address synthesis, then it can do
that with received NAT64 prefix or it can use DNS64 servers. This should be
configurable but either option would work.

4.4 Fulfillment of Design Goals

Proposed method fulfills the goal 1 as it is not introducing any new protocols,
and it fulfills goal 2 as it is utilizing DNS as source of configuration information
and DNS is essential network protocol. Further more, if there will any future
version of DNS transport, this method should work with it as it is independent
of transport method.

Design goal 3 is at least partially fulfilled. As this method uses DNSSL as
source of information about local domain (this would be usually present in the
network) or DHCPv6 options (which might not present already). In case of sim-
ple enterprise network without routers managed by end user (CPE), network
administrator can just utilize DNSSL already configured and just add corre-
sponding NAT64 SRV and AAAA records. This can be done in single place -
forward zone file. When there are CPEs in the network then network adminis-
trator must also deploy DHCPv6 option preferably code 57 or dynamic creation
of PTR record for client addresses. That is why this goal is considered fulfilled
partially - it can work in some networks out of the box, but in other networks
additional steps must be taken.

Goal 4 is fulfilled as method uses global DNS tree, so it would work with any
recursive resolver and with any transport method. Goal 5 is fulfilled with pro-
viding DNS64 SRV records. Goals 6 and 7 are fulfilled with strict requirement
of DNSSEC. Only security measures required for network is basic security of
autoconfiguration methods, but in absence of these security measures it would
not add any other issues to those, which would be already present in such net-
work. Without secure channel it is still possible to perform some attacks on this
method like DoS or to intercept DNS queries between client and resolver, but
with DNSSEC it is not possible to inject client with rogue prefix as long as client
is validating responses.

5 Conclusion

The NAT64/DNS64 is really easy to use and reliable transition mechanism, so
it would be a shame to loose such possibility to widely deploy it to phase out
the IPv4 in access networks. But with current detection methods this could
become a reality, as the most deployed detection method (RFC7050 [16]) is
not compatible with DoH resolver in Mozilla Firefox [1]. There are also other
methods, how to provide detection of NAT64 prefix, but these either depends
on non-essential protocols (not necessary deployed in access networks) or they
are not yet standardized.
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Detection method described in this document proposes one possible way how
to solve issues related to RFC7050 [16] and how to move an information about
both NAT64 and DNS64 from local view of arpa. zone to operator’s global zone.
This also allows to secure all related records by DNSSEC, without need to disable
validation in any point so that detection can be done over insecure channel.
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Abstract. Networks of quantum circuits or, more generally, networks
transmitting quantum information will need, just like classical networks
(e.g. internet), a mechanism for directing data to adequate nodes. Rout-
ing, understood as packet switching, is one of the most important pro-
cesses in classical networks. The issue of routing is also present in quan-
tum networks and an appropriate construction of a quantum router is
required to transfer data to specific points in the network. We describe
an implementation of a router for qutrits in this chapter. The router is
four-qutrit quantum circuit (with one controlling unit). The efficiency
and the accuracy of router’s work is tested by the Fidelity measure. The
circuit’s dynamics is expressed by a Hamiltonian where the role of gen-
eralized Pauli operators is played by the Gell-Mann operators.

Keywords: Quantum networks · Quantum router · Qutrits

1 Introduction

Transferring information is not the only role of networks. They may be seen
as something more, e.g. tensor networks [11], neural networks [19] or quantum
circuits [22]. Undoubtedly, processing and transferring of information in quantum
networks is a problem which should be solved to efficiently realize quantum
computations [30,31], and utilize quantum communication protocols. It should
be emphasized that, nowadays, quantum networks [27] are intensively studied,
and many tools are constructed to investigate behavior of these structures, like
quantum networks – or even quantum internet – simulators [8–10].

Presently, the transfer of quantum data is based on quantum spin-chains [5,
21], and entangled qubits [20,23,29]. Different physical elements are considered
as components of future quantum networks. Many elements of classical networks,
like switches, repeaters, and routers, have their quantum equivalents [1–4,14,28].

It should be emphasized that mentioned components of networks, especially
routers, are not only discussed as theoretical devices. We can find their experi-
mental physical implementations, for example with the use of coupled harmonic
system [25], quantum tunneling effect [18], or superconducting circuits [7,26].
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In this work, we would like to show that a quantum router may be imple-
mented for higher units of quantum information, i.e. qutrits. We describe the
basis definition of a router, and its dynamics as a Hamiltonian where, because
of qutrits, Pauli operators are substituted by the Gell-Mann matrices. The given
router definition is consistent with the form of the qubit router, presented in
professional literature, so it may be treated as a step in a direction of generaliza-
tion to the qudit router. We present the values of Fidelity measure which proof
that the proposed Hamiltonian correctly realizes tasks of the qutrit router.

The paper is organized as follows. In Sect. 2, we describe the basic information
concerning qudits, and qutrits in particular. We adduce also the Gell-Mann
operators which are required in the Hamiltonian construction (the Hamiltonian
describes the dynamics of router’s operating).

Section 3 contains the idea and definition of the qutrit router. The router is
presented as a quantum circuit, and, what is more important, as the Hamiltonian.
Experiments inspecting the router’s operating are shown in Sect. 4. There, the
values of Fidelity measure for the routing process are presented. The summary
is positioned in Sect. 5. Acknowledgments and references section end the article.

2 Preliminaries

Both, in classical and quantum computing, the definition of a unit of informa-
tion is required. The construction of presently used computers impose a bit as
the basic unit. Naturally, the first algorithms for quantum computers were also
proposed for quantum bits, so-called qubits. However, the technical development
enables the utilization of quantum information units with a freedom level greater
than two (higher freedom level causes higher informational content what allows
obtaining the result of computation with fewer operations).

Let us define a qudit as a general unit of quantum information with the
freedom level d ≥ 2. A quantum state of a single qudit may be expressed as a
normalized d-entity column vector. We denote this kind of vectors, in the Dirac
notation, as |·〉, e.g.

|ψ〉 =

⎛
⎜⎜⎝

α0

α1

. . .
αd−1

⎞
⎟⎟⎠ , (1)

where the normalization condition requires
∑d−1

i=0 |αi|2 = 1, and αi are the com-
plex numbers. In next sections of the text, we denote a quantum state also as ψ
what still means the correct state in the Dirac notation.

If the quantum state is created by more than one qudit, its states’ vector is
calculated as a tensor product of all one-qudit states vectors. For example, let
us have two qudits: |ψ〉, |φ〉, with different freedom levels: a and b, respectively.
The state of these qudits, joined in one quantum register, is:

|Ψ〉 = |ψ〉 ⊗ |φ〉, (2)
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where the dimensionality of a vector |Ψ〉 is equal to a·b (the dot symbol represents
the scalar product of two numbers). Of course, the joined qudits may have the
same freedom levels. The symbol of tensor product is usually omitted, so the
above state |Ψ〉 may be written as |ψφ〉.

Quantum states may be also described by the superposition equation. In this
case, we need to define a concept of a computational basis. Just like in positional
number system theory, we need to clearly point out a representative for each
accepted value i = 1 . . . d. In quantum computing these values are substituted by
vectors. The computational basis for a d-level single qudit contains d orthonormal
vectors (the orthogonality ensures a possibility to distinguish the elements, and
the normality guaranties obtaining a correct quantum state). The most popular
computational basis is so-called standard basis. Vectors in this basis have one
element equal to 1, and other (d− 1) elements equal 0. Of course, in each vector
the non-zero element occupies different position:

|0〉 =

⎛
⎜⎜⎝

1
0

. . .
0

⎞
⎟⎟⎠ , |1〉 =

⎛
⎜⎜⎝

0
1

. . .
0

⎞
⎟⎟⎠ , . . . , |d − 1〉 =

⎛
⎜⎜⎝

0
0

. . .
1

⎞
⎟⎟⎠ . (3)

The superposition is one of the characteristic features of quantum states. The
superposition equation shows that a quantum state may be a mixture of basis
states with the proportions described by probability amplitudes αi:

|ψ〉 = α0|0〉 + α1|1〉 + . . . + αd−1|d − 1〉, (4)

where
∑d−1

i=0 |αi|2 = 1, and αi are the complex numbers.
To realize the computation on quantum states, we need operators. These

operators may be expressed as unitary matrices sized d× d, if they act on single
qudit with the freedom level d. If the state contains n qudits (all with the same
freedom level), the size of an operator’s matrix representation is dn×dn, because
matrices affecting sequent qudits are tensor multiplied just like in Eq. (2). Of
course, if we do not want to change the state of one (or more) particular qudit
in the register, we can use the identity matrix Id×d in the tensor multiplication.

In this work, we describe a router acting on qudits with the freedom level
d = 3 – called qutrits. Now, we would like to present basic quantum gates, but
with the restriction to qutrit gates.

The fundamental rotations which may be realized on one qutrit are given by
the Gell-Mann matrices:

λ1 =

⎛
⎝

0 1 0
1 0 0
0 0 0

⎞
⎠ , λ2 =

⎛
⎝

0 −i 0
i 0 0
0 0 0

⎞
⎠ , λ3 =

⎛
⎝

1 0 0
0 −1 0
0 0 0

⎞
⎠

λ4 =

⎛
⎝

0 0 1
0 0 0
1 0 0

⎞
⎠ , λ5 =

⎛
⎝

0 0 −i
0 0 0
i 0 0

⎞
⎠ , λ6 =

⎛
⎝

0 0 0
0 0 1
0 1 0

⎞
⎠

λ7 =

⎛
⎝

0 0 0
0 0 −i
0 i 0

⎞
⎠ , λ8 = 1√

3

⎛
⎝

1 0 0
0 1 0
0 0 −2

⎞
⎠

. (5)
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The above operators may be utilized to construct unitary counterparts of
Pauli gates: X, Y, Z. The set of generalized operators contains more elements,
e.g. there are three equivalents of the X gate for qutrits:

X1 = e
i
3λ1 , X2 = e

i
3λ4 , X3 = e

i
3λ6 . (6)

The counterparts of the Y gate are built with the use of λ2, λ5, λ7 operators,
and λ3, λ8 operators serve to define equivalents of the Z gate.

Another powerful feature of quantum systems, next to the superposition, is an
entanglement [12]. This phenomenon is a kind of dependency between quantum
states of qudits joined in one register. Colloquially speaking, modifying the state
of one qudit (with the use of quantum gate) causes a change of other qudit/qudits
which take a part in the entanglement. The entanglement takes place when the
state of the register cannot be expressed as a tensor product of all single qudits
involved in this system.

3 Quantum Router for Qutrits

In this work, the input qutrit is denoted as |ψI〉, and its state may expressed as:

|ψI〉 = α|0〉 + β|1〉 + γ|2〉, (7)

where α, β, γ ∈ C and |α|2 + |β|2 + |γ|2 = 1. Naturally, the qutrit |ψI〉 is a data
input for the router.

The output qutrits (and their states) are described as |ψ1〉, |ψ2〉, |ψ3〉 or just
|ψ1ψ2ψ3〉. This three-qutrit register is an output of the router.

There is another qutrit in the router which is a controlling unit – its symbol is
|ψC〉, and it accepts exclusively three quantum states: |0〉, |1〉, |2〉. The controlling
qutrit’s state decides about the position of |ψI〉 in the final state of the quantum
register. Generally, the state of whole router may be denoted as the register:

|Ψ〉 = |ψI〉|ψ1ψ2ψ3〉|ψC〉. (8)

The way the router operates, for the three fundamental states of controlling
qutrit, may expressed as:

|ψI〉|000〉|0〉 −→ |0〉|ψI00〉|0〉,
|ψI〉|000〉|1〉 −→ |0〉|0ψI0〉|1〉,
|ψI〉|000〉|2〉 −→ |0〉|00ψI〉|2〉.

(9)

If the controlling qutrit is in the superposition of standard basis states:
|ψC〉 = α|0〉 + β|1〉 + γ|2〉, then the router’s construction affects the quantum
state as follows:

|ψI〉|000〉|ψC〉 −→ α|0〉|ψI00〉|0〉 + β|0〉|0ψI0〉|1〉 + γ|00ψI〉|2〉, (10)

and it means the entanglement of the controlling qutrit with the output qutrits.
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Fig. 1. The operation scheme (A) and the general form of the quantum circuit (B) for
the router. Due to operating, one of the output qutrits accepts the state |ψI〉, and other
output qutrits are equal |0〉. The circuit (B) realizes the transfer of information |ψI〉
to the output 1. The unitary operation R symbolizes the router which is controlled by
the state of the fifth qutrit |ψC〉 (illustrated as the small empty square)

The description of the router, according to Eq. 9, is depict in Fig. 1. The
information written in the state |ψI〉 is routed in a direction defined in |ψC〉 (it
appears in one of the outputs: 0, 1 or 2).

It is also interesting to analyze a system built of a few routers. Such a bus
of routers allows sending an information to particular nodes in the whole quan-
tum network. Figure 2 depicts exemplary scheme of a five-router bus where the
controlling qutrits states |ψC0ψC1ψC2 . . .〉 point the router’s output Oi for the
information |ψI〉 to be transferred.

If the qutrit state ψI is expected to be routed to the output O3, the controlling
qutrits should be configured: |111BB〉 (letters B symbolize that qutrits ψC3 and
ψC4 may accept any basis states – without any influence on the output O3). The
qutrits ψC3 and ψC4 are significant for the output O10. To send ψI to O10, the
controlling qutrits should be |12B02〉 – as we can see now, the state of |ψC2〉
may be one of three standard basis states, and the ψI will be still transferred to
O10.

Naturally, the state of controlling qutrits clearly defines the output. If the
input information shows up in more than one output, we deal with a phenomenon
of entanglement. It is not welcome if we discuss the basic function of the router.
On the other hand, we can utilize the entangled states in different outputs as a
background in solving other issues in the field of quantum computing.

It should be mentioned that the router transfers information from the input
to one of the outputs, and just like for qubits, it is possible to induce entan-
gled states during this process. Naturally, we can build a network of routers,
but its structure is a chain or a two-dimensional grid (Fig. 2 depicts such a
grid). An analysis of connections between qutrits in multidimensional grids seems
very difficult because of the entanglement’s presence – there are no methods of
entanglement classification, especially for so-called multibody entanglement in
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real physical systems. There are works concerning routers for multidimensional
quantum states, but they refer only to the router’s operating on the entangled
state [6,13,15,16].

Fig. 2. The exemplary five-router bus. The input state ψI may be transferred to one
of the outputs Oi, i = 0, 1, . . . , by assigning proper values to controlling states ψC0 ,
. . ., ψC4 . The state of first three qutrits ψC0ψC1ψC2 = |111〉 directs the state ψI to the
output O3 (the state of other units has no influence on the system)

In Fig. 1, we can see the controlled unitary operation R which describes the
operating of the router. The matrix form of R may be expressed as a permuta-
tion operator:

(11)

because of the system’s dimension, we present operator’s abbreviated version,
including omitted values 1 on the main diagonal and proportion of matrix is not
preserved (the dimensions of the full matrix are 243 × 243).
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Of course, the presented matrix is only a part of the permutation matrix,
which realizes the task of the router, and it is directly defined, i.e. the digits “1”
are placed in the crossings of rows and columns between which the transfer of
information should occur.

However, the operator’s description given in Eq. 11 does not show the inner
actions between qutrits. This kind of insight offers a Hamiltonian (notation λ

(2)
7

means that the operator is used on the second controlling qutrit – the third
router’s output):

H = −1
2
(Δ1λ

(1)
3 λ

(1)
8 + Δ3λ

(2)
3 λ

(2)
8 + Δ3λ

(3)
3 λ

(3)
8 )

+ JZ(λ(1)
3 λ

(1)
8 + λ

(2)
3 λ

(2)
8 + λ

(3)
3 λ

(3)
8 )(λ(C)

3 λ
(C)
8 )

+
1
2
JX

(
(λ(I)

1 λ
(I)
4 λ

(I)
6 )

(
λ
(1)
1 λ

(1)
4 λ

(1)
6 + λ

(2)
1 λ

(2)
4 λ

(2)
6 + λ

(3)
1 λ

(3)
4 λ

(3)
6

)

+λ
(I)
2 λ

(I)
5 λ

(I)
7 )

(
λ
(1)
2 λ

(1)
5 λ

(1)
7 + λ

(2)
2 λ

(2)
5 λ

(2)
7 + λ

(3)
2 λ

(3)
5 λ

(3)
7

))
(12)

The values Δ1, Δ2, Δ3 symbolize frequencies of qutrit transitions between
basis states. The frequency JX denotes the coupling between input qutrit and
output qutrits. While, JZ is the frequency of coupling between output qutrits and
controlling unit. Theoretically, these parameters may be selected independently
one to another. However, if we want to send the input qutrit state to one of the
outputs, the parameters have to meet:

Δ1 = −Δ2 =
Δ3

2
= 4JZ . (13)

Furthermore, we assume that JZ > JX , and JZ have to be significantly greater
than JX .

Remark 1. The symbols Δi, JX , JZ keep their meaning just like for qubits [7].
However, the Pauli operators have to be replaced by the Gell-Mann operators.
The given schema may be generalized for qudits, and then SU(d) unitary group
operators have to be used [17].

The unitary operator U , describing the router’s operating, may be defined
with the direct use of H:

U(t) = e−i π
2 tH (14)

where t ∈ R is the time variable.

4 Numerical Experiments

One of the most important parameters of the router’s operating is the accuracy.
Of course, presenting quantum operation as the U0 leads to the perfect results –
during a simulation with the use of such a permutation operator, we obtain an
output vector as a product of multiplication matrix by vector, and calculated
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value of Fidelity measure equals one. However, this procedure is purely theoretic.
More realistic system’s behaviour may be obtained by utilizing a Hamiltonian.
Let U be a Hamiltonian-based operator, a value of the Fidelity measure (denoted
by the capital letter F ) in a moment t is calculated as:

F (t) = |〈ψo|U(t)|ψ〉|2, (15)

where ψo represents the correct final quantum state (after the router’s operat-
ing), U(t)|ψ〉 is the router’s state for the moment t, if the initial state was ψ.
The above definition of the Fidelity measure allow us to evaluate if the whole
router works correctly.

Furthermore, in the case analyzed in this paper, it is important to employ
the average Fidelity measure (denoted by the letter F̄ ):

F̄ =
∫

〈ψ|Û†E(ψ)Û |ψ〉dψ. (16)

We integrate the area of all input states as a quantum map E for the router. The
operator U denotes the final operation, correctly realizing the router’s operating.
In our work Û = U0.

As in [24], the average Fidelity value may be calculated as:

F̄ (ψ,U0,M) =
1

n(n + 1)

(
Tr

(
MM†) + |Tr (M) |2

)
and M = U†

0U(t). (17)

This way of Fidelity computing does not require the state ψ value. It means
that only the forms of U0 and U(t) influence the value of the average Fidelity
measure. The dimension of the state ψ is n.

Fig. 3. The changes of average Fidelity value (A) during the router’s operating for
states |0〉 (red solid line), |+〉 (green dotted), 1√

2
|0〉 + |2〉 (blue dash-dot line) for

different values of |JZ/JX | and the first 50 discrete time steps. The values of average
Fidelity measure F̂ for routing state |0〉 for there ration (red line JZ/JX = 1, green
dotted JZ/JX = 2, blue dash-dot line JZ/JX = 3) are presented in plot (B) (Color
figure online)



Quantum Router for Qutrit Networks 49

Figure 3 contains the values of Fidelity measure for three exemplary states.
The time values are scaled to the time where the time variable is changed dis-
cretely each π/2JX . It is possible to reach the Fidelity value ≈0.99 but it requires
to select the parameters for each coupling.

5 Conclusions

The construction of quantum router was presented in this article. The router is
a generalization of solutions working on qubits, and discussed in the literature
in therms of spin interactions between quantum units of information. As the set
of operators, we utilize the Gell-Mann matrices which are qutrit generalization
of the Pauli operators. It is necessary to emphasize that the used Hamiltonian
allows indicating the ways of possible physical implementation. The Hamilto-
nian describes interactions given by the generalized Pauli group, i.e. Gell-Mann
operators for qutrits, to the physical realization of the router.

We have briefly shown that joining the routers allows building the structures
able to transfer a quantum state to the defined node in a quantum network.

It is possible to achieve very high accuracy of information transfer in the
router. However, it requires to carefully select the coupling parameters. The
obtained values of the average Fidelity measure (≈0.99), show that the router
operates correctly.

An interesting direction for further work is a hybrid system which could
transfer the qubit state to one specific output from the available outputs with a
qudit controlling state.
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Abstract. The aim of the work is to present the development trends of
high performance computers. The analysis focused on system architec-
ture, processors and computing accelerators used. Particular attention
was paid to interconnection networks, connecting system nodes. The
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1 Introduction

The paper discusses the observed trends in the development of high performance
computing (HPC) systems. The discussion noted both the constantly observed
progress in technologies and the less frequently occurring changes in solution
concepts. The presented analysis includes the following features of the evaluated
systems: system architecture, processors used in the construction of these sys-
tems, computing accelerators appearing more and more often in such solutions
and networks connecting nodes of computer systems. A regular source of data
on such computers is a list of 500 largest computer systems (TOP500 Supercom-
puter Sites) [16] compiled twice a year (since 1993).

The issue of the amount of electricity that these systems consume is increas-
ingly important in large systems. Comparative data on this topic was collected on
the basis of The Green500 list, the list of computers with the highest energy effi-
ciency [15]. The problems of saving energy consumed by supercomputers occupy
an increasingly important place in the design of new systems [10].

Both of the above-mentioned lists are a source of data for publications on
the development of high performance computing systems. As an example, the
article [8] can be mentioned, which focuses on the differences in the performance
of homogeneous (not using computational accelerators) and heterogeneous (using
accelerators) supercomputers. Additionally, the processors and interconnection
networks used in these supercomputers are analysed in this article.
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The development of the largest supercomputers in recent years has been
closely followed in the perspective of building exascale systems [18], which will
create significantly new opportunities for computational sciences.

The following sections of this paper present the major features of large com-
puter systems and discuss their development observed in recent years.

2 Architecture of High Performance Computer Systems

The general structure of high performance computers classifies them in the cat-
egory of distributed memory multiprocessor systems. The basis of the HPC sys-
tems architecture are nodes consisting of several (usually 2 or 4) processors (cur-
rently multicore) with their local memory. Such a node is then a shared-memory
multiprocessor. A high performance computer therefore creates a system with a
hierarchical, heterogeneous structure. It is based on nodes (shared-memory mul-
tiprocessors) connected by a interconnection network enabling processes imple-
mented in nodes to exchange messages. The development of such systems has
led to the formation of two variants.

The first solution is characterized by a very large number of nodes connected
by a interconnection network with unique properties. Typically, each manufac-
turer has its own interconnection network solution. Such systems are called Mas-
sively Parallel Processor (MPP) [14].

In the second, more economical option, “off the shelf” servers are used as
nodes, and interconnection network standards are also used. It should be added
that the servers are shared-memory multiprocessors (SMP - Symmetric Multi-
processor). In this variant usually one, two or four processor servers are used.
Such systems are called computer clusters [9].

It should be emphasized that the scalability of both variants is similar -
limited only by the size of the interconnection networks. Clusters and MPP
systems appear equally often at the top of the Top500 list. It can be added
that distinguishing the name “MPP system” does not always take place and
rarely occurs on the commercial market. However, this category is used in the
classification of systems listed on the Top500 list [7].

In summary, the general organization of MPP systems and computer clusters
is similar, the differences relate primarily to technological solutions. A more
detailed discussion of these differences will take place in the following sections.

As noted above, clusters are generally a cheaper solution than MPP systems
with similar performance. Therefore, the tendency to standardization observed in
the construction of computer systems leads to a gradual decrease in the number
of MPP systems on the Top500 list. This is illustrated in Table 1. Data presented
in this table (and in other tables) were collected from the Top500 lists available
in November of a given year.

It can be seen that despite the decreasing number of MPP systems on the
Top500 list, their share in the top ten systems of this list is significant.

It should also be emphasized that the average MPP system has more per-
formance than the average cluster. In the recent ranking (November 2019), the
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Table 1. Number of MPP systems and clusters in subsequent editions of the Top500
list

Year MPP systems Top MPP system positions Clusters Top cluster positions

2000 346 1–30 143 31, 32, 44

2005 103 1, 2, 3, 4, 6 397 5, 8, 11, 15

2010 85 1, 2, 5, 8, 9 415 3, 4, 6, 7, 14

2015 74 2, 3, 5, 6, 7 426 1, 4, 10, 13,15

2019 42 3, 6, 7, 12, 13 458 1, 2, 4, 5, 8

number of MPP systems was only 8.4% of the number of all Top500 list systems,
while their total performance was 17.2% of the total performance of all systems.

3 Processors Used in HPC System Nodes

Intel processors dominate the largest computer systems. This is shown in Table 2.

Table 2. Processors used to build systems from the Top500 list

Year Intel IBM AMD Others

2010 390 40 58 12

2015 445 26 21 8

2016 462 22 7 9

2017 471 14 5 10

2018 476 8 3 13

2019 474 14 5 7

Table 2 shows the dominance of Intel processors among the Top500 systems,
especially in recent years, exceeding 90% of the number of systems. On the recent
ranking (November 2019), the systems with Intel Xeon Scalable (Gold - 165,
Platinum - 40) and Xeon E5 (Broadwell - 183) processors are most frequently
represented.

Intel Xeon processors are used in both clusters and MPP systems. Clus-
ter nodes usually contain 2, less often 4 processors (e.g. Lenovo SR650, Sugon
TC6600, Inspur NF5468M5 clusters). Similarly, the node of the sample MPP
system, the Cray XC40 computer (built by Cray/HPE), contains 2 Intel Xeon
processors.

The increase in the share of IBM processors in the recent ranking of the
Top500 list is due to the introduction of several new systems based on the Power9
processor.
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The IBM Power9 processor is the basis of the two largest systems on the
Top500 list: Summit and Sierra. The node in the Summit system is the IBM
Power System AC922 server, containing 2 Power9 processors, while the node of
the Sierra system is the IBM Power System S922LC server, also containing 2
Power9 processors (these nodes also contain accelerators, which we will discuss
in the next section).

The cases discussed relate to processors widely used in the production of
computers of various classes. The attention can be also paid to the unique pro-
cessors used only in MPP supercomputers. Sunway SW26010 is the chosen exam-
ple of such a processor (included in Table 2 in the “Others” column). Sunway
SW26010 processor was used in the Sunway TaihuLight system, which took first
place on the Top500 ranking in 2016–2018. This 64-bit RISC processor consists
of 4 core sets, including 1 management core and 64 computing cores. Therefore,
the entire processor has 260 64-bit cores. These cores perform, among others,
vector instructions (according to SIMD model) on 256-bit data.

In the summary of this point, it should be emphasized that new models of
supercomputers usually use new models of processors with the largest number
of cores. The higher density of core packing makes it possible to reduce the size
of systems’ structures, facilitates solving problems of cooling computer modules,
and also facilitates the construction of interconnection networks, connecting sys-
tem nodes.

4 Computing Accelerators

An increasing number of supercomputers are equipped with computing accelera-
tors. NVIDIA’s accelerators, which are the result of the company’s introduction
of the CUDA (Compute Unified Device Architecture) architecture into its graph-
ics processors, appeared on the Top500 list in 2010 and since then their number
on this list, with slight fluctuations, has been constantly increasing.

The calculations carried out in this architecture according to the SIMD model
ensure obtaining very high performance, but only in tasks characterized by the
data level parallelism, e.g., vector and matrix calculations. Such calculations are
also typical for computer graphics, hence the symbiosis of the CUDA model with
graphics processors.

The SIMD model is also the basis for vector instructions that extend the
classic instruction lists. Such processor architecture development is represented,
among others, by Intel Xeon Phi coprocessor, which is one of the alternative
forms of accelerators. In addition, it represents among Intel processors so-called
MIC architecture (Many Integrated Core), characterized by a large number of
cores (60–70). On some HPC systems, this processor is used as a stand-alone
main processor. In addition, combinations of NVIDIA and Intel Xeon Phi accel-
erators are also used in supercomputers.

An interesting concept of accelerator was implemented by PEZY Computing
company. The basis of the PEZY processor (accelerator) is the core (PE - Pro-
cessing Element), which is a superscalar processor, implementing 8-track SMT
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multi-threading. The latest version of the PEZY-SC2 accelerator contains 2048
cores, managed by 6 P-Class P6600 MIPS processors (MIPS64R6 architecture).

The use of computing accelerators in computer systems, which in recent years
were on the Top500 list, is presented in Table 3. The number of systems contain-
ing a combination of NVIDIA and Intel Xeon Phi accelerators were distinguished
as a component of the sum in both columns NVIDIA - totally and Intel Xeon
Phi.

Table 3. Computing accelerators in supercomputers

Year Number of systems
with accelerators

NVIDIA Intel Xeon Phi PEZY Others

Totally Including

P100 V100

2010 17 9 8

2015 104 66 + 4 28 + 4 6

2016 86 60 + 3 2 21 + 3 1 1

2017 105 86 + 2 47 1 12 + 2 5

2018 142 118 + 3 64 46 17 + 3 2 2

2019 154 134 + 2 32 96 14 + 2 1 3

The data in Table 3 show a steady increase, with slight deviations, in the
number of systems using computing accelerators. On the other hand, this number
only reaches 30% of the entire list, which may be a bit surprising. Accelerators
are definitely dominated by NVIDIA products, the most advanced Pascal and
Volta solutions in the last two years. While the share of NVIDIA accelerators
tends to increase significantly, the share of Intel Xeon Phi is rather decreasing.

It is interesting to analyse the use of accelerators in the largest systems,
placed at the top of the Top500 list. There are 5 systems using NVIDIA accel-
erators and 1 system with Intel Xeon Phi in the top ten systems of the ranking.
Within the second ten: 2 - NVIDIA, 5 - Intel Xeon Phi can be found, whereas,
the calculations for the third ten repeat the results for the first one.

It is interesting to analyse the share of accelerators in the total performance
of the two largest systems on the Top500 list: Summit and Sierra, partly already
presented in the previous section of this paper. The node of the Summit system
is the IBM Power System AC922 server, containing 2 Power9 processors and
6 NVIDIA Tesla V100 accelerators. The Sierra system node is the IBM Power
System S922LC server, also containing 2 Power9 processors and 4 NVIDIA Tesla
V100 accelerators.

Data presented by Lavrence Livermore National Laboratory, where the Sierra
supercomputer [11] is located, allow to assess the share of accelerator perfor-
mance in the total performance of this computer:



Development of High Performance Computing Systems 57

– number of nodes = 4 320,
– number of CPU (Power9) = 8 640,
– number of GPUs (Tesla V100) = 17280,
– GPU performance = 7 TFlop/s.

The total theoretical performance (peak performance) is:

– for all CPUs: Rpeak CPU = 4 666 TFlop/s
– for all GPUs: Rpeak GPU = 120 960 TFlop/s
– for Sierra supercomputer: Rpeak = 125 626 TFlop/s

Thus, the share of accelerators in the theoretical (peak) performance of the Sierra
supercomputer is 96.28%!

For the largest Summit supercomputer, similar data is [12,17]:

– total theoretical performance of GPU = 193 536 TFlop/s
– theoretical performance of Summit supercomputer = 200 794.9 TFlop/s

The share of accelerators in the theoretical (peak) performance of the Summit
supercomputer is 96.38%!

In the summary, we will additionally note, that the recent development of
the architecture of computing accelerators includes, among others the needs of
intensively developed artificial intelligence. Introduced to new models of acceler-
ators, the so-called tensor cores, performing operations of matrix multiplication
and addition, support some computer graphics operations (ray tracing), but
also facilitate the implementation of deep learning algorithms and simulation of
neural networks.

5 Interconnection Networks in HPC Systems

In computer systems, communication problems affect all elements of these sys-
tems at many levels. Detailed considerations can therefore relate to communi-
cation within the chip (processor), communication within the node (server), as
well as communication between nodes. As explained in point 2 of this work,
supercomputer nodes are shared-memory multiprocessors and their construc-
tion and internal communication are not the subject of this work. At this point,
we will consider the specifics of interconnection networks, connecting nodes of
supercomputer systems. As presented in point 2, the supercomputers considered
represent the architecture of clusters (mostly) or MPP systems.

On the cluster market, in the last several years two interconnection network
standards have competed with each other: Ethernet and InfiniBand, and some
years ago they were also joined by the Omni-Path standard. These interconnec-
tion networks compete with each other with two technical parameters: band-
width and switching latency, and of course the price. When it appeared on the
market, InfiniBand clearly outperformed its Ethernet infrastructure, and these
solutions were clearly more expensive. In the following years, the development
of Gigabit Ethernet and 10 Gigabit Ethernet standards closed these differences,
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but InfiniBand continues to provide better performance. A few years ago, a new
standard called Omni-Path was launched by Intel [4]. The development of inter-
connection networks is reflected in Table 4, which shows the number of Top500
systems using the main standards of interconnection networks in recent years.

Table 4. Interconnection network standards in Top500 systems

Year Gigabit
Ethernet

InfiniBand Omni-Path Custom
Interconnect

Proprietary
network

Total Top Total Top Total Top Total Top Total Top

2000 16 80, 126, 211

2005 250 65, 89, 95 27 5, 20, 50 7 6, 10, 14 20 1, 2, 9

2010 226 39, 115, 125 214 3, 4, 6 32 5, 10, 18 18 1, 2, 8

2015 181 65, 66, 75 237 10, 13, 15 74 1, 2, 3 8 21, 25, 30

2016 207 88, 93, 94 187 13, 16, 17 28 6, 12, 41 71 1, 2, 3 7 30, 35, 43

2017 228 73, 101, 103 163 4, 17, 21 35 9, 12, 13 67 1, 2, 3 7 38, 43, 52

2018 252 38, 86, 96 135 1, 2, 7 43 8, 13, 14 64 3, 4, 5 6 56, 63, 74

2019 259 48, 75, 81 140 1, 2, 5 50 9, 14, 15 45 3, 4, 6 5 72, 84, 101

The content of Table 4 requires a few explanations and broader comments.

– Column Total contains a number of systems on the Top500 Supercomputers
list.

– Column Top contains numbers of the first positions on the Top500 list of
systems with a given network category.

– For the first three items (2000–2010) the table does not include, due to lack
of space, all standards and technologies of interconnection networks used at
that time. They were, among others networks: Myrinet and Quadrics - multi-
level networks preceding the InfiniBand standard; SP Switch - a multi-stage
network used in MPP systems by IBM; NUMAlink - a network used in SGI
MPP systems.

– For the above reasons, the sum of the number of systems does not reach 500
for the first three items (2000–2010).

– In the Top500 list database, interconnection networks have been classified in
recent years in five main categories included in Table 4. The data in this table
for 2015–2019 correspond to these categories.

When comparing the use of Ethernet and InfiniBand standards, the following
facts should be highlighted:

– In 2000, systems using Ethernet or Fast Ethernet technology were present on
the Top500 list. For the remaining years, the “Gigabit Ethernet” column in
Table 4 shows the number of systems with Gigabit Ethernet technology or (in
later years) 10 Gigabit Ethernet.
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– The Gigabit Ethernet standard (including 10 GbE) has been used since 2005
(with one exception) as the most common connecting network in systems
listed on the Top500 list. However, these systems were not at the top of the
list.

– The InfiniBand standard was Ethernet’s biggest competitor taking the num-
ber of systems where they were applied into consideration (although it was a
winner only once). In contrast, supercomputers with Infiniband have always
been widely represented at the top of the Top500 list, which confirms the
advantage of InfiniBand parameters.

– In the past two years, InfiniBand has been at the top of the Top500 list
because it has been used in the IBM systems discussed above: Summit
and Sierra. They use InfiniBand switches with EDR technology, providing
a throughput of 100 Gb/s.

Cluster systems use almost exclusively Gigabit Ethernet, InfiniBand or
Omni-Path standards in recent years. Omni-Path network parameters are
between Ethernet and InfiniBand parameters. The most popular topology for
these networks is the so-called Fat tree [13], in which network switches are com-
bined into a tree, and the throughput of subsequent tree levels increases as the
root approaches.

Clusters not using the above standards are exceptions. One of the few are
Fujitsu company clusters using the Tofu Interconnect 2 network. The topology of
this network is determined by a six-dimensional torus [1]. This dimension of the
network was used, among others in order to obtain greater maximum throughput
than in the three-dimensional torus, used e.g. in Cray networks, discussed below.
Among the distinguishing features of the Tofu 2 network can also be mentioned
the integration of this network switch with the processor used (SPARC64) in
one chip. The Tofu network is still being developed [2]. The Tofu network has
been included on the Top500 list within the “Proprietary Network” category.

The last category of interconnection networks in Table 4 that has not yet
been discussed is “Custom Interconnect”. Closer analysis of the systems in this
category shows that in recent years, except for a few clusters, it covers almost
all MPP systems. Due to the specificity of the networks in these systems, we will
present selected solutions.

Among the MPP systems, Cray company systems are the most numerous.
The distinctive feature of these systems are the original interconnection net-
works. In earlier systems, the company used its own switches (SeaStar and Gem-
ini) with very high bandwidth, connected by a network with a three-dimensional
torus topology. A new solution introduced by this company is Aries switch tech-
nology and change of the interconnection network topology to Dragonfly [3].

The Dragonfly topology has a two-level hierarchical structure. At the first
level, the nodes are divided into small groups, the nodes in the group are con-
nected according to one of the classic topologies, e.g. Fat tree, torus, Butterfly
network and others. The second level creates a interconnection network connect-
ing groups. In this network, the adopted solution is to combine each group with
all others.



60 S. Kozielski and D. Mrozek

In comparison with the Fat tree, the Dragonfly network enables, among oth-
ers reducing the number of optical links (connecting groups) and reducing the
number of hops in the message path when making connections. Additionally, it
facilitates the implementation of adaptive routing.

Aries switches with Dragonfly topology are used in the intensively developed
XC series of Cray supercomputers (XC30, XC40, XC50). 34 such systems are
present on the last Top500 list.

Among the other interconnection network solutions in the MPP systems
present on the Top500 list the network of the IBM BluGene/Q supercomputer
can be mentioned. The topology of this network is a five-dimensional torus. The
choice of such topology and this dimension was justified by the following argu-
ments [5]: (1) achieving high throughput of each node with its nearest neighbors
and reducing the maximum hop count, compared to a lower dimension torus;
(2) the ability to divide the machine into partitions in which the applications
minimally affect each other; (3) the ability to minimize optical connections and
implementation of the most of connections as electrical ones, which reduced
costs. In recent years, however, there is a lack of data indicating the further
development of this line of supercomputers.

6 Energy-Efficient Supercomputers

Energy consumption has become one of the important problems in the further
development of high-performance computer systems. The Summit supercom-
puter, currently with the highest performance, consumes 10.09 MW of electricity,
but its predecessors were even more energy intensive, as shown in Table 5.

Table 5. Selected supercomputers with the highest energy consumption

Name Vendor Electrical
power [MW]

Performance
[PFlop/s]

Top500
position

Tianhe-2A NUDT, China 18.482 61.444 3rd - 2018

17,808 33.862 1st - 2015

Sunway
TaihuLight

NRCPC, China 15.371 93.014 1st - 2016

K computer Fujitsu, Japan 12.659 10.51 1st - 2011

Summit IBM, USA 10.096 148.6 1st - 2019

Development of energy-saving computers became of interest of computer ven-
dors in recent years and the progress of this work for supercomputer systems
is tracked on the Green500 list. It is a ranking of computers from the Top500
list, according to the ratio (GFlop/s)/W, that is the quotient of the computer’s
performance and its electrical power consumption. The Green500 list has been
published since 2007, twice a year, similar to Top500. Selected data describing
the leaders of the Green500 lists is presented in Table 6.
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Table 6. Selected leading systems on the Green500 lists

Year System Performance
[TFlop/s]

Electrical power
[kW]

Power efficiency
[GFlops/W]

Top500
position

2007 Blue Gene/P, IBM,
Great Britain

11.1 31 0.358 122

2010 Blue Gene/Q
Prototype, IBM,
USA

65.3 38.8 1.684 116

2015 ExaScaler-1.4
PEZY-SC, Japan

605.6 86.12 7.0314 135

2016 NVIDIA DGX-1,
NVIDIA Tesla
P100, USA

3307 349.5 9.462 28

2017 Shoubu system B -
ZettaScaler-2.2,
PEZY Comput-
ing/Exascaler Inc.,
Japan

842 50 17.009 259

2018 Shoubu system B -
ZettaScaler-2.2,
PEZY Comput-
ing/Exascaler Inc.,
Japan

1 063.3 60 17.604 375

2019 A64FX prototype,
Fujitsu, Japan

1 999.5 118 16.876 159

Assessing the data presented in Table 6 it can be noticed that in the years
2007–2019, that is during the period recorded on the Green500 list, the energy
efficiency of the most economical computers increased 49 times, while the per-
formance of the fastest computers increased 310 times. At the same time, the
analysed data show that the most economical computers occupied quite distant
positions on the Top500 list, thus, their performance is not yet competitive with
the systems from the top of this list. At this point, it should be noted that at the
5th place of the Green500 list at the end of 2019 is currently the most powerful
supercomputer - Summit. Thus, energy efficiency is also becoming a feature of
the largest computer systems.

The most energy-efficient system in Table 6 called Shoubu - ZettaScaler con-
tains two key solutions: original PEZY processors built by PEZY Computing and
a cooling system constructed by Exascaler Inc. The nodes of this system include
the Intel Xeon D processor (16 cores) and 8 PEZY-SC2 processors (presented in
point 4 of this paper), that act as accelerators.

The technical construction of the whole system includes many tanks, filled
with an electrically neutral fluorocarbon-based liquid, in which densely packed
computer modules are immersed. The flowing liquid cools the computer nodes
intensively.
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The Fujitsu A64FX computer, which is the leader of the last Green500 list,
is based on the A64FX processor developed by Fujitsu. This 48-core processor
represents the ARM architecture and performs vector instructions according
to the 512 bit SIMD model. The Fujitsu A64FX system also uses the Tofu
interconnection network discussed above.

7 Summary

The paper presents an analysis of trends observed in recent years in the devel-
opment of supercomputers on the basis of data available on the TOP500 Super-
computer Sites lists. Significant impact on the development of supercomputers
have: continuous development of processor technology, in particular increasing
the number of cores in processors; dynamic development of computing accelera-
tors; development of new topologies and technology of interconnection networks
connecting system nodes. The introduction of energy-efficient computer designs
is becoming a very important factor in the development of supercomputers.

The main goal of supercomputer development in recent years has become the
construction of exascale systems [6]. Building a system with 1 EFlop/s perfor-
mance (i.e. 1018 Flop/s) will be a big event in the world of supercomputers.
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Abstract. Peer-to-peer transfers allow for sharing crowd monitoring
data despite the loss of network connectivity. However, limited insight
into real-world deployment contexts can let the protocol design go astray
- particularly, if a certain nature of participant behaviour and connec-
tivity changes is assumed. This paper focuses on the delivery of crowd
monitoring data. It puts a protocol out for a reality check that switches
to peer-to-peer (p2p) communication when the infrastructure network
connection is lost. The evaluation at an annual indoor fair asked visitors
to make their phones visible to peers, run the protocol, and share crowd
monitoring data. The results show that most of the participants formed
a large radio cluster throughout the event. This made p2p networking
only possible and enabled a more robust upload of crowd monitoring
data. However, dynamic switching between infrastructure network and
p2p communication also increased the volatility of the system, calling for
future optimizations. The presented measurement results provide further
insights into these details.

Keywords: Crowd monitoring · Peer-to-peer · Bluetooth · Android ·
Real-world evaluation

1 Introduction

Awareness of how event visitors roam the venue allows for aligning safety mea-
sures and for optimizing the event setup. Monitoring techniques that engage
people in the crowd to share sensor data from their phones is a novel way to
infer crowd metrics without expensive camera deployments or crowd stewards.

However, due to the crowd density, the demand for networking bandwidth
increases while the infrastructure is designed for the average case that does not
accommodate for crowds of people. Crowd monitoring data then competes for
bandwidth just like any other traffic and participants of the crowd monitor-
ing campaign may not be able to share their data with the campaign server.
Off-loading to peers that still have a connection allows for sharing such data
nonetheless. Our previous work shows that going as far as using peer-to-peer
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Fig. 1. An annual indoor fair is the setting for testing the protocol.

(p2p) data forwarding on default incurs long data delays and therefore infras-
tructure network connectivity should be used if available [4].

This paper investigates a protocol that switches to p2p data transfer only
when a device lost network connectivity. The device then attempts to offload
its data to a one-hop peer that is still connected to the infrastructure. During
protocol design, however, one makes assumptions (at times unconsciously) about
the way participants behave or the network connectivity changes. This raises the
question of how the protocol performs in a real-world deployment where partic-
ipation, user behaviour, and network infrastructure are beyond the designer’s
control. The evaluation of the protocol is set during an annual indoor fair in
one of the buildings on university campus (cp. Fig. 1). Over the course of six
and a half hours 47 visitors participated and shared location, connectivity and
peer-related data.

The contribution of this paper is an in-depth analysis of the challenges a
real-world crowd monitoring scenario has on the design of a p2p data transfer
protocol. The paper explores the impact of participation patterns, clusters of
visitors, and implications of unexpected network behaviour.

2 Related Work

Participatory crowd monitoring relies on people in the crowd to share crowd
monitoring data with a campaign server. GPS readings, acceleration data, or
Wifi fingerprints allow for inferring the crowd’s density and flow [9] as well as
groups of people that move as a cohesive whole [6]. Experience from large-scale
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events show that network access via the existing infrastructure becomes slow and
at times even impossible [2]. The resulting long delays for crowd monitoring data
call for offloading solutions to reduce the load on the network [1]. In our case,
participants experienced a high rate of connectivity changes with networking
interfaces frequently switching between connected and disconnected. The paper
shows, how such an unexpected network behaviour affected the tested protocol.

One way to reduce network load is to establish the crowd metric among all
peers and assign one peer that uploads the metric to the server. UrbanCount [3],
for example, proposes a distributed crowd counting technique. It builds on an
epidemic model where nodes receive radio signals from other nodes and broad-
cast a list of “seen” nodes. Trace-driven simulations show that such an approach
produces a precise count when the crowd is dense. A similar approach [5] based
on audio tones shows high scalability and accuracy at much less energy con-
sumption compared to radio-based solutions. As for peer assignment strategies,
techniques from collaborative sensing may be adapted that lets mobile nodes
decide for themselves whether to become a peer with additional responsibilities
[8]. A stochastic algorithm makes this decision in intervals and ensures a fair
and effective allocation.

This paper takes another approach by offloading data to a peer only when
connectivity issues occur. However, instead of advancing to complex solutions as
proposed for domains other than crowd monitoring [11], it first focuses on early
evaluation in a real-world deployment.

3 P2P Protocol

The protocol is based on the assumption that a set of nodes representing people
with modern phones run an app to participate in a crowd monitoring campaign.
They arbitrarily move around while visiting an event, for example, a fair. Each
node has a certain capacity to store a number of sensor data and to perform the
following tasks:

– Discover available peers in vicinity and make itself visible to other peers,
– Accept connection requests and store data received from peers, and
– Upload data, if a connection to the crowd monitoring server is available.

Further, it is assumed that some nodes experience network disconnects due to
the density of nodes. These nodes rely on transferring their data to peers that
are able to upload directly to the server via their WiFi or cellular interface.

When the protocol notices a connectivity change event, it switches depending
on the change to either the p2p part or the direct upload part (cp. Fig. 2). The
p2p part of the protocol starts the peer discovery and stops it as soon as it finds a
one-hop peer that is connected. This spares a selection phase, which, when peer
availability changes in the meantime, leads to peer connection issues. The node
transfers its data and removes its local copy once the transfer is completed. If the
connection is closed prematurely, the transfer is aborted, and the data remains
at the node. Further, if no connected peer is found, discovery times out and data
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onConnectivityChange:
if connection lost then

directUpload.stop()
peerTransfer.start()

else
peerTransfer.stop()
directUpload.start()

end

peerTransfer.start():
wait for directUpload to stop
while !self.stopped do

start peer discovery
onConnectedPeerFound:

stop peer discovery
transfer data to peer

onPeerDiscoveryTimeout:
save data

sleep(timeout)
end

peerTransfer.stop():
self.stopped=true
stop peer discovery

directUpload.start():
wait for peerTransfer to stop
open server socket
while !self.stopped do

upload data
sleep(timeout)

end

directUpload.stop():
self.stopped=true
close server socket

Fig. 2. Protocol pseudocode

stays stored locally. Afterwards, the node idles for a given timeout. The direct
upload part of the protocol opens a server socket and in intervals uploads data
collected locally and received from peers directly via the infrastructure. When
this part is stopped, the server socket closes.

The protocol is in either of two states: peer transfer or direct upload. Given
that a state transition is triggered solely by a connectivity change i.e., connected
or disconnected, the protocol is considered deterministic. That trigger, however,
is managed outside the protocol and may be seen as a shared resource. Locally
the protocol is nonetheless deadlock-free, as it remains fully active in its current
state until it receives a change notification. From a distributed perspective, the
protocol is also deadlock-free, since none of the peers waits for another peer
to take action. In case connection requests are not granted or messages do not
get delivered, the underlying communication protocol indicates this failure and
the node is free to abort or retry communication, possibly with another peer.
Timeouts ensure that a node makes progress within a state such as terminating
discovery if no adequate peer is found or stop idling to upload data again. With
regard to testing, preliminary tests in the laboratory and with a small number of
students ensured that the implementation of the protocol is bug-free and meets
the research objectives.

The communication among phones is implemented with classic Bluetooth
because it is widely available on Android phones and can be used without
restricting the regular Internet access. In terms of integrating iOS devices and
allowing for cross-platform communication, we also implemented the protocol
with Bluetooth Low Energy. While lab tests show promising results, the eval-
uation in a real-world setting is still on-going. Meanwhile, this paper shares
experiences with classic Bluetooth. Phones need to authorize their Bluetooth
visibility to become discoverable by peers. Bluetooth discovery, however, can-
not be configured to transmit protocol-specific data, namely the connectivity
status of the phone. As a workaround, the phone’s Bluetooth name is edited,
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Fig. 3. The app accompanying the annual fair OUTPUT.DD provides an opt-in feature
for participating in the mobile crowd monitoring experiment and evaluating the p2p
protocol (a). Participants have exclusive access to a heat map that color-codes visitor
densities in different parts of the event area (b).

which as part of the Bluetooth discovery beacon conveys this information. Fur-
ther, the Bluetooth-based p2p communication runs over insecure connections to
avoid manual pairing of phones. A security protocol like Transport Layer Secu-
rity (TSL) is necessary to allow for privacy and data integrity despite insecure
p2p communication. The implementation of such security measures is still future
work.

4 Experiment

The experiment ran during an indoor fair in one of the main buildings on univer-
sity campus. The exhibition area included an open space of 800 square meters
and a number of show rooms spread across three floors. The companion app
of that annual event included a opt-in feature for participating in the mobile
crowd monitoring experiment and evaluating the p2p protocol (cp. Fig. 3a). The
app links program items to an interactive floor plan and applies gamification
to increase participation as well as the overall visitor engagement during the
fair. Once enabled and all necessary permissions provided, participants shared
sensor and log data via their phone’s wireless communication interface with an
application server in the Internet.
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Modern smartphones provide the necessary resources to establish p2p connec-
tions, buffer and upload data. Participation, however, draws from the phone’s
mobile data plan, if Wifi access is unavailable, and consumes scarce battery
resources. For latest phone generations like the Google Pixel 3, the battery level
drops by two percent per hour running the protocol. More dated phones like the
Nexus 5X require three percent per hour. In return for these participation costs,
participants had exclusive access to a heat map, which turned the collected data
into a map overlay color-coding visitor densities in different parts of the event
area (cp. Fig. 3b).

Over the course of the event and among the visitors, about 89 people used the
companion app and of those 47 participated in the experiment. The participants
shared four sets of data: First, mock sensor readings that the phone created once
a second as payload for the protocol. Second, sightings of Bluetooth Low Energy
(BLE) beacons that were deployed on site to track the position of the partici-
pants. Third, sightings of peers in proximity, which contained the peer’s device
id, connectivity state, and protocol state. Fourth, the result of each protocol
iteration, e.g., whether a p2p transfer was completed or aborted. All data was
timestamped on creation and timestamped again when it arrived at the server,
running the network time protocol for synchronized clocks. It was buffered locally
and uploaded when the device was connected, or as in the case of the mock read-
ings, when a p2p data transfer was possible. In a realistic scenario, the mock
readings would be replaced by peer and static beacon sightings to allow for a
cluster analysis similar to Fig. 5 and for identifying perilously dense or trapped
areas.

In intervals a software controller changed the device’s connectivity state to
activate the p2p part of the protocol. That is, randomly after 40 to 60 s being
connected, the device disconnected for 30 to 50 s and thereafter reconnected
again. The controller worked only protocol-internally leaving the connectivity
via the actual network interface unaffected. Only when the actual network con-
nectivity changed, the control adjusted accordingly and dis/reconnected when
the network interface did so.

4.1 Participation

With visitors coming and going, their participation in the experiment varies over
time. Figure 4 depicts the participation behaviour as broken bars. A horizontal
line of bars represents one device. Bars are broken when successive sensor read-
ings are more than two minutes apart. The sensor readings, here, refer to the
mock readings created by the phone. They reflect participation best because
they are unaffected by the device’s distance to real sensor sources and other
peers. Some participants contribute right from the start, while others join-in
later. Some hold out to the end, while others leave early or contribute only for
a short period of time.

Participation gaps may occur because participants cancel their participation
deliberately, e.g., out of curiosity to see the effect on app features. Or, partici-
pants pause participation involuntarily as they miss notifications on the renewal
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Fig. 4. Participation in the experiment varies: Some devices contribute throughout the
event (e.g., device 9) while others do so only intermittently (e.g., device 21).

of app permissions. Expiring permissions, like for being Bluetooth discoverable,
is among Android’s efforts to protect their users’ privacy. This, however, chal-
lenges apps with background features like a p2p protocol. They need to bring
user attention back to the phone without negatively impacting the user’s cur-
rent experience in the real-world. Considering the staccato-like behaviour of the
device 21 in Fig. 4, there may be other reasons, which are not yet clear.

4.2 Radio and Spatial Clusters

Over time participants formed clusters in terms of their spatial distance and radio
range. Spatial clusters are derived from sightings of BLE beacons. A centroid
technique [7] evaluates the beacons’ received signal strength and positions each
participant accordingly. Density-joining [10] clusters participants based on their
neighbourhood within a two meter radius. For radio clusters, the peer sightings
dataset is used, which defines neighbourhood as the number of peers a device
senses in its radio range. Density-joining assigns those to the same cluster that
have at least one peer in common.

Figure 5 depicts the number and size of the clusters over the course of the
experiment. A dot represents a cluster. It grows in size and lightness, the more
members the cluster has. In spatial terms, participants are rather scattered and
independently roam the event area. This is reflected by the high number of small
dots in the top part of the figure. The exception is past noon (12:20–12:50) when
10 to 15 participants gather in the same part of the event area. This may be
due to a program item that catches the interest of many visitors. In contrast,
the bottom of the figure shows the evolution of one large radio cluster and how
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it grows to more than 20 members towards the end of the event at 14:40. There
are only few small radio clusters with one to five members that are disconnected
from the rest possibly because they are in the most remote places of the event
area. The analysis of the radio clusters shows that most participants are part of
the same p2p network, which allows for data exchange and task offloading.

Fig. 5. Despite the participants’ spatial distribution (top), most of them are part of
one large radio cluster (bottom) leaving only few to small isolated radio clusters.

4.3 Connectivity Changes

With a computer science building as the venue for the event and experiment,
the assumption is that network connectivity is not an issue. Disconnects that
do occur, would not be sufficient to activate and sample the p2p part of the
protocol in suitable quantities. A software controller thus induced artificial dis-
and reconnects.

Analysing the connectivity state in the peer sightings dataset, Fig. 6 shows
the median connectivity change rate over time. Considering the effect of the
software controller, a rate of up to 1.5 changes per minute is expected. At times,
however, the depicted values are much higher. This means, devices experience
additional dis- and reconnects from the actual networking infrastructure. The
peak times at 12:45 and 14:35 coincide with the times when the size of the radio
and spatial clusters peak. This suggests that already at a medium size indoor
event, network issues occur when the infrastructure is not particularly adjusted
to the expected number of visitors. Typically, existing infrastructure is designed
for the average use case that does not accommodate for crowds of people.
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Fig. 6. The median connectivity change rate is at times much higher than the expected
1.5 changes per minute. This indicates that participants experience connection issues
with the networking infrastructure.

4.4 P2P Transfers

Frequent dis- and reconnects trigger the protocol switch more often, which may
increase the number of aborted p2p transfers. A p2p transfer is aborted in two
cases: First, while the transfer is in progress, the remote end loses network con-
nectivity and closes all its serving sockets to inform its clients about the change
allowing them to find a new server peer. The client peer records this as an aborted
transfer. Second, the device reconnects to the network, stops the p2p transfer,
and uploads data itself rather than risking a disconnect from the remote end.

Figure 7 depicts the average count of completed and aborted transfers over
time. The analysis focuses on the two most prominent cases which repeat them-
selves throughout but possibly to a lesser extent. It shows an increased number of
aborts from 13:00 onwards, which means that more transfers are affected by the
connectivity change. In contrast, the transfers at noon (11:25 to 13:00) are less
affected since the number of completed transfers is higher than the aborted ones.
One reason is that at noon some devices experience disconnects that are much
longer than induced by the software controller. Whether they are in a blind spot
or deliberately turned their networking interfaces off, is unclear. Apart from that,
not every connectivity change happens during a p2p data transfer but instead
to peers that are currently idle.



Peer-to-Peer Transfers for Crowd Monitoring 73

Fig. 7. At around noon, p2p transfers are much less affected by connectivity changes
than from 13:00 onwards when the number of aborted transfers increases.

4.5 Data Delay

Data delay is the time from a senor reading being collected to when it becomes
available at the server. The analysis refers to the mock sensor readings, which
have been uploaded to the server either directly or via a peer. For completed
transfers, the data delay is well below 200 s (cp. Fig. 8a). The mean delay is
around 100 s. Given the small amounts of data transferred, this delay is rather
high. This is caused by the timeout between protocol iterations. If a device did
not discover a connected peer, it idled for 60 s before it run the p2p part of the
protocol again.

For data directly uploaded by the device itself, the mean delay is at 25 s, which
is expected (cp. Fig. 8b). Notice, however, the density of outliers, which show that
a considerable number of devices deviate from the average. One explanation
may be that these devices started out with a p2p transfer, regained network
connectivity, aborted the transfer, and uploaded data themselves. This takes
longer than uploading data right away. There are, however outliers whose delay
is too long to fit into the same graph (cp. Fig. 8c). In these cases, the devices
remained disconnected for a long time, during which they were unable to find a
connected peer in their proximity. Or, during which the payload had grown to a
size that no peer connection was stable enough to complete the transfer, either
because the peer moved out of range, or the peer lost connectivity. Generally, the
phone creates 84 Bytes of mock readings per second adding up to 300 Kilobytes
an hour.
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(a)

(b)

(c)

Fig. 8. The delay for completed transfers and subsequent uploads would be rather
swift if it was not for the timeout between protocol iterations (a). For direct uploads
a considerable number of delays deviate from the otherwise short average delay (b).
Some direct uploads take so long that they are outsourced to a separate graph (c).
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5 Conclusion

The availability of crowd monitoring data is essential for event organisers and
emergency response personnel to ensure safety. In case of network issues, data
transfers to peers in vicinity that are still connected may allow for sharing such
data nonetheless. This paper focuses on the delivery of crowd monitoring data.
During an experiment at an indoor fair, a p2p transfer protocol was tested for
how it meets real-world challenges. With considerable effort put into the design
of the events’ companion app, 47 visitors agreed to become visible to peers and
share sensor and log data. The results of the experiment show:

– Despite variations in the continuity and duration of participation, most par-
ticipants were part of the same large radio cluster throughout the experiment
and thus fulfilled the main prerequisite for p2p data transfers.

– Even at this medium size indoor event, network issues occur when the infras-
tructure is not particularly adjusted to the expected number of visitors. This
underlines the necessity for solutions that mitigate the loss of data.

Further, unanticipated changes in the connectivity to the network infrastructure
challenged the protocol and highlight prospective refinements of its design:

– Participants experienced at times high rates of connectivity changes. The
protocol quickly switched between dis- and reconnects often aborting p2p
data transfers. This is inevitable when the remote end cancels the connection.
However, losing the network connection could be approached more gracefully:
Instead of immediately switching to a p2p transfer, a device could wait to see
if it can reconnect after a short time. When the disconnect does take longer, a
p2p transfer is feasible as the experiment shows short delays when a connected
peer is around.

– Disconnects that lasted dozens of minutes caused the steady growth of data to
be transferred. Agnostic of these changes, the protocol kept trying to transfer
all collected data at once. For this to succeed, a peer connection would be
required to be stable for an extended period of time. A more realistic way
to mitigate this built-up of data is to split it up into small chunks that are
suitable for short connections times with peers.

Overall, the lesson learnt from testing the protocol in a real-world setting is that
attention to detail is important before advancing the protocol design e.g., to a
multi-hop solution.
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Probing crowd density through smartphones in city-scale mass gatherings. EPJ
Data Sci. 2(1), 1–24 (2013). https://doi.org/10.1140/epjds17
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Abstract. 5G cellular networks must be able to deliver a small data
payload in a very short time (up to 1 ms) with ultra-high probability of
success (99.999%) to the mobile user. Achieving ultra-reliable and low-
latency communication (URLLC) represents one of the major challenges
in terms of system design. This paper covers definitions of latency and
the reliability of URLLC traffic. Furthermore, it presents a method for
reliability enhancement of URLLC traffic. To this end, the problem of
reliability enhancement is formulated as an optimisation problem, the
objective of which is to maximise the sum of data rates for all users
with the URLLC constraints. Simulation results show that the suggested
method validates the proposed model.

Keywords: 5G systems · Wireless scheduling · URLLC traffic · eMBB
traffic · Reliability

1 Introduction

The newly introduced fifth generation (5G) mobile cellular network is the
first wireless network standard designed to support multi-service communica-
tion [1]. More specifically, 5G aims to cover three generic connectivity types:
enhanced Mobile Broadband (eMBB), massive Machine-Type Communication
(mMTC) and Ultra-Reliable Low-Latency Communication (URLLC). eMBB is
an enhancement of the mobile broadband services of the current long term evo-
lution (LTE) system. mMTC service provides massive connectivity solutions for
various Internet of Things (IoT) applications. The main design goals are sup-
porting high density of devices (up to a million devices per square kilometer) and
significant extension of the lifetime of individual devices (up to 10 years battery
lifetime) [2]. Ultra-Reliability Low-Latency Communication (URLLC) supports
low latency transmissions (0.25–0.3 ms/packet) with high reliability (99.999%)
[3]. Satisfying these very high requirements makes 5G network implementation
a major design challenge.

In general, in 5th generation networks, the problem of three traffics can
be treated by two approaches. The first approach involves analyzing orthogo-
nal slicing. Then all different slices are allocated to all three types of traffics.
c© Springer Nature Switzerland AG 2020
P. Gaj et al. (Eds.): CN 2020, CCIS 1231, pp. 77–88, 2020.
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Fig. 1. Superposition approach for multiplexing eMMB and URLLC in 5G cellular
network.

Then there is no interference between these traffics. This approach is charac-
terized by inefficiency in the use of resources. It was analyzed, among others in
papers [4–6]. Unlike previously described, the second approach does not require
orthogonal slicing. The use of non-orthogonal slicing allows you to increase
resource efficiency, but can cause interference between these traffics. This app-
roach was used, among others, in [7–9].

This work considers non-orthogonal slicing for downlink resource allocation
of URLLC and eMBB. The third type (mMTTC) support a large number of
things (IoT) devices and can be used sporadically, so this will not be considered
here either. In this work it was assumed that each time slot is divided into
0.125 ms minislots [2,10]. As can be seen in Fig. 1, this describes this structure,
within each slot, eMBB traffic can share the bandwidth over the time-frequency
plane. Time is divided into slots, and further is also divided into minislots.
eMBB traffic is located at the beginning of the slots, while URLLC traffic can
be overlapped at any minislot. A number of users are flexibly multiplexed over
the available resources with different transmission time interval (TTI) durations.
The TTI size can be dynamically adjusted according to the number of users,
their requirements, etc. A long TTI allows us to take advantage of the benefits
of coding gains closer to the Shannon capacity limit, and also imposes a lower
control overhead. Unfortunately, this can cause an increase in latency. Hence,
it is obvious that a proper scheduling of users can minimise the latency and
reliability requirements.
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Message transmission for mission-critical applications needs a latency of not
more than a few milliseconds or even lower than 1 ms for fully autonomous appli-
cations [11]. It is not possible to use the LTE system here, because it provides
a delay of 30 to 100 ms and this is unacceptable. The opposite is provided by a
special URLLC service described a.o. by P. Schulz, et al. [12]. To achieve this,
the grant-free transmission mechanism of the physical layer access was proposed
by C. She et al. [13]. The appropriate modulation schemes and the number of
links are proposed as a solution to this problem by W. Anwar et al. [14]. In
turn, the multi-connectivity activation scheme for URLLC constraints as a new
approach in their implementation was proposed by J. Rao et al. [15].

In this paper, the problem of reliability enhancement in the finite blocklength
regime subject in URLLC traffic is discussed. Through the optimisation of the
data rate, with the reliability constraints it is possible to obtain all the required
parameters of the URLLC downlink packets arriving during an eMBB trans-
mission. This allows us to find a solution that is different from those obtained
by minimising just the mean resource utilisation. In addition, the contribution
of this article is the development of a new online approximated algorithm that
allows you to increase the reliability of URLLC traffic regardless of the load.

The remaining parts of this paper are as follows. Section 2 presents the system
model. In this section the problem of the reliability enhancement is formulated
as an optimisation problem with reliability constraints and transformed into
deterministic form. Section 3 presents the optimal resource allocation problem.
In Sect. 4, the online heuristic algorithm for reliability enhancement of URLLC
traffic is provided. Simulation results are then presented in Sect. 5, followed by
concluding remarks in Sect. 6.

2 System Model

2.1 Traffic Model

In this model, the time is divided into equally spaced slots with one millisecond
time duration, which is compatible with current cellular network solutions. The
downlink eMBB traffic originating from the backlogged users shares the band-
with over the time frequency plane in each slot and is fixed during that slot.
The downlink stochastic URLLC traffic may arrive during the time slot which
is allocated to different eMBB users. The URLLC traffic cannot be queued until
the next slot. Therefore, each eMBB slot is divided into minislots, each of which
has a 0.125 ms duration. This means that each arrived URLLC traffic is sched-
uled immediately in the next minislot on top of the ongoing eMBB transmission
(see Fig. 1).

2.2 The Reliability Requirements of URLLC Traffic

The system bandwidth W is chosen that the probability of blocking of a URLLC
packet arrival is of the order of δ. The QoS parameters of URLLC traffic d and δ
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are specified as follows: a packet must be successfully delivered within a end-to-
end delay of no more than d seconds with a probability of at least 1 − δ. Thus,
δ means here the reliability of the URLLC traffic. Let λ be the system load and
r = (r1, r2, . . . , rC) be a number of channels, where C is total number of classes.
Each class represents users with the same SINR. Let the set of all classes be
given as C. Thus, the following condition must be satisfied, namely [16,17]:

W ≥ ζmean(r) + c(δ)
√

ζvariance(r) (1)

where c(δ) = Q−1(δ), Q(.) is the Q-function, ζmean(r) =
∑C

c=1 λc
rc

κ is the mean

bandwith utilisation and ζvariance(r) =
∑C

c=1
r2
c

κ2d is the variance of the bandwith
utilisation, κ is the a constant which denotes the number of channel uses per
unit time per unit bandwidth of the OFDMA time-frequency plane.

2.3 Joint eMBB/URLLC Scheduling in One Slot

The scheduling combines two movements dependent on the eMBB state and the
URLLC traffic, which is a strategy for placement across minislots. This strategy
takes into account the eMBB users, and in turn the URLLC must be located
so that their requests or blocking are included. Therefore, to carry out this
scheduling, the URLLC traffic data should be allocated in each minislot, if one
is required. This is done by affecting the data rate of eMBB traffic. Thus, the
data rate of the m-th eMBB user is given as follows:

Rm
eMBB =

N∑

i=1

(bi − fm,i) log2(1 + SINRi) (2)

where bi is the resource allocated to URLLC user i, fm,i is the busy resource of
eMBB m-th user by the URLLC data, SINRi is the signal-to-noise ratio of i-th
URLLC user, N is the total number of URLLC user.

The data rate of the i-th URLLC user on subcarrier k is given by

Ri
URRLC = log2(1 + pi,kγi,k) (3)

where pi,k is the transmission power to the i-th URLLC user on the subcarrier
k, γi,k = hi,k/(N0W + Ii,k) is the signal to interference plus noise ratio (SINR),
hi,k is the channel gain on subcarrier k and the i-th URLLC, N0 is the noise
power and Ii,k is the interference introduced to the i-th URLLC user on the
subcarrier k.

The total data rate in a downlink transmission is given by

R =
M∑

m=1

Rm
eMMB +

N∑

i=1

Ri
URLLC =

W

Θ

M+N∑

j=1

Θ∑

i=1

log2(1 +
γj,i

Γ
) (4)

where Γ is a function of the required bit-error rate (BER) and is approximately

equal Γ
�
= − ln(5BER) [18]. In the range of BER < ( 15 ) exp(−1.5) ≈ 0.0446. Θ

is the number of orthogonal subbands.
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3 Optimal Resource Allocation

This section presents the problem of optimal resource allocation of the URLL
data in the eMBB data traffic with the reliability enhancement.

According to Eq. (2), the achievable eMBB data rate at each time T is given
by

max
T∑

t=1

N∑

i=1

M∑

m=1

w
(t)
i,mR

(m,t)
eMMB (5)

subject to:

C1 : R
(m,t)
eMBB ≥ Rreq

eMBB , ∀m ∈ M, ∀t ∈ {1, . . . , T} (6)

C2 :
∑

r∈C

(
∑

m∈M
R

(m,t)
eMBBx(t)

m,r +
∑

i∈N
R

(i,t)
URLLCx

(t)
i,r

)

≤ R, x(t)
m,r ∈ {0, 1},

x
(t)
i,r ∈ {0, 1}. ∀r ∈ {r1, r2, . . . , rC}, t ∈ {1, . . . , T} (7)

C3 : x(t)
m,r + x

(t)
i,r ≤ 1, x(t)

m,r ∈ {0, 1}, x
(t)
i,r ∈ {0, 1}, m ∈ M, i ∈ N ,

∀r ∈ {r1, r2, . . . , rC}, t ∈ {1, . . . , T} (8)

C4 : R
(i,t)
URLLC ≤ Rres

URLLC , ∀i ∈ N , ∀t ∈ {1, . . . , T} (9)

where the C1 condition represents a limitation of required data rate for each m-
th eMBB traffic user in slot t; the C2 condition is a limitation of the system data
rate for all M eMBB traffic users and N URLLC users in the slot t. Equation
C3 ensure that the r-th channel will be utilised in the slot t. The C4 condition
represents the data rate restriction that can be used by i-th URLLC traffic user
in the slot t. w

(t)
i,m is the weight in the t-th slot for m-th eMBB user and i-th

URLLC traffic user in the slot t. x
(t)
m,r denotes the traffic indicator, i.e. x

(t)
m,r = 1

only if the m-th eMBB traffic is allocated to the r-th channel and xm,r(t) = 0
in the slot t otherwise. Similarly, x

(t)
i,r = 1 indicated that the r-th channel is

assigned to the i-th URLLC user in the slot t and x
(t)
n,r = 0 otherwise.

The optimisation problem is stochastic, nonlinear, non-convex and includes
three variables, namely binary x

(t)
m,r, x

(t)
i,r and w

(t)
i,m. So, the problem giving in

Eq. (5) is a Stochastic Mixed Integer Programming (SIMP) [19]. There are two
elements to this modelling, namely: Stochastic Programming (SP) and Mixed-
Integer Programming (MIP). Each element is important to capturing the differ-
ent factors involved in the problem. The computational complexity of finding the
exact solution is very high thus not reasonable in practice. The alternative is to
use heuristic approaches. In Sect. 4, a novel polynomial time heuristic algorithm
for the suboptimal traffic scheduling for reliability enhancement is proposed.
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4 Online Heuristic Algorithm for Reliability
Enhancement of URLLC Traffic

The proposed online heuristic algorithm is based on sliding windows model [20].
This model allows to perform the required computations using the stream gen-
erated by a single scan of the data. This dynamic approach provides less precise
statements than the static one since it uses less information and it has higher
implementation overhead. However, this model allows progressive creation of the
planning sequence.

Each scheduling period in the presented model corresponds here to the
assumed window length, which is the slot time. Packets belonging to the
both traffics, namely eMBB and URLLC, are scheduled in this window.
These packets in the t-th scheduling period form a set, namely: {SP}t =
{packett,1, . . . , packett,J}, where J is the total number of packets in time slot.
The packet scheduling is based on the arrival time, the required end-to-end
delay, the reliability, the waiting time, and the packet usability. All of the packet
parameters listed above have been standardised according to the following rela-
tionship:

f(yk) =
yk − minpacket∈{SP}t

(yk) + 1
maxpacket∈{SP}t

(yk) − minpacket∈{SP}t
(yk) + 1

(10)

Four priorities have been calculated for such standardised parameters. So,
priority of the time arrival for j-th packet is given by

Aj =
APj

UPj
(11)

where APj is the standarised time arrival of packet j and UPj is the standarised
usability of packet j. The priority of the required end-to-end delay for the packet
j is as follows

Dj =
DPj

UPj
(12)

where DPj is the standarised end-to-end delay of packet j. The priority of the
reliability for j-th packet is defined as follows

Rj =
RPj

UPj
(13)

where RPj is the standarised reliability of packet j. The usability of the packet
j is given by

Uj =
UPj

TTj
(14)

where TTj is type of traffic to which j-th packet belongs. It is assumed here
that the parameter TT = 1 and TT = 2 for eMBB traffic and URLLC traffic,
respectively.
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In addition, to avoid possible conflicts between packages, resulting from,
among others due to lack of space in the mini-slot, a conflict index γ is entered
for each packet j. It is defined as the number of packets in conflict with the j-th
packet. Then for each packet j can be specified the degree of conflict DCj as
follows:

DCj =
Zj

(1 + γj)2
(15)

where Zj is the number of packets that are observed by the packet j and are in
potential conflict with packet j. If the DCj value is greater than the set value,
the packet j is suspended and placed at the beginning of a new slot.

The concept of the heuristic algorithm is as follows:

1) The number of packets that can be placed in a single window is found ini-
tially. Packets from the buffer that are not included in the previous window
are attached to these packets. For each packet separately all parameters are
calculated, namely: Aj ,Dj , Rj , Uj .

2) A value DCj is also calculated for each packet to be placed in a single
window. If the DCj value exceeds the set bound, then the j-th packet with
this value is removed from the list of packets to be placed in the window.
This packet is placed in the packet buffer, which will be placed in the next
window.

4) Parameters such as W , ReMBB , ρ, δ are calculated for the entire list of
packets to be placed in the window. If these parameters are not satisfied, all
holes in the minislots are filled with packets from the buffer.

5) If the entire contents of the list of packets found for the window is accepted,
then all of them are accepted for transmission in the window.

The pseudocode of the algorithm for placing packets in the sliding window is
represented by Algorithm 1. It consists of two procedures: Sliding window and
Heuristic. The first one prepares a list of {SP} packets for each window t, for
which all necessary parameters are calculated. Then sorts them by priority. All
sorted packets are placed in the {SP} list, which contains packets to be placed in
the window. But before their final acceptance, the Heuristic procedure is called.
Its purpose is to check the degree of possible conflicts. If their values are too
high, it removes the packet from the {SP} list and places it in the buffer. Then,
until the performance parameters (W , ReMBB , ρ, δ) for this scheduling are met,
it will check for any free spaces in each minislot l. If he finds them, he fills them
with packets from the buffer. Packets that meet all requirements are sent in the
window by Send to transmission procedure.

The proposed algorithm has the complexity of O(J2) per slot, where J is the
total number of packets per slot and scheduled in a single window (Table 1).
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Algorithm 1. Heuristic online algorithm for reliability enhancement
1: procedure Sliding window
2: Require: {buffer}, {SP}, {Final SP}
3: Initialisation:
4: Let t ← 1;
5: Let {buffer} ← ∅ ;
6: Let {SP}t ← ∅;
7: Let {Final SP} ← ∅;
8: for t ← 1, T do
9: j ← 1

10: if {buffer} �= ∅ then
11: Copy {buffer} to {SP}t

12: {buffer} ← ∅

13: end if
14: repeat
15: Add packetj to {SP}t

16: Calculate Aj , Dj , Rj , Uj , γj

17: until j > J
18: Sort all packets in {SP}t

19: Heuristic({SP}t, {Final SP})
20: Send to transmission({Final SP})
21: {SP}t ← ∅

22: {Final SP} ← ∅

23: end for
24: end procedure

25: procedure Heuristic({SPt}, {Final SP})
26: Require: minislot[L]
27: while {SP} �= ∅ do
28: repeat
29: Calculate DCj

30: if DCj > Limit then
31: Copy packetj to buffer
32: end if
33: until j > J
34: while (WJ < Wreq or RJ

eMBB ≥ Rreq
eMBB or δ < δreq or ρ < ρreq) do

35: l ← 1
36: repeat
37: Find free holes in minislotl
38: Copy packets from the buffer to minislotl
39: until l > L
40: end while
41: Copy {SP}t to {Final SP}
42: end while
43: end procedure
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Table 1. Main parameters of simulation

Parameter Value

Source image size 800 × 600

IFFT size 512

Number of OFDM subcarriers 256

OFDM symbol length [μs] 60

OFDM symbol number 4

Carrier frequenxy [MHz] 2000

Modulation method QPSK

CRC Length [bits] 16

Propagation conditions Log-Normal shadowing with 5 dB standard
deviation; 128.1 + 37.6 log(D[km])

Signal-to-Noise Ratio (SNR) 5 dB

Transmission bandwith 20 MHz

Network environment 17 picocells

Traffic elements URLLC 10 users/cell; eMBB 10 users/cell

5 Simulation Results

In this section, the results of simulations of the proposed resource allocation
scheme for reliability enhancement are presented. The simulation environment
comprises a multicell 5G network constructed according to the network model in
Sect. 3, where multiple picocells share the spectrum resources with one macrocell
and a variable number of D2D connections.

Firstly, the scheduling to ensure eMBB throughput was checked. It has been
assumed that 10 eMBB users per picocell are active in the system. The eMBB slot
of each of these users is composed of eight minislots. For seven eMBB users, the
probability of distribution was chosen so that the average rate is equal 5 Mbps,
and for the other three probability distribution is such that the average rate is
3 Mbps. The number of listed states here is around 1 million. URLLC traffic is
scheduled in minislots so that peak URLLC load in an eMBB slot is less than
or equal to 1 − δ.

Figure 2 shows the average rate of both traffics versus the average rate of
URLLC load for two scheduling policies: the proportional-fair sharing algorithm
[21] for eMBB users and the heuristic online algorithm. The graph shows that
the system with the heuristic algorithm is characterised by a greater average
data rate than the standard eMBB algorithm. This is especially evident in the
case of high average URLLC load.

Then the system reliability obtained was tested. Figure 3 presents the sum
data rates of eMBB users versus the reliability levels of URLLC traffic for both
scheduling policies. The figure shows that the use of the heuristic online algo-
rithm provides a higher sum of data rate for eMBB, which means that this
algorithm improves data flow at the same URLLC reliability levels.
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Fig. 2. Average rate of eMBB and URLLC traffic versus average URLLC load for the
proportional-fair sharing algorithm and the heuristic online algorithm.
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Fig. 3. Sum data rates of eMBB users versus the reliability levels of URLLC traffic for
the proportional-fair sharing algorithm and the heuristic online algorithm.

Finally, the reliability levels at 1 ms latency for different URLLC loads was
studied for both scheduling policies. Figure 4 shows the reliability at 1 ms latency
versus different URLLC loads for both scheduling policies. It can be seen from
the figure that the use of the proposed scheduling algorithm allows reliability to
be increased by approx. 15–20%, regardless of the URLLC traffic load.
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Fig. 4. The reliability at 1 ms latency versus average load of URLLC for the
proportional-fair sharing algorithm and the heuristic online algorithm.

6 Conclusion

In this paper, the problem of reliability enhancement in the 5G cellular net-
work was studied. An optimal resource allocation policy is proposed to max-
imise the reliability. Via simulation, the achievable reliability of the network with
the proposed resource allocation policy was used. In particular, the achievable
reliability obtained using standard methods was compared with the reliability
obtained by applying the proposed solution of maximising the reliability in the
studied model. Significant performance differences between these reliabilities are
observed, which confirm the necessity and contribution of this paper.
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Abstract. Multi–layer spam detection systems frequently used in many
SMTP servers often suffer from a lack of mutual communication between
individual layers. The paper presents the construction of a feedback
interconnection between two significant layers, namely Message contents
check and Greylisting. The verification in a real SMTP server is per-
formed, demonstrating considerable improvement of spam detection effi-
ciency comparing the previous period with missing interconnection, while
for a short testing period. Despite the limited generalizability of the
result, it suggests the easy way how spam detection can be improved.

Keywords: Spam detection · Multi–layer detection · Blacklisting ·
Greylisting · Message contents check · SMTP dialog

1 Introduction

Unwanted (unsolicited) messages in electronic mailboxes (called spam) are
known virtually to every e-mail user. The amount of spam is so high that with-
out efficient spam detection filter the electronic mail service renders to be useless
because about 80% of the total number of e-mail messages sent or more are spam
messages according to [1].

2 Objectives

There are many different approaches to detect and eliminate spam. In the first
phase of spam detection and elimination spanning from the late 1970s till the
early 1990s, the main focus was given on looking into the contents of individual
messages as delivered into the e-mail client and classification spam according to
the presence of predefined fixed characters. Nevertheless, towards the end of the
phase, it became apparent that more sophisticated detection mechanisms are
necessary.

First, the main focus of spam detection moved from end–stations to SMTP
servers. As a result, numerous collaborative detection techniques like collab-
orative filtering [2] came into the limelight. Also, the spam reception avoiding
c© Springer Nature Switzerland AG 2020
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methods like blacklisting and greylisting making use of an SMTP–specific feature
called SMTP dialog sending the message metadata (namely sender and recipi-
ent e-mail addresses) were widely applied [3,4]. Since then, the spam detection
happens at the point of entry into a corporate/organization network, i.e., on an
SMTP server of the organization [5,6]. Nevertheless, none single among them can
eliminate every spam message or even a sufficient amount hereof as documented,
e.g. in [7].

2.1 Multi–layer Spam Detection

Despite recent tendencies to outsource the spam detection tasks to third–party
cloud providers, there are still many e-mail servers performing the spam detec-
tion on their own. There, multicomponent (multi–layer) spam detection systems
are used frequently. A typical multi-layer spam detection system consists of the
following:

– Initial formal check,
– Blacklisting,
– Greylisting,
– Message contents check.

Also other components may appear, the list is not intended to be exhaustive.
The component order can vary, but Blacklisting and Greylisting are usually
performed before the message contents are checked. The reason for Blacklisting
and Greylisting ordering first is that these components can prevent a significant
part of spam messages from being delivered as demonstrated, e.g. in [8], and
incorporated into the broader security framework in [9,10].

The detection layers in the list above tend to be implemented as separate
software components. Thus, their interaction can be minimized. The positive
aspect consists in the elimination of interlocks, e.g., because of software failures.
On the other hand, the complete insulation of the component can affect their
detection efficiency as it was shown, e.g. in [11–13].

3 Methods

The aim of the research presented in this paper was to design an interconnec-
tion between specific components of a general multi–layer detection system and
perform a verification of the effect in a real environment.

The first question is what components need to be interconnected. This ques-
tion must be answered not only because a full-mesh interconnection could be
overly complicated, but primarily regarding the potential benefit of the proposed
interconnection. As it was analyzed in details in [11], the significant improvement
can be expected from the interconnection between Greylisting (as a component
detecting spam based on somewhat limited information from SMTP dialog) and
the Message contents check (this component has complete information about the
message, and the spam detection reliability here is much higher).
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In most Greylisting implementations, not all message delivery attempts are
subject to the spam check (consisting in temporary delivery refusal). In addi-
tion to manually whitelisted senders, also messages from senders that appear
to be legitimate regarding their previous behavior are excluded (not checked).
Usually, such senders (the IP addresses of sending servers) are listed in the so-
called Automatic WhiteList (AWL). The exclusion of some delivery attempts is
motivated by decreasing the system resources necessary for the Greylisting spam
check.

For AWL enlisting, it is enough when the SMTP server successfully deliv-
ers several (e.g., 5) messaged recently. Unfortunately, this can also be done by
more sophisticated spamming software. This drawback could be overcome if the
Greylisting module is informed that a message originated from a specific AWL-
listed SMTP server was classified as spam by the following Message contents
check. Therefore, just the feedback interconnection between Message contents
check and Greylisting was designed and later verified in the study presented
here. The idea of interconnection is illustrated in Fig. 1.

Fig. 1. Multi–layer spam detection system layout with feedback interconnection
between Message contents check and Greylisting modules.

3.1 Interconnection Design Details

As explained above, the main aim of the interconnection being designed was to
check whether the IP address of the SNMP sender of a message classified as



94 T. Sochor

spam in the Message contents check module is listed in Greylisting’s AWL. If
the IP address is listed, then the Greylisting module is instructed to remove it
from AWL. For practical reasons, this function was implemented as:

1. a function collecting IP addresses of sending SMTP servers for every message
classified as spam in Message contents check module, and

2. a batch file periodically (e.g., once a day) removing all IP addresses in the
above list from Greylisting’s AWL (hereinafter “AWL Cleaning”).

3.2 Interconnection Testing

While the IP address collecting function (Item No. 1 in the numbered list in
Sect. 3.1) was running permanently, the batch file (Item No. 2) was executed
periodically once a month in the initial phase; later, the period was shortened
to 1 day. The feedback interconnection was tested first on the backup SMTP
server of the author’s university (that is used for message reception only in
periods of the primary SMTP server outages, i.e., quite seldom and for short
periods). Then it was implemented to the primary SMTP server of the university.
Therefore, the testing in the backup SMTP server focused primarily on the
interconnection operation in periodic execution as well as integrity testing of the
whole interconnection system.

4 Results

Even before the interconnection implementation, the expectable effect of the
interconnection was estimated from historical data about incoming messages
to the SMTP server for 30 months. The estimation results are shown in Fig. 2.
The potential for the listing of an IP address into the Greylisting’s AWL was
evaluated based on the number of occurrences of a single IP address among
message SNMP senders.

4.1 Results Overview

The overall results of spam detection are shown in Table 1. In the table, the
columns Greylisted and Greyl. % indicate the monthly amount and ratio of
message delivery attempts postponed by greylisting while Spam Cont. and Spam
Cont. % columns indicate the monthly number and ratio of messages detected as
spam in Message contents check, respectively, The column All. Deliv. shows the
monthly number of messages allowed to be delivered, and the Total column shows
the monthly number of attempts to deliver a message. Nevertheless, the results
in this table cannot demonstrate the effect of the interconnection adequately.
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Fig. 2. Estimation of the interconnection effect on historical dates (horizontal axis -
months, vertical axis - thousands of messages). The whole dark part (Blue + Red
together) indicates the total number of spam messages detected by the Message con-
tents check. The lower area (Red) means the portion of spam messages whose sender
could potentially be listed to the Greylisting’s AWL. (Color figure online)

Table 1. Results of spam detection in the implementation period

Month Greylisted Greyl. % Spam Cont Spam Cont. % All. Deliv Total attempts

1 75,991 12% 6,477 1% 114,215 635,788

2 74,288 13% 7,453 1.3% 115,216 569,968

3 106,409 4.2% 6,843 0.3% 138,224 2,553,333

4 97,946 15.4% 7,167 1.1% 148,101 636,585

5 93,751 15.5% 7,247 1.2% 155,719 603,162

6 99,922 12.8% 7,048 0.9% 140,451 782,896

7 104,850 12.8% 7,440 0.9% 155,979 821,590

8 104,035 11.2% 8,201 0.9% 151,895 932,641

9 109,087 11.6% 8,765 0.9% 150,642 943,559

10 117,064 9.7% 9,832 0.8% 152,273 1,211,425

11 121,786 14.5% 12,335 1.5% 148,838 842,797

12 122,243 16.9% 11,105 1.5% 134,531 721,417

13 156,839 22.4% 12,668 1.8% 123,386 699,539

14 115,415 25.3% 12,149 2.7% 123,945 455,777

15 123,513 20.1% 13,466 2.2% 150,516 615,638

4.2 Discussion on Results

As one can see in Table 1, the data shown here cannot verify the interconnection
efficiency increase because the “natural” fluctuation in spam sources and thus the
numbers of detected spam messages in individual months overlay the expected
decrease in the “Spam Cont. %” column. For the sake of getting a better insight
into obtained results, the more detailed data were tabulated in Table 2. The
table shows the numbers of IP addresses removed from the Greylisting’s AWL
caused by each execution of the batch file described in Item 2 in Sect. 3.1. On the
other hand, Table 3, where numbers of spam messages detected by the Message
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Contents Check for each day (or month in the beginning) are listed. The more
extended period at the beginning of the table corresponds to the fact that the
period of AWL Cleaning execution was one month in the beginning, as mentioned
above in Sect. 3.2.

When comparing both parts of Table 2, it looks clear that the AWL cleaning
once a month (i.e., based on older IP addresses) is far less efficient than AWL
cleaning using currently observed IP addresses of spamming SMTP servers. It is
evident that the numbers of IP addresses removed in the upper part of the table
(AWL cleaning once a month) from the whole month are roughly comparable to
the number of IP addresses removed daily in the lower part of the table. Thus,
the summary number of IP addresses removed in a month is many times lower
in the upper part of the table. Therefore, despite the limited possibility of direct
verification of the interconnection efficiency, a conclusion on the efficiency of the
interconnection between Message Contents Check and Greylisting.

4.3 Statistical Evaluation

One of the critical issues to evaluate is always whether the obtained results are
reliable in the sense of their repeatability. For getting at least a partial answer
to this issue, statistical testing was performed. In spite of the fact that the
massive fluctuations in daily spam counts due to the always–changing nature
and frequency of spam messages, the comparison of average values listed in
Table 3 gives a definite conclusion. The conclusion is that before AWL cleaning
was implemented (the upper part of the table, the daily average is 1442 while
in the period of monthly cleaning, the average value dropped to 575.5, and for
daily cleaning, it further dropped to the value 433.6.

For a more detailed view, three statistical (null) hypotheses were formu-
lated. The first hypothesis told that there is no statistically significant difference
between periods with No AWL cleaning and Monthly cleaning (H1). The second
hypothesis said that there was no statistically significant difference between the
periods of Monthly AWL cleaning and Daily AWL cleaning (H2). In contrast, the
third hypothesis told that there is no statistically significant difference between
the periods of No AWL cleaning and Daily AWL cleaning (H3). After statistical
calculations performed in JASP [14] (Student’s t-test was used), the results, as
summarized in Table 4, let us refuse all the three hypotheses. It is not surprising
that the most significant difference was found in H3 (No cleaning vs. Daily clean-
ing). Nevertheless, the results in Table 4 mean that the statistically significant
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Table 2. Numbers of IP addresses removed from Greylisting’s AWL. The upper part
shows the data for the period when the AWL Cleaning was executed once a month.
The lower part of the table (starting Month 19, Day 16) indicates the daily numbers
after daily AW cleaning was started.

Period of AWL cleaning No. of IP addresses removed

Month Day

Month 2 3

Month 3 35

Month 4 34

Month 5 30

Month 6 32

Month 7 38

Month 13 19

Month 18 10

Month 19 Day 16 49

Month 19 Day 17 20

Month 19 Day 18 11

Month 19 Day 19 17

Month 19 Day 20 42

Month 19 Day 21 47

Month 19 Day 22 22

Month 19 Day 23 31

Month 19 Day 24 33

Month 19 Day 25 9

Month 19 Day 26 14

Month 19 Day 27 17

Month 19 Day 28 15

Month 19 Day 29 26

Month 19 Day 30 14

Month 19 Day 31 17

Month 20 Day 1 14

Month 20 Day 2 11

Month 20 Day 3 17

improvement of the whole multi-layer spam detection system (in the sense of a
substantial decrease of spam messages detected in period with AWL cleaning
reflecting better spam detection sensitivity of Greylisting) is proven after the
application of the feedback connection described in Sect. 3.1.
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Table 3. Daily numbers of spam messages (Spam column) detected in the Message
Contents Check in the period of the implementation of the interconnection between
Message Contents Check and Greylisting. The last column AWL cleaning indicate the
period of AWL Cleaning.

Month Day of the month Spam count AWL clearing

16 2 1275 Not used at all

16 3 1820

16 4 1231

17 1 925 Monthly

17 2 451

17 3 1147

17 4 585

17 5 485

17 6 216

17 7 450

17 8 758

17 9 443

17 10 295

18 17 434 Daily

18 18 628

18 19 704

18 20 698

18 21 629

18 22 544

18 23 269

18 24 206

18 25 243

18 26 459

18 27 452

18 28 370

18 29 538

18 30 333

18 31 318

19 1 226

19 2 452

19 3 455

19 4 647

19 5 464

19 6 374

19 7 300

19 8 256
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Table 4. Results of testing the 3 statistical hypotheses comparing periods of various
AWL Cleaning

Hypothesis t-statistics Deg. of Freedom p value

No vs. monthly (H1) −4.45 11 <0.001

Monthly vs. daily (H2) −1.832 31 0.077

No vs. daily (H3) −9.317 24 <0.001

5 Conclusions

The above–described results demonstrate that the feedback interconnection
between Message contents Check and Greylisting modules in a multi–level spam
detecting system is significantly beneficial, yielding the significant increase of
spam messages detected even before deliver (here in Greylisting). On the other
hand, the positive effect is not extremely strong and can be easily overlaid by
fluctuations in spam production. Nevertheless, the part of system resources nec-
essary for reception and storage of spam messages that were not necessary to
be stored were saved. Regarding the fact that the application of the intercon-
nection technique described here is not limited to any specific implementation
of the Greylisting1 and Message Contents Check modules, it can be easily used
in all multi–level spam detection systems with separated modules.

5.1 Future Research

Regarding the fact that both spam contents and techniques of its dissemination
are continuously developed, it is necessary to keep up-to-date with the efficiency
of tools and techniques applied in practical implementations, and, in the case of
necessity, to adapt them to the changing “spam environment.”

The interconnection between separate components on a multi–level spam
detection system, as described here, does not represent the only option. Other
components, like the Blacklisting module, can also be interconnected with other
modules with potentially positive effects. This field has not been surveyed
yet, but it deserves a reasonable research interest. The main result presented
here, namely spam detection improvement through the feedback interconnection
between Message-contents check and Greylisting, cannot be generalized directly
into every spam detection system. Anyway, the results presented here still bring
the way towards significant efficiency increase in many spam–detection instances.

Another factor with potentially high impact on spam detection and elimi-
nation is also worthy of mentioning, namely IPv6 transition. Despite the fact
that application–layer services like e-mail are not directly influenced by the L3
protocols (either IP version 4 or IP version 6), the ongoing transition from the

1 The only limitation of the interconnection described here consists in the fact that
the existence of Greylisting’s AWL is substantial. However, this is true for almost
all Greylisting implementations.
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legacy IP version 4 to the modern IP version 6 (IPv6) poses new challenges
to spam detection mechanisms. The interconnection described in this paper is
not directly related to any IP specific version but involved mechanisms (e.g.,
Greylisting implementation) work with IP addresses (so far mostly only with
IPv4) so one can expect that the transition to a new implementation supporting
IPv6 can change the behavior of the specific module. Therefore, this topic is also
worth to attract some research interest.
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Abstract. We consider a fog computing approach with function virtu-
alization in an IoT scenario that uses an SDN/NFV protocol stack and
multipath communication between its clients and servers at the transport
and session layers. We analyze the reliability of the associated redundant
transport system comprising two logical channels that are susceptible to
random failures. We model the error-prone system with a single repair
unit and independent phase-type distributed repair times by a Marshall-
Olkin failure model. The failure processes of both channels are described
by general Markov-modulated Poisson processes (MMPPs) that are asso-
ciated with the corresponding failure times and that are driven by the
transitions of a common random environment. First we identify the gen-
erator matrix of the associated continuous-time Markov chain that is
determined by the interarrival times of the Markov-modulated failure
processes and the independent phase-type distributed repair times and
the Kronecker-product structures of their associated parameter matrices.
Then we show that the steady-state distribution of the restoration model
can be effectively calculated by a semiconvergent iterative aggregation-
disaggregation method for block matrices. Finally, we compute the asso-
ciated reliability function and hazard rate of the multipath transport
system.

Keywords: Fog computing · Marshall-Olkin failure model · Reliability
function · Markov-modulated arrival process · Phase-type distributed
repair times

1 Introduction

In recent years the cloud computing approach has been refined by mobile edge
and fog computing to cover the technical challenges of new applications arising
from the rapidly evolving Internet-of-Things (IoT) (cf. [1,2,8]). These architec-
tures try to integrate new services based on advanced multimedia and machine-
to-machine communication into the associated computing, storage, and internet-
working infrastructures. They are based on modern software-defined networks
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Fig. 1. Protocol stack of fog computing in a virtualized software environment.

(SDN), network function virtualization (NFV), and microservice concepts (cf.
[14,24]). The fog computing architecture can be derived from the classical clear
separation of functionalities into an application and services plane, a control
plane, a data plane, and a management plane (see Fig. 1, cf. [7,9]).

In this context of client-server processing it has been realized that a multi-
path communication which is established at the transport and session layers of
the SDN/NFV protocol stack can substantially improve the capacity and relia-
bility of the required fast interprocess communication. Adapted new transport
layer protocols such as multipath TCP or multipath QUIC can be applied to
establish redundant transport paths between clients and servers. The required
multi-homing is realized by a use of multiple interfaces and will also be supported
in the upcoming mobile settings of the local area and wide area 5G standards
(see Fig. 2, cf. [3,5,20]).

In this paper we investigate a basic multipath transport system comprising
two logical transport channels which provide redundant high-speed interpro-
cess communication paths between a client as sender and a server as receiver
in an SDN/NFV/5G-RAN environment. Due to the presumed existence of an
exclusive, virtualized restoration function in the management plane, we describe
the impact of a functional outage of each transport channel subject to random
errors by a generalized Marshall-Olkin failure model (cf. [13,21–23]). We assume
here that the entire redundant system is managed by a scalable, virtualized
management system applying container virtualization techniques like Docker or
Kubernetes (cf. [11,12]). It can instantiate a single repair function as virtual net-
work function and provides a restoration of the original transport status after a
generally distributed, nonnegative restoration period. We approximate the latter
entity by random variables with phase-type (PH) distributions (cf. [25]).

Our main goal is to derive a Markovian reliability model of this redundant
transport system in a random environment and to compute its reliability function
and hazard rate. For this purpose we apply an effective computational solution
method to a finite continuous-time Markov chain. In this way we enhance our
related previous study [19] to a new setup of the underlying reliability model in
a highly relevant technical context of fog computing. The new model exhibits
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a much more sophisticated algebraic structure of its generator matrix due to
the involved three correlated Markov-modulated Poisson arrival processes of the
failure patterns and the engagement of a single virtualized repairman function
within the management layer of the fog computing architecture (see Fig. 3).

The paper is organized as follows. In Sect. 2 we describe the multipath trans-
port system with two error-prone channels and a generalized Marshall-Olkin
failure model. In Sect. 3 we derive the associated finite Markov chain with its
generator matrix and calculate its related steady-state vector by an effective
semiconvergent iteration scheme. In Sect. 4 we compute the reliability function
and hazard rate of the multipath transport system. Finally, some conclusions
and an outlook on further performance studies are presented.

2 Characterizing the Reliability of a Multipath Transport
System by a Generalized Marshall-Olkin Model

We consider the hierarchical logical structure of a fog computing system that
is deployed as edge computing infrastructure within the continuum between the
cloud and the edge devices of an IoT environment (see Fig. 2, cf. [2,8]).

2.1 Description of a Transport System Related to Fog Computing

We assume that the fog computing environment is constructed by means of
lightweight virtualization technology based on Linux containers and the orches-
tration framework Docker (cf. [9,12]). Dedicated stationary or mobile fog gate-
ways provide the first logical entrance gates of its computing, storage and net-
working infrastructure. They realize aggregation points of the collected data
streams generated by IoT sensor systems of corresponding smart edge devices in
an associated fog cell (cf. Fig. 2, [9]). These generated data flows may be prepro-
cessed and then forwarded to fog nodes in a higher logical layer or to processing
and storage nodes in a distributed cloud infrastructure (cf. Fig. 2, see [7,26]).
The latter nodes may also interact with a blockchain to support an immutable
event history and the secure transfer of anonymous data elements in an under-
lying IoT infrastructure (cf. [7,26]). The minimal set of redundant transport
paths between a fog node and more powerful nodes in the fog hierarchy or edge
and cloud computing nodes, respectively, is modelled by two logical channels
operating in hot stand-by mode. These entities are subject to random failures
that may strike either one or both channels simultaneously. We suppose that
each erroneous channel is immediately handled by independent repair activities
which are triggered by a virtual surveillance function. The latter is realized in
the management layer of the fog computing architecture (see Fig. 3).
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Fig. 2. A hierarchical fog computing architecture supporting IoT data processing in
the fog cells (see also [7,26]).

Fig. 3. A logical channel model of the redundant transport system with an operational
channel 2 and an erroneous channel 1.

2.2 A Generalized Marshall-Olkin Failure Model of the Multipath
Transport System

The considered multipath transport system comprises these two coupled logical
channels. We suppose that they exhibit an identical logical structure. Therefore,
we conclude that the error events are governed by a failure model of Marshall-
Olkin type (see Figs. 2, 3, also [13,21–23]).

The transfer function of each channel is hit by different kinds of errors that
are triggered by a common internal or external environment. We can assume
that a system failure occurs if the throughput along a channel drops below
a certain predefined threshold or a total outage of the transport functions is
observed. Then the latter error patterns are modelled by a Marshall-Olkin fail-
ure model with three correlated Markov-modulated Poisson processes (MMPPs)
(cf. [10]) which are driving these failures on the individual channels 1 and 2,
respectively, or strike both of them simultaneously (cf. [13,21–23]). This MMPP
class of Markovian arrival processes is an important subset the well-known



Reliability Analysis of a Multipath Transport System 105

general Markovian arrival processes (MAPs) (cf. [6]). We suppose that the
latter MMPP processes can be described by the state of a common Markov-
modulating environment {Y (t), t ≥ 0} in continuous time with a finite state
space ΣY = {1, . . . , K},K ∈ N and an irreducible K−state generator matrix
Q ∈ R

K×K . Its associated unique steady-state probability vector is denoted by
p ∈ R

K . It is determined by the solution of the linear system pT ·Q = 0, pT ·e = 1
with the vector of all ones e ∈ R

K .
In the following, we apply the order relation 0 � x for vectors x ∈ R

N . It
shows that all components xi > 0 of a vector x ∈ R

N are positive. In contrast,
the order relation 0 < x indicates that x ∈ R

N is a nonnegative, non-zero vector,
i.e. 0 ≤ xi for all i ∈ {1, . . . N} and 0 < xi holds for at least one i (cf. [4]).

Considering a given state Y (t) = j ∈ ΣY of the modulating environment, we
assume that the interarrival times of any isolated failures imposed on channel 1
and 2 appear as independent exponentially distributed events with mean values
1/λ1j and 1/λ2j , respectively, whereas a common failure is governed by the mean
values 1/λ3j .

Let 0 � λ1 = (λ11, . . . , λ1K)T ∈ R
K , 0 � λ2 = (λ21, . . . , λ2K)T ∈ R

K ,
and 0 � λ3 = (λ31, . . . , λ3K)T ∈ R

K be the positive column vectors of these
associated arrival rates and Λ1 = Diag(λ1) > 0, Λ2 = Diag(λ2) > 0, Λ3 =
Diag(λ3) > 0 denote the corresponding diagonal-positive diagonal matrices of
these arrival rate vectors of the failures in the random environment Y . Let Λ =
Λ1 + Λ2 + Λ3 be the arrival rate matrix of the superimposed MMPP arrival
process of all correlated errors. Then the mean arrival rates of these three basic
point processes are given by ̂λi = pt · Λi · e = pt · λi, i ∈ {1, 2, 3}, and ̂λ =
pt · Λ · e = ̂λ1 + ̂λ2 + ̂λ3 holds (cf. [10]). We set Λ1 = Λ1 + Λ3 and Λ2 = Λ2 + Λ3

as arrival rate matrices of two corresponding MMPP processes that arise from
a superposition of the streams 1 and 3 as well as 2 and 3, respectively.

Furthermore, we suppose that the initiated repair processes after an isolated
error of channel 1 or 2, respectively, or the single maintenance process of both
channels after a simultaneous outage are described by independent, phase-type
distributed repair times R1, R2, R3, respectively. Their stochastic characteristics
are governed by general phase-type distributions

F1(x) = P{R1 ≤ x} = 1 − βT · exp(T · x) · e, (1)
F2(x) = P{R2 ≤ x} = 1 − αT · exp(S · x) · e, (2)
F3(x) = P{R3 ≤ x} = 1 − γT · exp(U · x) · e (3)

with the corresponding probability densities on the support set [0,∞) ⊂ R

f1(x) = dP{R1 ≤ x}/dt = βT · exp(T · x) · T 0, (4)
f2(x) = dP{R2 ≤ x}/dt = αT · exp(S · x) · S0, (5)
f3(x) = dP{R3 ≤ x}/dt = γT · exp(U · x) · U0. (6)
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Here e denotes the vector of all ones of corresponding dimension. It means that
three finite state phase-type representation matrices

(T, β), T ∈ R
n1×n1 , 0 < β ∈ R

n1 , T 0 = −T · e > 0, (7)
(S, α), S ∈ R

n2×n2 , 0 < α ∈ R
n2 , S0 = −S · e > 0, (8)

(U, γ), U ∈ R
n3×n3 , 0 < γ ∈ R

n3 , U0 = −U · e > 0 (9)

with n1, n2, and n3 states are used. Then the associated mean repair times are
given by

E(R1) = 1/μ1 = −βT · T−1 · e, E(R2) = 1/μ2 = −αT · S−1 · e, (10)
E(R3) = 1/μ3 = −γT · U−1 · e (11)

and their variances are determined by

Var(R1) = 2βT · T−2 · e − (βT · T−1 · e)2, (12)
Var(R2) = 2αT · S−2 · e − (αT · S−1 · e)2, (13)
Var(R3) = 2γT · U−2 · e − (γT · U−1 · e)2. (14)

Then the overall state of the multipath transport system can be described for
t ≥ 0 by a vector process

Z(t) = (X(t),M(t), Y (t)) = ((X1(t),X2(t)), (M1(t),M2(t),M3(t)), Y (t)) (15)

on the finite state space Σ ⊂ {0, 1}2 × {0, 1, . . . , n1} × {0, 1, . . . , n2} ×
{0, 1, . . . , n3} × {1, . . . ,K}. The binary tuple X(t) = (X1(t),X2(t)) = (i1, i2) ∈
ΣX = {0, 1}2 indicates by X1(t) = i1 = 1 or X2(t) = i2 = 1 that at time t
a failure has occurred in channel 1 or 2, respectively, and the related channel
is repaired by a virtual maintenance function of the transport system. A state
i1 = 0 or i2 = 0 indicates a proper operation of the respective transport chan-
nel. X(t) = (0, 0) corresponds to the initial operational state and the failure
state is determined by X(t) = (1, 1) where no further operation is possible until
the maintenance process has been successfully executed on both channels. The
common maintenance component

M(t) = (M1(t),M2(t),M3(t)) = m = (m1,m2,m3) ∈ ΣM , (16)

ΣM ⊆ {0, 1, . . . , n1} × {0, 1, . . . , n2} × {0, 1, . . . , n3}, records the phases m =
(m1,m2,m3) ≥ 0 of the running repair processes for a state i1 = 1 or i2 = 1.
Here a state mk = 0, k ∈ {1, 2, 3} indicates an idle repair function for a given
related level component il = 0, l ∈ {1, 2}.

We arrange the state variable Z(t) and its overall state space Σ in such a way
that the level process X(t) = (X1(t),X2(t)) ∈ ΣX is the leading indicator vari-
able of the continuous-time Markov chain with the subspace ΣX = {0, 1, 2, 3}.
Its four states are arranged according to a lexicographical ordering, i.e., it is
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Fig. 4. Model of the states and transitions with their associated rate vectors and
matrices of the related failure arrival epochs and maintenance completion events.

given by a binary encoding 0 ≡ (0, 0), 1 ≡ (0, 1), 2 ≡ (1, 0), 3 ≡ (1, 1). The phase
variable (M(t), Y (t)) ∈ Σ(M,Y ) with the phase state space

Σ(M,Y ) = {(0, 0, 0)} × {1, . . . , K} (17)
∪ {0} × {1, . . . , n2} × {0} × {1, . . . , K}
∪ {1, . . . , n1} × {0} × {0} × {1, . . . , K}
∪ {0} × {0} × {1, . . . , n3} × {1, . . . , K}

indicates the residual set of the microstates.
The initial state Z(t) = z = (x,m, y) with x = (0, 0) ∈ ΣX consists

of the j0 = n0 · K = K,n0 = 1, microstates (x,m, y) ∈ {((0, 0), (0, 0, 0))} ×
{1, . . . , K}, whereas the final error state with x = (1, 1) ∈ ΣX comprises the
j3 = n3 · K microstates {(1, 1)} × {(0, 0)} × {1, . . . , n3} × {1, . . . , K}. The two
failure states with x ∈ {(0, 1), (1, 0)} ⊂ ΣX with one channel under repair consist
of j1 = n2 · K and j2 = n1 · K microstates {(0, 1)} × {0} × {1, . . . , n2} × {0} ×
{1, . . . , K} and {(1, 0)} × {1, . . . , n1} × {0} × {0} × {1, . . . , K}, respectively. A
model of the state space with the associated transition vectors and matrices of
the corresponding failure arrival epochs and maintenance completion events is
illustrated in Fig. 4.

2.3 Analysis of a Simplified Marshall-Olkin Failure Model
of the Redundant Transport System

We now consider the simplified Marshall-Olkin failure model with three inde-
pendent Poisson input streams as failure triggers whose arrival rates are given
by ̂λi = pt ·Λi ·e = pt ·λi, i ∈ {1, 2, 3}. Furthermore, we may select the previously
specified three independent phase-type distributed repair processes R1, R2, R3

with the finite means 1/μi = E(Ri), i ∈ {1, 2, 3}. Applying the steady-state
results of Rykov et al. [23, Theorem 2], one can determine the steady-state
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probabilities Π(S) = (Π(S)
0 ,Π

(S)
1 ,Π

(S)
2 ,Π

(S)
3 )T ∈ R

4 of this simplified Marshall-
Olkin failure model on the corresponding levels i ∈ ΣX = {0, 1, 2, 3} in the
following form:

Π
(S)
1 = Π

(S)
0 ·

̂λ1

̂λ2 + ̂λ3

·
[

1 − βT ·
(

(̂λ2 + ̂λ3)I − T
)−1

· T 0

]

(18)

Π
(S)
2 = Π

(S)
0 ·

̂λ2

̂λ1 + ̂λ3

·
[

1 − αT ·
(

(̂λ1 + ̂λ3)I − S
)−1

· S0

]

(19)

Π
(S)
3 =

Π
(S)
0

μ3
·
(

̂λ1 ·
[

1 − βT ·
(

(̂λ2 + ̂λ3)I − T
)−1

· T 0

]

(20)

+̂λ2 ·
[

1 − αT ·
(

(̂λ1 + ̂λ3)I − S
)−1

· S0

]

+ ̂λ3

)

Π
(S)
0 =

(

1 +
̂λ1

̂λ2 + ̂λ3

·
[

1 − βT ·
(

(̂λ2 + ̂λ3)I − T
)−1

· T 0

]

·
[

1 +
̂λ2 + ̂λ3

μ3

]

(21)

+
̂λ2

̂λ1 + ̂λ3

·
[

1 − αT ·
(

(̂λ1 + ̂λ3)I − S
)−1

· S0

]

·
[

1 +
̂λ1 + ̂λ3

μ3

]

+
̂λ3

μ3

)−1

This vector Π(S) ∈ R
4 can be used to approximate the initial steady-state solu-

tion α(x(0)) of the first aggregation system (47) that is triggering the disaggre-
gation step (48) and the following iteration step (49) of the IAD approach in
Subsect. 3.3.

3 Analyzing the Markov Model of the Transport System

In the following we investigate the finite continuous-time Markov chain (CTMC)
{Z(t), t ≥ 0} that is used to analyze the reliability behavior of the described
multipath transport system subject to the sketched generalized Marshall-Olkin
failure model of its basic redundant, erroneous transport channels.

3.1 Generator Matrix of the Finite Markov Chain

In the following we consider the three different state sets {IOS, FS, IES} ⊂
P(ΣX) comprising the initial operational state (IOS) X(t) = x = (0, 0) ∈ ΣX ,
the complete failure state (FS) X(t) = x = (1, 1) ∈ ΣX , and the cluster of
isolated error states (IES) X(t) = x ∈ {(0, 1), (1, 0)} ⊂ ΣX . Then the resulting
generator matrix A of this finite CTMC Z(t) has a block structure on the corre-
sponding microstates (x,m, y) ∈ Σ which is related to a redundant system with
the Marshall-Olkin failure behavior (cf. [13,21–23]):

A =

⎛

⎜

⎜

⎝

A00 A01 A02 A03

A10 A11 0 A13

A20 0 A22 A23

A30 0 0 A33

⎞

⎟

⎟

⎠

∈ R
N×N , (22)
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The transition behavior of the failure interarrivals in the random environment Y
is driven by the irreducible generator matrix Q. The three PH-type driven repair
processes are governed by (T, β), (S, α), (U, γ) that run independently of each
other. Subsequently, we define the corresponding blocks Aij of the generator
matrix A in terms of the Kronecker product and Kronecker sum, i.e. F ⊗ E =
(Fij ·E)ij , and F ⊕E = F ⊗Il +Im ⊗E for block matrices F ∈ R

m×m, E ∈ R
l×l

and identity matrices Il, Im as well as vectors of all ones el, em of appropriate
dimensions l > 0,m > 0:

A00 = 1 ⊗ (Q − Λ) = Q − Λ (23)
A01 = 1 ⊗ αT ⊗ 1 ⊗ Λ2 = αT ⊗ Λ2 (24)
A02 = βT ⊗ 1 ⊗ 1 ⊗ Λ1 = βT ⊗ Λ1 (25)
A03 = 1 ⊗ 1 ⊗ γT ⊗ Λ3 = γT ⊗ Λ3 (26)
A10 = 1 ⊗ S0 ⊗ 1 ⊗ IK = S0 ⊗ IK (27)
A11 = 1 ⊗ S ⊗ 1 ⊗ IK + 1 ⊗ In2 ⊗ 1 ⊗ (Q − Λ1 − Λ3)

= S ⊕ (Q − Λ1 − Λ3) (28)
A13 = 1 ⊗ en2 ⊗ γT ⊗ (Λ1 + Λ3) = en2 ⊗ γT ⊗ (Λ1 + Λ3) (29)
A20 = T 0 ⊗ 1 ⊗ 1 ⊗ IK = T 0 ⊗ IK (30)
A22 = T ⊗ 1 ⊗ 1 ⊗ IK + In1 ⊗ 1 ⊗ 1 ⊗ (Q − Λ2 − Λ3)

= T ⊕ (Q − Λ2 − Λ3) (31)
A23 = en1 ⊗ 1 ⊗ γT ⊗ (Λ2 + Λ3) = en1 ⊗ γT ⊗ (Λ2 + Λ3) (32)
A30 = 1 ⊗ 1 ⊗ U0 ⊗ IK = U0 ⊗ IK (33)
A33 = 1 ⊗ 1 ⊗ U ⊗ IK + 1 ⊗ 1 ⊗ In3 ⊗ Q = U ⊕ Q (34)
A31 = A32 = A12 = A21 = 0 (35)

Then the part of the generator matrix A on the operational states OS =
{0, 1, 2} ≡ {(0, 0), (0, 1), (1, 0)} ⊂ ΣX excluding the failure state FS = {3} ≡
{(1, 1)} ⊂ ΣX is defined by the block matrix

AO =

⎛

⎝

A00 A01 A02

A10 A11 0
A20 0 A22

⎞

⎠ ∈ R
M×M (36)

with M = K · (n0 + n1 + n2) = K · (1 + n1 + n2) states.

3.2 Calculation of the Steady-State Vector

In the following we suppose that an irreducible generator matrix Q of the Marko-
vian environment and three irreducible phase-type generators T + T 0βT , S +
S0αT , U+U0γT are given. Then we denote by ΠT = (ΠT

0 ,ΠT
1 ,ΠT

2 ,ΠT
3 )  0 the

resulting partitioned, unique steady-state row vector of the irreducible Markov
chain Z(t).

We can calculate Π by efficient numerical solution methods for finite ergodic
Markov chains such as direct or iterative solution techniques of the balance
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equations ΠT · A = 0, ΠT · e = 1, for instance, by applying aggregation-
disaggregation methods such as an additive or multiplicative Schwarz decom-
position method or any other iteration scheme derived from an M-splitting (cf.
[4,15–18,25]).

Let ˜A = −AT denote the irreducible M-matrix associated with the generator
matrix A and A = L+U −Δ be the Jacobi block-matrix decomposition into the
diagonal block matrix Δ = −Diag(A00, A11, A22, A33), and lower- and upper-
diagonal block matrices

L =

⎛

⎜

⎜

⎝

0 0 0 0
A10 0 0 0
A20 0 0 0
A30 0 0 0

⎞

⎟

⎟

⎠

, U =

⎛

⎜

⎜

⎝

0 A01 A02 A03

0 0 0 A13

0 0 0 A23

0 0 0 0

⎞

⎟

⎟

⎠

, (37)

respectively. Then we define the associated M-splitting ˜A = −AT = M −N with
the corresponding transposed matrices of the block-matrix decomposition

M = ΔT = −

⎛

⎜

⎜

⎝

A00
T 0 0 0

0 A11
T 0 0

0 0 A22
T 0

0 0 0 A33
T

⎞

⎟

⎟

⎠

(38)

N = LT + UT =

⎛

⎜

⎜

⎝

0 A10
T A20

T A30
T

A01
T 0 0 0

A02
T 0 0 0

A03
T A13

T A23
T 0

⎞

⎟

⎟

⎠

. (39)

We get the iteration matrix J = M−1 ·N = [ΔT ]−1 ·[LT +UT ] and the associated
nonnegative matrix

˜T = IN − ˜A · M−1 = N · M−1 (40)

=

⎛

⎜

⎜

⎝

0 A10
T · [−A11]−T A20

T · [−A22]−T A30
T · [−A33]−T

A01
T · [−A00]−T 0 0 0

A02
T · [−A00]−T 0 0 0

A03
T · [−A00]−T A13

T · [−A11]−T A23
T · [−A22]−T 0

⎞

⎟

⎟

⎠

˜T =

⎛

⎜

⎜

⎝

0 (S0)
T ⊗ IK (T 0)

T ⊗ IK (U0)
T ⊗ IK

α ⊗ Λ2 0 0 0
β ⊗ Λ1 0 0 0
γ ⊗ Λ3 [en2 ]

T ⊗ γ ⊗ (Λ1 + Λ3) [en1 ]
T ⊗ γ ⊗ (Λ2 + Λ3) 0

⎞

⎟

⎟

⎠

(41)

·

⎛

⎜

⎜

⎝

[QT − Λ]−1 0 0 0
0 [ST ⊕ (QT − Λ1 − Λ3)]−1 0 0
0 0 [TT ⊕ (QT − Λ2 − Λ3)]−1 0
0 0 0 [UT ⊕ QT ]−1

⎞

⎟

⎟

⎠

with the property M−1 · ˜T · M = J . This stochastic matrix ˜T extends the
structure of the Marshall-Olkin reliability model to a block matrix. Its reduction
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to single elements by means of the aggregation-disaggregation approach will yield
a stochastic matrix B ≡ B(x) = R · T · P (x) ∈ R

4×4 subject to an aggregation
matrix R and a prolongation matrix P (x) for any probability vector 0 < x ∈ R

N ,
eT · x = 1 (see (43)). The latter reflects the connectivity graph of the original
Marshall-Olkin reliability model.

Then the column-stochastic block structured matrix

T = IN − ω ˜A · M−1 = (1 − ω)IN + ω ˜T (42)

is a semiconvergent, nonnegative matrix for any scaling ω ∈ (0, 1) (cf. [4,15,25]).
Thus, the algebraically similar iteration matrix Jω = IN − ωM−1 · ˜A = (1 −
ω)IN + ω ˜J which has the same spectrum as T is also semiconvergent for any
ω ∈ (0, 1).

Based on the block-matrix decomposition of A in (22) we determine a
partition Γ = {J0, J1, J2, J3} into m = 4 subsets of the state space Σ =
{1, . . . , N}, N = n0 · K + n2 · K + n1 · K + n3 · K,n0 = 1, with the four disjoint
subsets J0 = {1, . . . , K}, J1 = {K + 1, . . . , (1 + n2) · K}, J2 = {(1 + n2) · K +
1, . . . , (1+n1 +n2) ·K}, J3 = {(1+n1 +n2) ·K +1, . . . , (1+n1 +n2 +n3) ·K}.

3.3 Application of a Semiconvergent IAD-Algorithm for M-Matrices

In the following we apply an iterative aggregation-disaggregation (IAD) algo-
rithm that is semiconvergent to the unique steady-state vector ΠT = (ΠT

i )i  0
with its positive components ΠT

i on the partition set Ji for each state i ∈
{0, 1, 2, 3} (cf. [17,18]). The IAD-algorithm includes three basic matrices. First,
we generate an aggregation matrix R and a prolongation matrix P (x),

R =

⎛

⎜

⎜

⎝

eT
J0

0 0 0
0 eT

J1
0 0

0 0 eT
J2

0
0 0 0 eT

J3

⎞

⎟

⎟

⎠

∈ R
4×N , P (x) =

⎛

⎜

⎜

⎝

y0 0 0 0
0 y1 0 0
0 0 y2 0
0 0 0 y3

⎞

⎟

⎟

⎠

∈ R
N×4, (43)

for 0 < x =

⎛

⎜

⎜

⎝

x0

x1

x2

x3

⎞

⎟

⎟

⎠

∈ R
N , eT · x = 1, in terms of

[α(x)]j = eT
Jj

· xj [y(x)]j = xj/[α(x)]j (44)

provided that xj > 0 holds for its component on set Jj , j ∈ {0, 1, 2, 3}, and
we use the uniform distribution in case of xj = 0 for a given j. Here eJ0 ∈
R

n0K , eJ1 ∈ R
n2K , eJ2 ∈ R

n1K , eJ3 ∈ R
n3K , e4 ∈ R

4, e ∈ R
N denote the vectors

of all ones.
Applying the iteration matrix T = T (ω) in (42) and such a nonnegative

vector x ∈ R
N we get the corresponding aggregated matrix B(x) ∈ R

4×4 in
terms of

B(x) = R · T · P (x). (45)
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We further use r(x) = ||(IN − T ) · x||1 with the identity matrix IN for the
L1-norm ||x||1 =

∑N
1 |xi| in R

N .
Then the IAD-algorithm reads as follows:

1. We choose four real numbers ω, ε, c1, c2 ∈ (0, 1) and set k = 0.
First, we select the steady-state vector of the simplified Marshall-Olkin model
as initial vector α(x(0)) = Π(S) ∈ R

4, cf. (18)–(21). Then we construct the
initial probability vector x(0) = (x(0)

i )i  0, eT · x(0) = 1, by expanding
α(x(0)) uniformly on each subset Ji, i ∈ {0, 1, 2, 3} in terms of

x
(0)
i =

α(x(0))i

ni
· eJi

(46)

Then we go to step 3.
2. We solve

B(x(k)) · α(x(k)) = α(x(k)) (47)

subject to eT
4 · α(x(k)) = 1, α(x(k)) > 0.

3. We compute

x̃ = P (x(k)) · α(x(k)). (48)

4. We compute

x(k+1) = T · x̃. (49)

5. If
r(x̃) ≤ c1 · r(x(k))

then go to step 6
else compute

x(k+1) = Th · x̃ (50)

for h > 1 such that r(x(k+1)) ≤ c2 · r(x(k))
endif

6. If

||x(k+1) − x(k)||1/||x(k)||1 < ε (51)

then go to step 7
else

k = k + 1,

and go to step 2
endif

7. At the end we perform a normalization after a successful convergence test:

Π =
M−1 · x(k+1)

eT · M−1 · x(k+1)
(52)
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The existing convergence theory related to numerical solution methods for finite
Markov chains has revealed that the semiconvergence of this specific IAD-
algorithm to the probability vector Π can be proven (cf. [17,18,25]). The specific
selection of its initial vector x(0) in (46) by the simplified Marshall-Olkin model
shall guarantee this required local convergence behavior of our approach.

4 Computing the Reliability Function and Hazard Rate
of the Redundant Transport System

The reliability of the error-prone multipath transport system is characterized by
the dwell time DT ≥ 0 in the set of the operational states ̂O = {z = (x, h, y) ∈
Σ | x ∈ OS ⊂ ΣX} of the overall state space Σ subject to the start in one of
those states z ∈ ̂O in the steady-state regime with the steady-state row vector
ΠT

O = (ΠT
0 ,ΠT

1 ,ΠT
2 )  0 and its positive components ΠT

i  0 associated with
each non-failure state i ∈ OS = {0, 1, 2} ⊂ ΣX .

Then we can calculate the reliability function FR(t) = P{DT > t} as time-
dependent probability of the Markov chain Z(t) to reside in a state z ∈ ̂O up to
time t > 0 given that a capturing in the absorbing states ̂F = {z = (x, h, y) ∈
Σ | x ∈ FS ⊂ ΣX} does not occur before that epoch (cf. (36), see also [13,19]):

FR(t) = P{Z(0) ∈ ̂O} · P{DT > t | Z(0) ∈ ̂O}
= P{Z(0) ∈ ̂O} · P{Z(t) /∈ ̂F | Z(0) ∈ ̂O} = ΠT

O · exp(AOt) · e (53)

The computation of the matrix exponential exp(AOt) can be effectively per-
formed by means of a uniformization approach (cf. [25]).

Let D = Diag(Dii) > 0 denote the diagonal matrix determined by the pos-
itive diagonal elements Dii = −(AO)ii > 0, i ∈ {1, . . . , M}, of the M-matrix
−AO in (36). We define a constant γ = max1≤i≤M (Dii) > 0 and use the sub-
stochastic submatrix of the generator matrix PO = (Pij), 1 ≤ i ≤ M, 1 ≤ j ≤ M,
that is determined by the transition probabilities PO = IM +AO/γ at the embed-
ded time epochs of transition events in the Markov chain Z(t). Then it holds
AO = γ · (PO − IM ) with the identity matrix IM ∈ R

M×M . It induces a simple
representation as matrix exponential

RO(t) = exp(AO · t) = exp(γt · (PO − IM ))

=

[ ∞
∑

n=0

(γt)n

n!
exp(−γt) · ((PO)n)ij

]

1≤i,j≤M

. (54)

The latter form allows a fast computation of the reliability function FR(t) in
(53) in terms of the matrix-vector product

FR(t) = ΠT
O · RO(t) · e =

∞
∑

n=0

(γt)n

n!
exp(−γt) · ΠO

T · (PO)n · e (55)
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by means of a Poisson distribution with parameter γt and the consecutive powers
of the sub-stochastic matrix PO (cf. [19,25]).

If we assume to start in steady state with the probability distribution ΠO,
then the hazard rate h(t) : [0,∞) → R of the reliability model can be simply
calculated by the Markov chain with the absorbing failure states z ∈ ̂F of FS =
{(1, 1)} as a simple phase-type model:

h(t) =
d[1 − FR(t)]

dt
· [FR(t)]−1 =

ΠT
O · exp(AOt) · (−AO) · e

ΠT
O · exp(AOt) · e

t ≥ 0. (56)

Due to A · e = 0 and γT · e = 1 we get

Δ = −AO · e =

⎛

⎝

A03

A13

A23

⎞

⎠ · e =

⎛

⎝

γT ⊗ Λ3

en2 ⊗ γT ⊗ (Λ1 + Λ3)
en1 ⊗ γT ⊗ (Λ2 + Λ3)

⎞

⎠ · e

=

⎛

⎝

γT ⊗ λ3

en2 ⊗ γT ⊗ (λ1 + λ3)
en1 ⊗ γT ⊗ (λ2 + λ3)

⎞

⎠ · e =

⎛

⎝

λ3

en2 ⊗ (λ1 + λ3)
en1 ⊗ (λ2 + λ3)

⎞

⎠ (57)

with vectors of all ones e of appropriate dimensions. Inserting the uniformization
representation (55), we conclude that

h = lim
t→∞ h(t) =

ΠT
O · PO · (−AO) · e

ΠT
O · PO · e

=
ΠT

O · PO · Δ

ΠT
O · [e − Δ/γ]

=
ΠT

O · PO · Δ

1 − ΠT
O · Δ/γ

(58)

holds for the asymptotic regime t → ∞ and we approach a corresponding expo-
nential distribution with mean 1/h in this asymptotic regime. This outcome
expands the results of Kozyrev, Rykov et al. [13,22] to the developed general-
ized Marshall-Olkin failure model.

5 Conclusions

We have considered the application of a fog computing paradigm with function
virtualization to an IoT scenario that is supported by an SDN/NFV protocol
stack and a multipath communication between its clients and servers (cf. [8,14,
20,24]).

It has been our major goal to model this error-prone multipath transport
system with a single repairman and independent phase-type distributed repair
times by a generalized Marshall-Olkin failure model. For this purpose the failure
processes of the incorporated two logical transport channels between a client-
server pair have been described by three Markov-modulated Poisson failure pro-
cesses that are driven by the transitions of a common random environment. The
restoration processes were modelled by general phase-type distributed repair
times.
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First we have identified the generator matrix of the derived finite, continuous-
time Markov chain of the reliability model in terms of associated Kronecker
products of the parameter matrices which are related to the Markov-modulated
interarrival times of failures and the phase-type distributed repair times. Then
we have revealed that the steady-state distribution of this restoration model
of Marshall-Olkin type can be effectively computed by means of an iterative
aggregation-disaggregation method that has been derived from a Jacobi splitting
of an associated block structured M-matrix. The latter scheme has used a closed-
form representation of the steady-state vector of a simpler Marshall-Olkin failure
model derived by Rykov, Kozyrev et al. [23]. Finally, we have used this outcome
to compute the reliability function and the hazard rate of the multipath transport
system by means of an appropriately defined finite, absorbing Markov chain and
we have revealed its form in the asymptotic regime of time.

Our future work will focus on the sensitivity analysis of the reliability function
and hazard rate with regard to the properties of the Markov-modulated arrival
processes. Moreover, we shall consider the application of the Marshall-Olkin
failure model to other services in SDN/NFV networks with an integrated 5G
RAN that can support fog and mobile edge computing (cf. [1,7,14]).
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for Basic Research (grant 19-01-00090).
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Abstract. The paper proposes an algorithm of bandwidth distribution,
ensuring fairness to end-users in computer networks. The proposed algo-
rithm divides users into satisfied and unsatisfied users. It provides fair-
ness in terms of quality of experience (QoE) for satisfied users and quality
of service (QoS) for unsatisfied users. In this paper, we present detailed
comparisons relevant to service providers to show the advantages of the
proposed algorithm over the popular max-min algorithm. Our algorithm
is designed to provide service providers with a mechanism to minimize
the number of end-user terminations of service, which is one of the most
desired factors for service providers.

Keywords: Fairness · QoE · QoS · Churn

1 Introduction

In recent years, network traffic associated with Internet multimedia services such
as video streaming, online games and online stock exchanges has become the
largest part of Internet traffic, and this phenomenon is expected to continue to
grow [1]. This is a challenge to provide quality services to a large number of
users who use them. It is a demanding and non-trivial challenge. Currently, one
of the most commonly used methods of providing video services is the Dynamic
Adaptive Streaming over HTTP (DASH) standard. It is based on dividing con-
tent into sequences of small HTTP-based files. Each of these files contains a
short fragment of the transmission of playback content, no more than a few sec-
onds. These files which are called segments are transmitted at different bit rates
and later are combined into single consistent content. This is to minimize the
number of interruptions in playback that can occur due to changing network
conditions [2]. DASH standard is designed to ensure high level of usability and
stable quality of service (QoS) and to increase the sense for quality of experience
(QoE) which is extremely important in the context of maintaining the users with
a given provider and minimizing the number of customers resignations from a
given provider.

For teleinformation and telecommunication service providers, minimization
of service resignation by users, i.e., the phenomenon of churn, is an extremely
c© Springer Nature Switzerland AG 2020
P. Gaj et al. (Eds.): CN 2020, CCIS 1231, pp. 117–137, 2020.
https://doi.org/10.1007/978-3-030-50719-0_10
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important challenge, because it is associated with the loss of profits and the need
to incur additional costs of acquiring a new customer, which are significantly
higher than the costs of maintaining the customer.

One of the factors influencing churn is the level of fairness in a given system.
This is particularly visible in the case of online games, where the user can feel fair
or unfair relating to other players. Another example is the access to multimedia
content in the same subnet, e.g., in home subnet, where the user is aware of QoE
of another users. Lack of fairness towards other users leads to frustration among
users and abandonment of the service.

Concerning the characteristics of multimedia services, the quality of experi-
ence and the awareness of the need for a sense of fairness among users, in this
paper we propose a mechanism ensuring a fair distribution of technical param-
eters in relation to QoE for users who will remain with the service provider and
in relation to QoS for users who may give up the service. At the same time,
minimum number of leaving users from a given provider is ensured.

1.1 Background

There are many definitions of fairness. Some of them: “Fairness is the quality of
judgments free from discrimination” [3]. “Fair and equitable treatment or con-
duct without favoritism or discrimination” [4]. “Quality of treatment of people
in equal measure or in a proper or reasonable manner” [5]. Each of these defi-
nitions refers to fixed values, namely non-discrimination, favouritism and equal
distribution. Important potential issues to consider are related to the methods
or mechanisms for ensuring equity and the choice of parameters to be shared.
Fairness can be seen from many different perspectives. Among the others, fair-
ness can be considered from a supplier’s or user’s perspective, from a hardware
or software level, or in terms of QoS or QoE (Fig. 1).

Fig. 1. Levels of fairness [6]

In [6], fairness was divided into three different levels of consideration: the
network and transport level, the application level and the human level. The
lowest level of fairness, i.e., the network layer, affects the fairness of the whole
system and therefore it is so important to ensure fair distribution at this level.
The network layer is responsible for major number of important issues such
as the transmission priorities, the level of network congestion or the transmis-
sion route. At the transport level, the reliability of transmission is ensured. In
addition, at this level, correlations are checked and error tracking, multiplexing
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and flow correction are performed. At the network level, communication proto-
cols such as Transmission Control Protocol (TCP) or User Datagram Protocol
(UDP) operate. TCP is a connection protocol that ensures reliable data deliv-
ery. It is used for video streaming using the DASH standard. In this case, it is
more important for the user to have no interruptions than the short duration of
transmission delivery. UDP, on the other hand, is a connectionless protocol. In
this case, there is no acknowledgement of packet receipt, and the packets order
is not followed. This protocol is most often used for live streaming, due to the
high need to ensure no delays in the delivery of the transmission. Currently, both
these protocols are used simultaneously, which creates some problems with fair
bandwidth distribution. In [7], it was shown that due to the lack of traffic control
mechanisms in the UDP protocol, there is significantly more traffic generated
from the UDP protocol than TCP when both protocols are used simultaneously.
This results in greater latency and even a complete suspension of the traffic gen-
erated by TCP. An attempt to ensure fairness by implementing queuing systems
was presented in [8].

The application layer is used, among others, to identify communication part-
ners, determine resource availability, synchronize communication, transfer files,
process information, or manage files. Fairness at the horizontal level is affected
by the interface issued for the purpose of user communication with the embed-
ded network services. It was noted in [9] that providing fairness at the network
level does not provide fairness at the application level. It has been shown that an
equal bandwidth range at the network level results in different levels of end-user
experience (QoE) quality.

The third level at which fairness can be considered is the human level. At
this level, fairness between two users or between a user and a computer/robot
is considered. The need for fairness between a computer/robot and a second
computer/robot should also be taken into account together with the technology
stamp. In the Internet of Things which is currently rapidly developing, this
issue is even more important because of the amount of data which need to be
transmitted. A proposal for a fair distribution between two computers using a
connection schedule is made in [10].

As already mentioned, fairness can be considered in terms of quality of service
or quality of experience. In [11], QoS is defined as a set of technical and other
parameters of a system that control its functionality and need to be adapted
based on user satisfaction. In addition, QoS management in the context of dis-
tributed multimedia systems, sets the appropriate parameters and reserves the
necessary resources to achieve the required functionality and optimize the perfor-
mance of the entire system. Depending on the services provided by the system,
there are several customizable sets of parameters that characterize the operation
of the system, i.e. parameters related to performance, format, synchronization,
system economy, etc., which can be adjusted to meet the needs of the system.
According to [12], QoE is the degree of satisfaction or dissatisfaction of a user
related to the application or service. The level of satisfaction (or dissatisfaction)
is the consequence of meeting the user’s expectations regarding the usefulness of
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using the application or service, taking into account the user’s personality and
current state of the user.

The most popular and commonly used measure of fairness is the one pro-
posed by Jain [13]. This measure determines fairness as the ratio of the square
of the sum of the resources allocated to each user divided by the sum of the
squares of those resources. This measure is used to determine fairness in terms
of QoS. Other measures that also serve to determine QoS fairness are described
in [14], where the authors proposed a measure that achieves all the objectives
of Jaine’s measure of fairness and, at the same time, provides better results in
situations that are completely unfair. Another measure of QoS fairness is an
entropy described in [15]. The main problem with this measure is that it cannot
be applied to one of the users if no resource was assigned. Another measure of
fairness for QoS is proposed in [16]. This measure very strictly approaches the
allocation of a zero resource to any user, treating this situation as extremely
unfair.

All mentioned measures are normalized, monotonous, continuous, intuitive
– the values taken are from 0 to 1, where 0 means extremely unfair situation,
while 1 is perfectly fair, and independent from the number of users [13].

In [17] and [18], Hossfeld defined fairness in terms of the quality of experience
and proposed a fairness measure based on the experience of the end user. To use
Jain’s measure of fairness in relation to quality of service [13], Hossfeld added
three requirements for fairness in relation to quality of experience. Determining
QoE fairness using the Hossfeld formula requires that certain selected values of
service quality must be mapped to the quality of experience.

Martinez-Yelmo in [19] presented how QoE should be measured, described
the need for a clear definition of measures and the purpose of QoE determination
by presenting and comparing different characteristics affecting QoE. The video
QoE metric is presented in [9] as a function of the screen size, resolution and
viewing distance. Based on [19], and [9], it can be noticed how many different
parameters affect the quality of the service perceived by the users.

1.2 Motivation and Goal

Providers and users rate differently the performance of the application they
use or distribute. Providers most often use service quality parameters such as
bandwidth, latency, and loss rate. However, users are less interested in technical
parameters but more in subjective perception, i.e., QoE [20]. Users expect good
perceptual quality, which can be achieved on the basis of many factors, including
not only technical parameters, but also user experience [21].

In [22], the attention was drawn to the growing problem of emerging network
congestion caused by the increasing traffic in high-definition audiovisual content
and the lack of sufficient control over network traffic. This causes image quality
to decrease and even freeze the frame rate of playback. An important aspect in
managing this type of traffic is to ensure the quality of experience and to ensure
fairness in this context for various devices in the network.
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One of the most sensitive categories of multimedia concerning the lack of
fairness are online games. Users do not want to spend time playing a game if
noticing unequal opportunities between players. There are many papers showing
the impact of service quality parameters (such as network latency, jitter, loss of
packets [23–25]) on computer games. However, there is a lack of mechanisms to
ensure fairness in games as a whole, not just single technical parameters.

Taking into account today’s needs, i.e., increased focus on the experiences and
feelings of users, in this paper we propose an algorithm ensuring fair bandwidth
distribution in the context of QoE for satisfied users. At the same time, to ensure
the connection to the internet for all users, unsatisfied users are allocated non-
zero bandwidth while maintaining its fair distribution in relation to QoS for
unsatisfied users. In this paper, we show that for the proposed algorithm there
are definitely more satisfied customers, and thus less resignation from the service
provider are observed in comparison to the commonly used max-min algorithm.

The structure of this paper is as follows. Section 2 discusses the existing solu-
tions and their weaknesses in relation to today’s expectations. Section 3 discusses
the use of measures to determine fairness. Section 4 presents the proposed algo-
rithm. In Sect. 5 there is an example of the application of the proposed and
the max-min algorithms. Section 6 presents the evaluation results obtained after
applying the proposed algorithm and the max-min algorithm. Section 7 contains
a short summary and Sect. 8 contains suggestions for further work to be done.

2 Related Work

The most popular algorithm to ensure fairness is the max-min algorithm used to
maximize the minimal assignment of resources to users, referred to as max-min
fairness [26]. This algorithm starts with zero resource allocation for all nodes and
then increases resource allocation for all nodes until the link is saturated or the
full resource is used. The final effect of the max-min algorithm is a full division
of the resource in such a way that users with less resource than others have full
capacity for this resource [27]. Another popular algorithm is an algorithm that
provides proportional fairness [28].

As can be noticed, the highest value of fairness based on the measure in [13],
will occur when all users get the same equal resource allocation or some users
don’t get any allocation and the rest of the users get an equal allocation. Not
receiving any allocation is clearly and intuitively unfair. Equal resource alloca-
tion does not results in an equal range of user experience, because each user has
different hardware, which leads to different levels of expected user experience [9].
In [29], equal flows were rejected as a solution that is unfair. Since the user’s deci-
sion to quit is based on feelings and measures of subjective rather than objective
technical parameters, an equal distribution of service quality parameters will not
be beneficial to service providers.

Current solutions for video transmission use Adaptive BitRate (ABR) algo-
rithms like MPEG-DASH [30,31], which dynamically selects the bit rate and
resolution of video to provide the best possible QoE in a given situation, taking
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into account the limitations of the user’s device or the maximum bandwidth
of the network. ABR algorithms work well to improve individual QoE of users,
which is good when the network is not overloaded. When amount of network
resources is lower than the needs reported by users, the use of ABR algorithms
leads to favouring some customers over the others. The reason for the unequal
distribution of QoE among customers is that they use equal bandwidth distri-
bution mechanisms without taking into account the potentially different user
devices [32].

The dynamic allocation of resources is shown in [33], based on Software
Defined Networks (SDN), to manage DASH networks and similar solutions such
as Apple HLS. This solution supports various algorithms for adapting the cus-
tomer’s bandwidth and limits the customer’s choice of bandwidth and data
quality. These limitations are used to optimize the distribution of bandwidth
between customers and are communicated to customers as recommendations.
The customer uses the recommendation as an upper bandwidth limit and sets
the buffer level during the process of selecting the target bandwidth. The process
of selecting the bandwidth for each client takes into account the available band-
width, buffer occupation, video content type constraints and device capabilities.
However, as can be seen, this is the optimal solution in terms of ensuring the
maximum number of users, but it does not provide a fair solution.

From the above considerations, a number of key problems can be drawn in
the current market solutions, namely:

– Current market solutions focus more on the equal distribution of technical
parameters than on the quality of experience. For this reason, users with
the same allocated bandwidth but completely different equipment will have
a different experience.

– Solutions based on ABR algorithms do not provide an equal level of QoE,
– SDN-based solutions do not provide a satisfactory level of QoE.

The proposed algorithm focuses on:

– Ensuring fairness with regards to the quality of the experience so that users
can fairly share the resource and have a fair chance, for example in a computer
gaming environment or accessing to a single subnet.

– Ensuring a certain minimum quality of experience, ensuring a maximum num-
ber of users who will remain with the service provider.

To the best of our knowledge, there is no mechanism in the market yet
that would ensure fairness while minimising the churn. Therefore, the proposed
algorithm can become a very attractive solution for providers.

3 Preliminaries

The proposed algorithm is based on the division of n end users into m satis-
fied and k unsatisfied. The subjective opinion of users is expressed by the mean
subjective score (MOS) [34]. A satisfied user is i-th user whose subjective opin-
ion MOSi is above the minimum subjective opinion MOSmin specified by the
provider.
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3.1 Fairness of Satisfied Users

Hossfeld in papers [17] and [18] included a comprehensive description of the
fairness index F , including the use of web downloads in simple web research.
He also used this research to compare the proposed measure with popular Jain
fairness measure [13]. Hossfeld Fairness Index was developed with the intention
of measuring fairness in the context of the quality of experience QoE. To use
Hossfeld’s measurements it is necessary to first map the quality of service QoS
to the quality of experience QoE [18]. [35] presented different ways of mapping
QoS indices to QoE.

Hossfeld fairness index proposed in [17] is defined as:

F = 1 − 2σ

H − L
(1)

where: σ2 = 1
n−1

∑n
i=1 (Yi − μ)2, μ =

∑n
i=1 Yi

n , H – the maximum value of the
parameter, L – the minimum value of the parameter, Yi – QoE parameter, i –
user index, n – number of users

In this paper the level of fairness for satisfied users F is determined by the
proposed formula according to Hossfeld. The subjective opinion expressed by
the mean subjective score MOSi is used as a parameter QoE(Y ) on which
depends the fairness index so Yi = MOSi. The highest MOSi value is 5 (H), the
lowest is 1 (L). On the basis of the research conducted by Advancing Customer
Experience (ACE), a formula reflecting the subjective opinion of the MOSi user
was determined, depending on the standardized file size fni downloaded by the
i user and the bandwidth bwi user i [36]:

MOSi =
0.755√

fni

· ln(bwi) + 1.268 (2)

where: MOSi – subjective opinion of user i, bwi – bandwidth allocated to the
user i, fni – normalised size of the file to be downloaded by the user i.

3.2 Fairness of Unsatisfied Users

This paper uses the S fairness measure proposed in [16]. This measure was
used to ensure fairness to QoS for unsatisfied users. The measure takes values
from zero to one, with zero being extremely unfair, and one being perfectly
fair. This measure is used in the proposed mechanism because it takes a very
strict approach to a situation where any end-user would get a zero bandwidth
allocation treating this situation as extremely unfair. The proposed mechanism
ensures that there will be no end-user zero bandwidth allocation, thus ensuring
an internet connection for all users.

S = kk ·
k∏

i=1

(
xi

∑k
j=1 xj

), (3)
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where: S – measure of fairness for unsatisfied users, k – number of unsatisfied
users, x – user resource. In the proposed algorithm the size of the assigned
bandwidth is taken as the resource, i.e. xi = bwi.

3.3 Assumptions

The purpose of the proposed algorithm is to ensure a minimum number of service
resignations, i.e., to minimize the phenomenon of churn, while maintaining an
internet connection for all users and ensuring QoE fairness among satisfied users
and QoS fairness among unsatisfied users. The proposed algorithm allows service
providers to regulate the value of bandwidth allocations for unsatisfied users
using a service provider ratio. It is important to allocate non-zero bandwidth to
unsatisfied users to maintain internet connection for all users.

The following terms are used in this paper:

– MOS - subjective user opinion is expressed by the mean subjective score
– MOSmin - minimum subjective opinion is specified by the provider.
– number of satisfied users m—users whose subjective opinion is higher than or

equal to MOSmin, due to which they are satisfied with the service and will
not resign from it,

– number of unsatisfied users k—users whose subjective opinion is lower than
MOSmin, thus they are unsatisfied with the service and will resign from it,

– the provider coefficient q—the coefficient in the range above zero to one, is
used to determine the value of the allocated bandwidth for unsatisfied users
bwi. The higher the value of the provider coefficient, the higher the value of
the bandwidth allocated to unsatisfied users according to the formula (7) will
be,

– MOSmean – arithmetic mean of subjective user opinions satisfied.

4 Proposed Algorithm

The proposed algorithm of the distribution of resources guarantees the maximum
number of satisfied users at a given value of the service provider’s coefficient.
The current solutions are focused on ensuring fairness in QoS aspect and ignore
the opinion and experience of the end user. The proposed algorithm focuses on
maximising the number of satisfied users. It ensures fairness in terms of QoE to
satisfied users and fairness in terms of QoS to unsatisfied users.

For satisfied users, it is important to be fair in QoE aspect, while for unsat-
isfied users who give up services, it is important that the distribution of the link
bandwidth among them is fair in relation to QoS. In addition, it must be ensured
that unsatisfied users are not allocated zero bandwidth (bwmin > 0), because
such a situation is seen as extremely unfair [16] as some users have no connection
to the internet. Service providers want the number of unsatisfied customers to
be as low as possible and the subjective average opinion as high as possible, as
this attracts new customers.
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4.1 The Main Parts of the Proposed Algorithm

The proposed algorithm can be divided into two independent Algorithms 1 and
2. Algorithm 2 can be divided into two parts 2a and 2b, according to different
maximized values:

Algorithm 1. Maximising the number of users satisfied with the service.

McountSatisfied =
m

n
(4)

Algorithm 2a. Maximize the fairness index with the maximum mean subjective
opinion for satisfied users. (Maximising QoE fairness).

MfairnessSatisfied =
Fm · MOSmean

H
(5)

Algorithm 2b. Maximizing the fairness measure for unsatisfied users. (Max-
imising QoS fairness).

MfairnessUnsatisfied = Sk (6)

where: m – number of satisfied users, n – number of all users, Fm – Hossfeld
Fairness Index for satisfied users, MOSmean – mean opinion from satisfied users,
H – maximum possible subjective opinion, Sk – Nowicki Fairness Index for
unsatisfied users

4.2 Scheme of the Algorithm

Fig. 2. Algorithm of resource allocation.
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Users Send Requests: End users send to the computing unit the required band-
width and file size they want to download (Fig. 2).

Calculation of Initial Users’ Subjective Opinions: The computing unit calculates
the preliminary subjective opinion of the users on the basis of the submitted
applications (according to the relation (2)).

Division of Users Into Satisfied and Unsatisfied: Based on opinions set out in
the previous stage, users are divided into those who are satisfied and those who
are unsatisfied. Unsatisfied user is user whose subjective opinion is lower than
MOSmin. MOSmin is determined by the provider.

Allocation of Minimum Resource to Unsatisfied Users: Unsatisfied users shall be
allocated a minimum bandwidth, in accordance with work [37], as defined by
the formula:

bwTempl = q · bwTempminUnsatisfied (7)

where: l – unsatisfied user (l = 1, 2, 3..., k), q – service provider’s coefficient q ∈
(0, 1>, bwTempminUnsatisfied = min(bwmin; BW

n ), bwmin – minimum request
among unsatisfied users.

Allocation of Resource to Satisfied Users. The Size of the Allocated Resource
Corresponds to the Minimum Subjective Opinion: The bandwidth will be deter-
mined for all satisfied users according to the formula in accordance with [37].
For this stage MOS = MOSmin

bwTempi = min(e
((MOS−1,268)·

√
fni)

0,775 ; bwi) (8)

Is the Resource Fully Allocated?: It is verified whether the sum of allocated
resources for satisfied and dissatisfied users is equal to the maximum available
resource.

Are the Allocated Resources Greater than the Maximum Resource Available?: It
is verified if the sum of allocated resource for satisfied and dissatisfied users is
greater than the maximum available resource.

Satisfied User Turns Into a Unsatisfied User: If the sum of allocated resource for
satisfied and dissatisfied users is greater than the maximum available resource
it is necessary to turn one user which is satisfied to unsatisfied to release allo-
cated bandwidth. In order to release as much of the resource as possible at the
lowest possible cost in the form of an increased number of unsatisfied users, it is
necessary to turn into a unsatisfied user who wants the most of the resource.

Have All Satisfied Users Reached Their Maximum Capacity?: Checking that all
satisfied users have already reached their maximum capacity.

Resources Allocation for Satisfied Users: If not all satisfied users have reached
maximum bandwidth, bandwidth is allocated to satisfied users with minimum
subjective opinion plus step. The step increases with every iteration. The band-
width will be determined for all users satisfied according to the formula 8, where
MOS = MOSmin + step, step = 0.1 · iteration.
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Resources Allocation for Unsatisfied Users: If the bandwidth is distributed as
above and the sum of the allocated bandwidth of all users is less than the max-
imum possible network bandwidth, and all satisfied users have reached their
maximum bandwidth, the remaining part of the bandwidth is distributed among
unsatisfied users. This will not change the unsatisfied user into the satisfied user
as it is impossible, but will maximize the usage of the entire network resources.

5 Max-Min vs Proposed Algorithm

In this section, we present the distribution of bandwidth between 5 users using
max-min algorithm and the proposed solution. Table 1 shows the users’ requests
– max bandwidth (bwi) that the user can access (i.e., what users want) and the
size of the downloaded file fsize.

Table 1. The requests for individual nodes

User Request

File size [Mb] Bandwidth [Mb/s]

1 1 5

2 3 10

3 8 2

4 4 12

5 1 3

Assumptions:

– minimum subjective user opinion: MOSmin = 3.0,
– the service provider’s coefficient: q = 1.0,
– maximum bandwidth of the whole network: BW = 15.

5.1 Step 1

Table 2. Bandwidth allocation in first step for the proposed and max-min algorithms

User index BW [Mb/s] – Step 1

Proposed algorithm Max-Min algorithm

1 2.79 2.00

2 3.51 2.00

3 2.00 2.00

4 3.76 2.00

5 2.00 2.00
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Fig. 3. First stage of bandwidth distribution for the proposed and max-min algorithms.

In max-min algorithm all users are assigned a bandwidth value equal to the
lowest user request – Table 2. Then it is checked whether the entire bandwidth
has been distributed. In this example, the remaining part of the bandwidth is
unallocated. So there is another iteration of bandwidth distribution.

The proposed algorithm uses the information from the submitted requests
and on their basis it is determined that user 3 and 5 will always be unsatisfied
– Fig. 3. Even if they receive the bandwidth required by them, these users will
have a subjective opinion lower than MOSmin so they will be unsatisfied and will
resign. For this reason, from the point of view of the service provider there is no
benefit to give them more bandwidth than is minimally allowed (users will resign
anyway). For this reason users 3 and 5 have been assigned bandwidth equal to
2 (i.e., the minimum allowed bandwidth assignment value determined according
to the formula (7)) – Table 2. The other users were assigned the bandwidth in
such a amount (according to formula (8)) that their subjective opinion was equal
to MOSmin, i.e., 3.0.

5.2 Step 2

According to the max-min algorithm, bandwidth allocation is increased for each
user until one or more nodes reach their maximum value or the entire amount of
available resources is distributed. In proposed algorithm, the subjective opinions
of satisfied users shall be increased and the bandwidth allocated to satisfied users
until the entire bandwidth is distributed (Fig. 4 and Table 3).

5.3 Step 3 – Final Step

The final distribution of the resource after applying the max-min algorithm is
shown in Fig. 5. Assuming the opinion MOSmin equals to 3.0 (the minimum
opinion below which the user will resign) 4 out of 5 users will resign from the
services of the provider after applying the max-min algorithm. In this case,
the churn resignation rate is 80%. After applying the proposed algorithm, the
number of satisfied users is 3 out of 5. Thus, the churn resignation rate is 40%.
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Table 3. Bandwidth allocation in second step for the proposed and max-min algo-
rithms

User index BW [Mb/s] – Step 2

Proposed algorithm Max-Min algorithm

1 2.96 3.00

2 3.78 3.00

3 2.00 2.00

4 3.44 3.00

5 2.00 3.00

Fig. 4. Second stage of bandwidth distribution for proposed and max-min algorithms.

Table 4. Bandwidth allocation in last step for the proposed and max-min algorithms

User index BW [Mb/s] – Step 3

Proposed algorithm Max-Min algorithm

1 3.01 3.33

2 3.85 3.33

3 2.00 2.00

4 4.14 3.33

5 2.00 3.00

Fig. 5. Final bandwidth distribution between users for both algorithms.
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It is definitely more beneficial from the point of view of service providers than
after using the max-min algorithm (Table 4).

As can be seen, both the proposed algorithm and the max-min algorithm
have fully allocated the available bandwidth.

6 Evaluation Results

Assumptions:

– minimum subjective user opinion: MOSmin = 3.0,
– the service provider’s coefficient: q = 1.0,
– maximum bandwidth of the whole network: BW = 1000 Mb/s
– number of users n: random value from the range (3, 750)
– bandwidth requests bwi selected from (2, 10) range
– file size requests fi selected from (1, 100) range

Calculations were performed after applying the proposed algorithm and max-
min algorithm. The first value to be compared was the ratio of the number
of satisfied users to all users. In Fig. 6, for a small number of users for both

Fig. 6. McountSatisfied value depending on the number of users for the proposed algo-
rithm and max-min algorithm.

Fig. 7. MfairnessSatisfied value depending on the number of users for the proposed
algorithm and max-min algorithm.
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Fig. 8. MfairnessUnsatisfied value is the measure of fairness according to Nowicki for
unsatisfied users after using the proposed algorithm and max-min algorithm.

algorithms the number of users is close to the number of all users. This is due to
the non-overloaded network scenario, i.e. the users got the bandwidth allocations
they requested. Only after the occurrence of network saturation – about 300
users – the different mechanisms of bandwidth allocations begin to work and
both curves in Fig. 6 start to deviate from each other (Fig.7).

The next value to be compared is the measure of fairness of unsatisfied users
The results are shown in Fig. 8. For all attempts, the values of Nowicki fairness
index for unsatisfied users are close to 1. For the max-min algorithm, the values
are close to 0.

In Fig. 9, it can be seen that for max-min algorithm the number of satisfied
users reaches 380, as it is the maximum number of satisfied users that occurs for
the calculated cases for the max-min algorithm. In case when proposed algorithm
is used, the curve is able to reach about 520 users. As can be seen, this is a
significantly higher number of satisfied users. Additionally, the fairness values for
the max-min algorithm never take higher values than for the proposed algorithm.

As can be seen from Fig. 10, the ratio of the number of unsatisfied users to all
users is much higher after using the max-min algorithm than the proposed one.
It directly affects also the number of resignations, so after applying the proposed
algorithm the number of resignations is much lower.

An important factor influencing the size of the fairness indexes of the whole
system is the value of the allocated bandwidth for unsatisfied users. In the pro-
posed algorithm, the amount of allocated bandwidth for unsatisfied users may
be decreased or increased by the service provider’s coefficient q (see formula 7)
(Figs. 11 and 12).

With the increase of the value of service provider coefficient, Hossfeld’s fair-
ness index for the entire system increases but the number of satisfied users
decreases. In the proposed algorithm, the service provider can decide whether to
increase the number of users satisfied at the expense of the fairness of the whole
system.

Figures 13, 14 and 15 show the nature for different MOSmin values. As can
be noticed charts are similar, shifted relative to the X axis. The increase of
the number of unsatisfied users is similar in all three charts, both for the pro-
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Fig. 9. The dependence of the fairness index for satisfied users on the number of users
for the proposed algorithm and max-min algorithm.

Fig. 10. The relation between the number of unsatisfied users and all users to the
number of users for the proposed algorithm and the max-min algorithm.

Fig. 11. Hossfeld Fairness Index of all users depending on the service provider coeffi-
cient q.

posed algorithm (increase of about 0.2 for 100 users) and the max-min algorithm
(increase of about 0.4 for 100 users). With a higher MOSmin value, an increase
in the ratio of unsatisfied users to all users occurs with fewer users. This is due
to the need to allocate more bandwidth to users so that users will be satisfied
with a higher MOSmin. Thus, the same amount of bandwidth with a higher
MOSmin will be distributed to fewer users than with a lower MOSmin.
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Fig. 12. Number of satisfied users depending on the service provider’s coefficient q.

Fig. 13. The relation between the number of unsatisfied users and all users to the
number of users for the proposed algorithm and the max-min algorithm for min
MOSmin = 2.5.

Fig. 14. The relation between the number of unsatisfied users and all users to the
number of users for the proposed algorithm and the max-min algorithm for min
MOSmin = 3.75.

A change in the MOSmin value does not affect the distribution of the assumed
values of the index of Hossfeld fairness. For all calculated values the distribution
looks like Fig. 9. The decision on the level of the MOSmin value is left to the
service provider as they know best what is the minimum user opinion at which
the user decides to stay with the service provider.
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Fig. 15. The relation between the number of unsatisfied users and all users to the
number of users for the proposed algorithm and the max-min algorithm for min
MOSmin = 4.5.

7 Conclusions

To meet today’s needs, we proposed the algorithm which maximizes the experi-
ence of fairness among satisfied users, their mean opinion while also maximizing
fairness among unsatisfied users in terms of equalizing the allocated bandwidth,
and maximizes the number of satisfied users at a given service provider coeffi-
cient. The algorithm was proposed in particular for services where there is high
competition and the need to minimize the number of resignations. An examples
of such services are systems which allow users to download music or movies files.

In the context of the QoE, the proposed algorithm works much better than
the commonly used max-min algorithm. In each computational example given in
this paper, the proposed algorithm showed higher values of fairness indices (in
particular the dedicated index for measuring the fairness in terms of QoE - index
proposed by Hossfeld). A beneficial effect of using the proposed algorithm is that
the number of resignations was almost four times lower than for the max-min
algorithm, which is a very desirable factor from the point of view of suppliers.

It is also showed that maximizing the number of satisfied users may reduce
the fairness of the whole system. The proposed algorithm has a mechanism that
allows service providers to independently decide whether they want to increase
the number of satisfied users at the cost of fairness of the whole system.

The difficulty in using the presented algorithm is the use of correct mapping of
measurable QoS parameters to perceptible QoE parameters. This is complicated
due to the fact that for each service this mapping is different, often not yet
defined.

8 Further Works

In this paper, we made a research to determine the representation of the subjec-
tive opinion of the user while using the services: downloading files and browsing
websites in a wireless network environment [36]. To use the presented algorithm
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for wired networks, it is necessary to do the experiments to determine the con-
stants a and b in the formula reflecting the bandwidth of the user’s subjective
opinion. The test should be a repetition of experiments from [36] and [38] in the
wired network environment.
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Abstract. Mixture models arise when at least two different distribu-
tions of data sets are presented. In this paper, we introduce the upper and
lower bounds for the steady-state performance of a multiserver model of
the network node, with Exponential-Pareto mixture distribution of ser-
vice times. We use the failure rate and stochastic comparison techniques
together with coupling of random variables to establish some monotonic-
ity properties of the model. These theoretical results are illustrated by
numerical simulation of GI/G/N queueing systems.
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1 Introduction

Finite mixtures of distributions can be effectively used to model complex stochas-
tic systems through an appropriate choice of its components. Such models are
being used extensively for statistical analysis in many real fields. For example,
mixture distributions are used in the analysis of lifetime data and in problems
related to the modelling of ageing or failure processes, in particular, for the anal-
ysis of the failure times of a sample of items of coherent laser used in telecommu-
nication network. Finite mixture densities are also useful in medical and biology
research, in artificial neural networks and robustness studies, income analysis
[3,6–8].
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Application of the mixture of distributions in the modeling of queueing sys-
tems is often motivated because arrival process and/or service times may be
actually generated by quite different distributions, in particular, distributions
with the so-called light or heavy tails. For example, a randomly selected claim
in communication network may be from video stream, from online games, or
from the audio stream. In internet of things networks some of data are “small
and bursty” like a temperature, pressure or light reading from a sensor. Other
devices might create huge amounts of data traffic, like a media content. Thus,
for data processing time (associated with service time in queueing models) a
mixture model may work quite well. For insurance portfolio, many small claims
and also a few large claims that generate a heavy-tailed distribution is a frequent
situation and so the claims distribution can be modeled as a finite mixture of
different distributions [8].

To the best of our knowledge, the explicit expressions for the stationary per-
formance measures of mixture models are hardly available [1,2]. It makes bounds
and statistical estimates the most relevant tools for analysis and evaluation of
the QoS of the system under consideration. In turn, a monotonicity is often a
basic property of the stochastic models leading to the corresponding bounds of
the target stationary performance measure. In this regard we mention a classic
multiserver infinite buffer system GI/G/N in which both the workload pro-
cess and queue size obey some well-know monotonicity properties with respect
to the input intervals and service times, see for instance [1,19]. On the other
hand, finite buffer systems also obey a useful monotonicity property provided
the so-called failure rate function r(x) of the service time distributions satisfy
an ordering [4,16,17,19]. Note that the failure rate ordering is stronger then
stochastic ordering and it is especially useful to compare the queueing systems
with different inputs, see [19]. In this regard a challenging actual problem is that
it is usually not easy to find explicitly conditions allowing to construct stochastic
ordering, especially for mixture distributions.

In this note, we develop the monotonicity property of the multiserver system
with infinite buffer using the failure rates ordering of the Exponential-Pareto
mixture service time distributions.

The main contribution of this research is that, using failure rates compari-
son, we compare the queueing processes in the system with Exponential-Pareto
mixture service time distributions with the queueing processes in the systems
either with Exponential distribution or with Pareto service time distribution.

In turn, monotonicity properties of various queueing processes is a key ele-
ment of the method of regenerative envelops recently developed by the authors
in the papers [9–11]. In this method, the monotonicity properties are used to
derive the lower and upper bounds of the performance measures of the original
system using minorant and majorant queueing systems which have classic regen-
erations. This method opens new possibilities in the regenerative estimation of
the QoS of complex systems with finite mixture distributions.

The structure of the paper is as follows. In Sect. 2, we define finite mixture
distributions and describe some useful orderings of the random variables. In
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Sect. 3, we develop the failure rate comparison of the Exponential-Pareto dis-
tribution with Exponential and Pareto distribution, respectively. This analysis
based on the ordering of the failure rate functions is further applied in Sect. 4 to
compare the queue sizes in the multiserver systems with infinite buffers. Finally,
in Sect. 5, we illustrate obtained theoretical results by numerical simulation.

2 Stochastic Comparison of Random Variables with
Finite Mixture Distributions

In this section we discuss finite mixture distributions and different types of order-
ing of random variables with such distributions.

We say that random variable (r.v.) X is said to follow a finite mixture distri-
bution with n components, if the distribution function (d.f.) of X can be written
in the form [7]

FX(x) = p1F1(x) + · · · + pnFn(x), (1)

where Fi(x) is called the i-th component d.f. of r.v. Xi; the probability pi is the

i-th mixing proportion, such that
n∑

i=1

pi = 1, i = 1, . . . , n.

For a r.v. X, denote fX the density, EX the expectation, and FX(x) =
1 − FX(x) the tail distribution.

For each x such that the tail distribution FX(x) = P(X > x) is positive, we
can define the failure rate function as

rX(x) =
fX(x)
FX(x)

. (2)

In the reliability theory or queueing theory, the quantity r(x)dx can be defined as
the condition probability that a failure occurs in the interval of time (x, x+ dx)
provided that a device is still working at instant x [8].

As the simplest example, we give a two-component d.f. of a r.v. X, and its
failure rate function and expectation, respectively,

F (x) = pF1(x) + (1 − p)F2(x); (3)

r(x) =
pf1(x) + (1 − p)f2(x)
pF̄1(x) + (1 − p)F̄2(x)

; (4)

EX = pEX1 + (1 − p)EX2, (5)

where parameter p ∈ (0, 1).
Now we consider the connection between stochastic ordering, comparison in

failure rate and coupling of random variables.
Let X and Y be two non-negative r.v.’s with d.f.’s FX , FY , and densities

fX , fY , respectively. We say that a r.v. X is less than a r.v. Y :
stochastically (in distribution), and denote it as X ≤

st
Y , if

FX(x) ≤ FY (x), x ≥ 0; (6)
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with probability 1 (w.p.1), denoted X ≤ Y w.p. 1, if

P(X ≤ Y ) = 1; (7)

in failure rate, denoted X ≤
r

Y , if

rX(x) ≥ rY (x), x ≥ 0. (8)

To construct lower/upper bounds for the steady-state performance of the queue-
ing systems, we apply well known relation between stochastic ordering and failure
rate ordering [12]:

X ≤
r

Y implies X ≤
st

Y implies EX ≤ EY. (9)

In the performance and stability analysis the stochastic ordering plays often
a key role. The main reason is that, by coupling technique, stochastic ordering
is nicely related to ordering in probability. We recall this statement (for more
detail see [18]). Let X̃ be a (stochastic) copy of a r.v. X, i.e., X =

st
X̃. A coupling

of collection of the r.v.’s Xi i ∈ M is a family of the r.v.’s {X̃i, i ∈ M} such
that

Xi =
st

X̃i for all i ∈ M,

and the r.v.’s {Xi} are defined on the same probability space, where M is an
index set. Now denote F−1 the quantile function defined as

F−1(u) = inf{x ∈ R : F (x) ≥ u}, u ∈ [0, 1].

Then the r. v. X̃ = F−1(U), where r.v. U is uniformly distributed on [0, 1], is
a stochastic copy of X. There exists the following relation between stochastic
ordering and ordering in probability [12,18]:

X ≤
st

Y if and only if F−1
X (u) ≤ F−1

Y (u), u ∈ [0, 1]. (10)

In turn, relation (10) holds if and only if there exists such a coupling (X̃; Ỹ )
that

X̃ ≤ Ỹ w.p. 1. (11)

Now we consider the comparison of two r.v.’s with different finite mixture dis-
tributions. Suppose that

X1 ≤
st

X2 and Y1 ≤
st

Y2. (12)

Based on the mixture representation (3), we let

FZ1 = pFX1 + (1 − p)FY1 ;
FZ2 = pFX2 + (1 − p)FY2 ,
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where Zi are r.v.’s corresponding to the distributions FZi
, i = 1, 2.

It is known that if (X1,X2), (Y1, Y2) are mutually independent, then
implies [8]

Z1 ≤
st

Z2, (13)

see (12).
The results presented in (9)–(13), in particular, allow to establish monotonic-

ity properties of the stochastic processes in the system by performing sample
paths comparison. We present such a result in Sect. 4 for the Exponential-Pareto
mixture distribution. A key observation is the following: while a direct stochastic
comparison of a required performance measure of two different models is often
quite complicated, at the same time, the failure rate ordering, which indeed
implies stochastic ordering, can provide a more straightforward comparison of
the target measures. Thus, in what follows, we use the failure rate ordering to
establish stochastic ordering of queueing systems as a consequence.

3 Failure Rate Comparison of Exponential-Pareto
Mixture Distribution

In this Section, we demonstrate the failure rate ordering technique for mixture
distributions. To do this, we consider Exponential-Pareto mixture distribution
and establish some auxiliary results used further in Sect. 4.

Let r.v. X have exponential distribution, denoted Exp(λ), with d.f.

FX(x) = 1 − e−λx, x ≥ 0, λ > 0, (14)

and constant failure rate rX(x) = λ. Further, let r.v. Y have two-parameter
Pareto distribution [5], denoted Pareto(α, x0), with d.f.

FY (x) = 1 −
(

x0

x0 + x

)α

, x ≥ 0, x0 > 0, α > 0. (15)

It is easy to see that the failure rate of Pareto distribution,

rY (x) =
α

x0 + x
, x ≥ 0, (16)

is monotone decreasing and vanishes as x → ∞.
Suppose that the r.v.’s X and Y , satisfying (14) and (15), respectively, are

independent. Denote I a random variable independent of the X and Y , and
taking the values 0 and 1 only, with the probabilities

P(I = 1) = p, P (I = 0) = 1 − p.

Then it is called that the r.v.

Z = I · X + (1 − I) · Y (17)
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has an Exponential-Pareto mixture distribution with tail distribution

F̄Z(x) = pF̄X(x) + (1 − p)F̄Y (x) = pe−λx + (1 − p)
(

x0

x0 + x

)α

. (18)

We call p mixing parameter. Equation (18) shows that the r.v. Z coincides with
r.v. X (exponential) with the probability p, and with r.v. Y (Pareto) with the
probability 1 − p. It is easy to calculate that the failure rate of the r.v. (17) is
given by

rZ(x) =
p rX(x)a(x) + (1 − p) rY (x)

p a(x) + (1 − p)
, (19)

where

a(x) = e−λx

(

1 +
x

x0

)α

.

We note that
rZ(x) −→ 0 as x → ∞.

More exactly, since the derivation

drZ(x)
dx

= −(1 − p)
pa(x)(rX(x) − rY (x))2 + r2Y (x)/α(pa(x) + (1 − p))

(pa(x) + (1 − p))2
< 0,

that is negative for all x, then rZ(x) is monotonically decreasing function. It is
easy to check that the following order between the failure rate functions

rY (x) ≤ rZ(x) ≤ rX(x), (20)

holds if and only if the following relations are satisfied:

rY (x) ≤ sup
x≥0

rY (x) = rY (0) =
α

x0
≤ rX(x) = λ. (21)

These relations can be reformulated as the following inequality between given
parameters of component distributions:

α

x0
≤ λ. (22)

In other words, under assumption (22), the r.v.’s X, Z, Y are ordered in failure
rate as in (20), and as a consequence, they are ordered stochastically (again see
[12]). It is convenient to formulate it as a separate statement:

X ≤
r

Z ≤
r

Y implies X ≤
st

Z ≤
st

Y. (23)

It is useful to give explicit expression for the mean of Z:

EZ = pEX + (1 − p)EY =
p

λ
+

(1 − p)x0

α − 1
.
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It is easy to show that, under condition (22), the expectations are ordered

EX ≤ EZ ≤ EY.

Figure 1 demonstrates the ordering of the failure rate functions for Pareto,
Exponential-Pareto Mixture and exponential distributions, respectively. Whence
it follows that these distributions are stochastically ordered under assumption
(22).
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Fig. 1. Failure rate functions of Exp(1), Pareto(0.5; 0.6) and Exponential-Pareto Mix-
ture distributions for a few mixing parameters p.

4 Comparing Multiserver Systems with Different Service
Distributions

In this section, we demonstrate how the failure rate comparison allows to stochas-
tically compare the steady-state performance of the multiserver queueing sys-
tems with infinite buffers and a renewal input. We consider two queueing sys-
tems, denoted by Σ(1) and Σ(2), with N servers working in parallel. (In what
follows, the superscript (i) denotes the number of system.) The service disci-
pline is assumed to be First-Come-First-Served. We denote S

(i)
n the service time

of customer n, and t
(i)
n the arrival instant of customer n. Then the independent

identically distributed (iid) interarrival times are defined as

τ (i)
n = t

(i)
n+1 − t(i)n , n ≥ 1, i = 1, 2.

The service times {S
(i)
n , n ≥ 1} are assumed to be iid as well, and both sequences

are assumed to be independent. Denote S(i) the generic service time, and τ (i)

the generic interarrival time, i = 1, 2.



148 I. Peshkova et al.

Now we compare the steady-state queue-size processes in the systems Σ(1)

and Σ(2). Denote Q
(i)
n the number of customers and

W (i)
n = (W (i1)

n , . . . ,W (iN)
n ), n ≥ 1, i = 1, 2,

vector of workloads in system i at the arrival instant t
(i)
n of the n-th customer.

In other words, W
(ik)
n is the remaining work to be done by server k of system i

at the instant t
(i)
n , provided the input process is stopped after t

(i)
n . Denote ν

(i)
n

the number of customers which customer n meets in the ith system. By analogy,
denote by Q

(i)
n the queue size in system i. Denote, when exists, the limits (in

distribution)
Q(i)

n ⇒ Q(i), ν(i)
n ⇒ ν(i), n → ∞, i = 1, 2.

These limits exists, in particular, when

ES(i) < NEτ (i), (24)

(recall that N is the number of servers) and the interarrival times τ (i), i = 1, 2
are non-lattice [1]. The following statement is a modification of Theorems 4 and
5 in [19], which establish stochastic ordering of the queue sizes and the workloads
in the infinite buffer systems.

Theorem 1. 1. Assume the following relations hold in the described
GI/G/N/∞ queueing systems

ν
(1)
1 =

st
ν
(2)
1 = 0, τ (1) =

st
τ (2), S(1) ≤

r
S(2). (25)

Then, w.p.1,
ν(1)

n ≤ ν(2)
n , Q(1)

n ≤ Q(2)
n , n ≥ 1. (26)

2. Assume that the following relations hold:

W
(1)
1 =

st
W

(2)
1 = 0, τ (1) ≥

r
τ (2), S(1) ≤

r
S(2) (27)

Then, w.p.1,
W (1)

n ≤ W (2)
n , n ≥ 1. (28)

Conditions (25) and (27) seem to be rather restrictive, but indeed they are
highly motivated because expressions for comparing failure rates for the most of
distributions are analytically available and often have a simple form. Another
perhaps a key advantage of these conditions is that they allow to compare queue
sizes and workloads in the systems with different distributions of interarrival
and service times.
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5 Numerical Examples

In this section, by numerical simulation, we illustrate for the multiserver systems
the comparison results obtained in Sect. 4.

We use regenerative method to simulate mutliserver systems, and this app-
roach is one of the most powerful and efficient methods in estimation of the
steady-state performance and in the output analysis of complex queueing sys-
tems. Briefly, to apply this method, the process describing the systems behavior
must possess the following classical regenerations: when an arrival meets the sys-
tem empty the future “states” of the system are independent of the pre-history
preceding the “empty state”. Of course, the queueing systems analyzed in this
research have this property. By construction, the trajectory between regenera-
tion points can be divided into iid random elements called groups. In turn, this
allows further to apply well-developed methods of classical statistics, based on a
special form of the Central Limit Theorem (CLT), to construct confidence inter-
vals for the target QoS parameters. At that the CLT is applied to the mentioned
iid groups, not to initial data, which in general turn out to be dependent vari-
ables. In our experiments presented below, the mean stationary workload and
the mean stationary queue size are such QoS parameters. More on regenerative
method can be found in [1,2,13–15].
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Fig. 2. Lower (Exp(5)) and upper (Pareto(2.5; 0.5)) bounds of the confidence interval
for mean queue size in 4-server system with Exponential-Pareto Mixture distribution
of service times.

For the given system Σ(2) with Exponential-Pareto mixture distribution of
service times (with parameters λs, αs, x0), we construct two new systems: sys-
tem Σ(1) with an exponential service times S(1) =st Exp(λs) and Σ(3) with
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Fig. 3. Lower (Exp(5)) and upper (Pareto(2.5; 0.5)) bounds of the confidence interval
for mean waiting time in 4-server system with Exponential-Pareto Mixture distribution
of service times.

Pareto service times S(3) =st Pareto(αs, x0). The input flow τ is the same (has
exponential distribution Exp(10) in all three systems.

It follows from theoretical results, obtained in Sects. 3 and 4, that under
condition

λs ≥ αs

x0
, (29)

the following ordering between the basic performance measures must take place:

Q(1)
n ≤ Q(2)

n ≤ Q(3)
n and W (1)

n ≤ W (2)
n ≤ W (3)

n , n ≥ 1. (30)

Indeed, as we show, the obtained numerical results are consistent with theoretical
results. It is worth mentioning that condition (29) implies stability conditions
of the systems because the traffic intensities ρi = ES(i)/Eτ are ordered in the
following way

ρ1 =
1

λsEτ
≤ ρ2 ≤ ρ3 =

x0

Eτ(αs − 1)
< N, αs > 1, (31)

where

ρ2 = λτ

(
p

λs
+

(1 − p)x0

αs − 1

)

.

On the other hand, the requirement ρi < N is a stability criterion of N -server
system, see (24).

Figure 2 demonstrates lower and upper bounds of the confidence interval
for mean queue size for system with 4 servers and Exponential-Pareto Mixture
distribution of service times. We compare results of regenerative simulation of
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this system with the corresponding results for two other systems: the 1st (mino-
rant) system has exponential service time (Exp(5)), and the 2nd (majorant) sys-
tem has Pareto service time (Pareto(2.5; 0.5)). Figure 3 shows lower and upper
bounds of the confidence interval for mean waiting time in 4-server system with
Exponential-Pareto Mixture distribution of service times, with following param-
eters

N = 4, αs = 2.5, λs = 5, x0 = 0.5, p = 0.5.

The generic interarrival time τ has exponential distribution with rate λτ = 10.
As a result, we obtain

ρ1 = 2 < ρ2 ≈ 2.7 < ρ3 ≈ 3.3.

6 Conclusion

In this paper, we study the applicability the failure rate comparison of the steady-
state performance measures in the multiserver system with Exponential-Pareto
mixture service times. We demonstrate a few refined monotonicity results for the
systems in which the properties of service time distributions imply specific mono-
tonicity properties of the failure rate functions. Some numerical results based on
simulation are also presented. The obtained results may be quite useful for the
estimation of the performance measures using regenerative simulation of a wide
class of queueing systems with mixture distributions. In a future research, the
authors in particular, assume to consider sensitivity of upper and lower bounds
of performance measures (workload and queueing size) with respect to the mix-
ing parameter and the parameters of Exponential-Pareto mixture distribution
of service times. In a future work, the authors aim to study by simulation the
systems with a general renewal input.
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1 Institute of Computer Science, Cardinal Stefan Wyszyński University in Warsaw,
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Abstract. In the paper, we investigate one-server queueing system
with stationary Poisson arrival process, non-homogeneous customers and
unreliable server. As non-homogenity, we mean that each customer is
characterized by some arbitrarily distributed random capacity that is
called customer volume. Service time of a customer generally depends
on his volume. The server can be broken when it is free or busy and the
renewal period goes on for random time having an arbitrary distribution.
During this period, customers present in the system and arriving to it
are not served. Their service continues immediately after renewal period
termination. For such systems, we determine the distribution of total
volume of customers present in it. An analysis of some special cases and
some numerical examples are attached as well.

Keywords: Queueing system with non-homogeneous customers ·
Unreliable queueing system · Total volume · Additional event method ·
Laplace-Stieltjes transform

1 Introduction

A single-server queueing system M/G/1/∞ with unlimited queue is one of
the basic models of classical queueing theory and its applications. Many real
computer or telecommunication systems satisfy the assumptions of this model:
they are composed of only one server, customers arriving to it form Poisson
arrival process and service time of a customer is arbitrarily distributed. In some
other cases, these assumptions are not strictly satisfied, but behavior of proper
systems is very similar (e.g. the queue is limited but long enough or arrival
process is close to Poisson one), and we can approximate their characteristics
using this model. The results for the classical M/G/1/∞ queueing model are
widely known, especially Pollaczek-Khinchine formula for the generating func-
tion P (z) =

∑∞
k=0 P{η = k}zk of the stationary number of customers η present

in the system [2].
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On the other hand, the headway in computer science leads to some new
modifications of this model. Indeed, if we focus on analysis of real computer sys-
tems, we should take into account the following problems: 1) customers coming
to queueing systems are not homogeneous: they usually transport some infor-
mation (measured in bytes), i.e. different customers have as a rule different
volumes (sizes); 2) service time of a customer depends on his volume; 3) servers
are unreliable, they can be broken and then must be fixed for some random
time. These additional assumptions lead to new queueing models called queue-
ing systems with non-homogeneous customers (assumptions 1, 2) and unreli-
able servers (assumption 3). The main result for M/G/1/∞ queueing system
with non-homogeneous customers, unlimited total volume and customer’s service
time dependent on his volume is the expression for Laplace-Stieltjes transform
δ(s) =

∫ ∞
0

e−sxdD(x) of steady-state customers’ total volume σ, where D(x) is
distribution function of random variable σ [1,6], and its modifications [9–11,14]
that can be treated as generalizations of Pollaczek-Khinchine formula obtained
by tools of classical queueing theory [2,12,13].

The main purpose of this paper is an investigation of some modification of
M/G/1/∞ model in which we assume that: 1) customers that arrive to the
system are characterized by random volume; 2) the server is unreliable, i.e. it
can be paused both when it is free or when it is busy; 3) service time of a
customer depends on his volume. The analyzed model is the generalization of
classical single-server queueing system with unreliable server [3]. For this model,
we obtain characteristics of the total volume of customers present in the system
for its various versions and investigate some special cases.

The rest of the paper is organized as follows. In the next Sect. 2, we intro-
duce some needed notation and present well known results from the theory of
queueing systems with non-homogeneous customers that will help us to ana-
lyze the mentioned above model with unreliable server. Then, in Sect. 3, we
present the method of additional event [3–5] that is rarely used in papers writ-
ten in English and its modification for systems under consideration. We also
show (as an example) how to use this modification to obtain well-known results
for M/G/1/∞ model with non-homogeneous customers and unlimited total vol-
ume (these results were obtained earlier with the use of other methods). Section 4
contains some preliminary results for the model with unreliable server. In Sect. 5,
we present main statements for the system with unreliable in free state server.
To obtain these results, we also use modified method of additional event. We
also present here formulae for total volume characteristics (e.g. Laplace-Stieltjes
transform of the steady-state total volume and its moments). Section 6 contains
analysis of the analogous system, but this time we assume that the server can be
also broken if it is busy. In Sect. 7, we present results for some special cases of the
model together with numerical examples. The last Sect. 8 contains conclusions
and final remarks.
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2 Mathematical Description of Systems with
Non-homogeneous Customers

We assume that each customer arriving to the system is characterized by some
random volume ζ that is a non-negative random variable (RV). Let η(t) be the
number of customers present in the system at time instant t, σ(t) be the sum of
the volumes of all these customers (total volume). Our purpose is the determi-
nation of random process σ(t) characteristics. We also assume that customer’s
service time ξ generally depends on his capacity ζ. This dependence is deter-
mined by the following joint distribution function (DF):

F (x, t) = P{ζ < x, ξ < t}.

Let L(x) = F (x,∞) be DF of customer’s volume, B(t) = F (∞, t) be DF of
service time. Let

α(s, q) = Ee−sζ−qξ =
∫ ∞

x=0

∫ ∞

u=0

e−sx−qudF (x, u),

where Re s ≥ 0, Re q ≥ 0, be double Laplace-Stieltjes transform (LST) of DF
F (x, t). Denote by ϕ(s) = α(s, 0) LST of DF L(x) and by β(q) = α(0, q) –
LST of DF B(t). Let i, j = 1, 2, . . . . Denote by Δ(i, j) and Δq(i) the following
differential operators:

Δ(i, j) = (−1)i+j ∂i+j

∂si∂qj
, Δq(i) = (−1)i ∂i

∂qi
.

Let αi,j = Δ(i, j)α(s, q)|s=0, q=0, ϕi = Δs(i)ϕ(s)|s=0 and βi = Δq(i)β(q)|q=0.
Then, we have evidently that αi,j is the mixed (i + j)th moment of DF F (x, t)
and ϕi, βi are the ith moments of DF L(x) and B(t), respectively (if they exist).

We assume that the arrival process is a stationary Poisson one with parameter
a. Assume also that service discipline does not depend on customer’s volume ζ
and system is empty at the initial time moment t = 0, i.e. σ(0) = 0. Introduce
the notation D(x, t) = P{σ(t) < x}.

Let
δ(s, t) = Ee−sσ(t) =

∫ ∞

x=0

e−sxdxD(x, t)

be LST of the function D(x, t) with respect to x. It is clear that, for arbitrary
t > 0, the ith moment of the random process σ(t) (if it exists) takes the form:

δi(t) = Eσi(t) = Δs(i)δ(s, t)
∣
∣
∣
s=0

.

Denote by

δ(s, q) =
∫ ∞

0

e−qtδ(s, t)dt =
∫ ∞

0

e−qtEe−sσ(t)dt

the Laplace transform with respect to t of the function δ(s, t).
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Then, we obtain for Laplace transfom δi(q) of δi(t) with respect to t that

δi(q) =
∫ ∞

0

e−qtδi(t)dt = Δs(i)δ(s, q)
∣
∣
∣
s=0

.

If steady state exists for the system under consideration, i.e. σ(t) ⇒ σ in
the sense of a weak convergence, where σ is a steady-state total volume, we can
introduce the following steady-state characteristics:

D(x) = P{σ < x} = lim
t→∞ D(x, t),

δ(s) =
∫ ∞

0

e−sxdD(x) = lim
t→∞ δ(s, t) = lim

q→0
qδ(s, q).

For steady-state ith moments δi of the total volume σ, we obtain:

δi = Eσi = lim
t→∞ δi(t) = Δs(i)δ(s)

∣
∣
∣
s=0

.

Let χ(t) be the volume of a customer that is served at time instant t. Let
ξ∗(t) be the time from the service beginning to the moment t. The next state-
ment was proved in [13].

Lemma 1. Let Ey(x) = P{χ(t) < x | ξ∗(t) = y} be conditional DF of the ran-
dom variable χ(t) under condition ξ∗(t) = y. Then

dEy(x) = [1 − B(y)]−1

∫ ∞

u=y

dF (x, u).

Hence, the function Ey(x) takes the form:

Ey(x) = P{ζ < x | ξ ≥ y} =
P{ζ < x, ξ ≥ y}

P{ξ ≥ y} =
L(x) − F (x, y)

1 − B(y)
.

Corollary. LST of the function Ey(x) has the form:

ey(s) = [1 − B(y)]−1R(s, y),

where R(s, y) =
∫ ∞

x=0
e−sx

∫ ∞
u=y

dF (x, u).

3 Method of Additional Event and Its Modification

Firstly, we present short the classical method of additional event that is very
rarely used in papers written in English. This method was introduced by
G. P. Klimov (see [4]) and successfully used for analysis of priority queueing
systems [3]. Its idea is to give a probability sense to the formal mathematical
transforms: LST and generating function (GF). To clarify the idea of the method,
we consider two simple examples.
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Example 1. Let non-negative RV ξ with DF A(t) is the duration of some ran-
dom process under consideration. Let, independently of this process behavior,
some events (so-called catastrophes) take place and form stationary Poisson
arrival process with parameter q > 0. Then a(q) =

∫ ∞
0

e−qtdA(t) is probability
that catastrophes do not appear during duration of the process.

Example 2. Let ξ be a number of customers coming to a system during some
fixed time interval and pk = P{ξ = k}. Assume that each customer is of red
colour with probability z (0 ≤ z ≤ 1) and of blue colour with probability 1 − z,
independently of other customers’ colours. Then P (z) =

∑∞
k=0 pkzk is proba-

bility that only red customers come to the system during this interval (or blue
customers do not come during it).

By this way, we give the probability sense to LST a(q) and GF P (z) when
q > 0 and 0 ≤ z ≤ 1, consequently. Now, we can calculate these functions as
probabilities of proper events using, if it is necessary, the principle of analytic
continuation.

Let e.g. P (z, t) =
∑∞

k=0 Pk(t)zk be GF of number of customers present in
a system at time instant t. Then, for 0 ≤ z ≤ 1, function P (z, t) is proba-
bility that there are no blue customers in the system at time instant t. Let
π(z, q) =

∫ ∞
0

e−qtP (z, t)dt be Laplace transform of P (z, t) with respect to t.
Then, qπ(z, q) is probability that the first catastrophe appears when there are
no blue customers in the system.

Later on, for analysis of the system presented in Sect. 2, we shall use some
modification of the classical method of additional event. We assume that: 1)
some events (catastrophes) take place independently of the behavior of a system
under consideration, they form Poisson arrival process with parameter q, q > 0
(this proposition does not distinguish from proper classical one); 2) an arbitrary
customer of volume x has red colour with probability e−sx, s > 0 or blue one with
probability 1−e−sx, independently of other customers’ colours (this proposition
is the generalization of proper classical one).

Then, the functions introduced in Sect. 2 have the following probability sense
[13]: ϕ(s) is probability that an arbitrary customer is red; β(q) is probability
that there are no catastrophes during arbitrary customer’s service; α(s, q) is the
joint probability that an arbitrary customer is red and there are no catastrophes
during his service; ey(s) = [1 − B(y)]−1R(s, y) is probability that a customer on
service is red, under condition that time y has passed from the beginning of his
service; qδ(s, q) is probability that the first catastrophe takes place in the system
when there are no blue customers in it.

Presentation of the method of additional event and its modification is also
the aim of this paper. Of course, it is possible to use other methods for analysis
of the unreliable system with random volume customers, e.g. this system can
be interpreted as a system with vacations (see e.g. [7]), but, in this paper, we
demonstrate possibilities of our method that can be used also for analysis of
other queueing models. Note that this method in its modification form was
used for analysis of the system M/G/1/∞ with random volume customers and
preemptive service discipline (see [8]).
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As an example, let us consider an application of this method to determine
the function δ(s, q) for the system M/G/1/∞ with reliable server. Note that
this queue was investigated earlier by other method (see e.g. [12]). Below, we
call 0-moments the moments of service beginning or termination (see [3]).

Assume that a busy period of the system begins at time instant 0 and contin-
ues at time t. Let Π(x, y, t) dy = P{σ(t) < x, ξ∗(t) ∈ [y; y + dy)} be probability
that the total customers’ volume σ(t) is less than x at time instant t, and time
y has passed from the last 0-moment to the instant t. Let

π(s, y, q) =
∫ ∞

x=0

∫ ∞

t=0

e−sx−qt dxΠ(x, y, t) dt.

Then, qπ(s, y, q)dy is probability that the first catastrophe on the busy period
occurs when there are no blue customers in the system and time y has passed
from the last 0-moment. Denote by π(s, q) =

∫ ∞
0

π(s, y, q)dy. Then, qπ(s, q) is
probability that the first catastrophe on a separate busy period occurs when
there are no blue customers in the system. Let Π(t) be DF of busy period of the
system.

Firstly, we determine probability π(s, 0, q) that there are no blue customers
in the system at some epoch of service termination and catastrophes do not
appear to this epoch inside of the busy period.

Lemma 2. The function π(s, 0, q) is determined by the relation

π(s, 0, q) =
ϕ(s)[β(q + a − aϕ(s)) − π(q)]

ϕ(s) − β(q + a − aϕ(s))
,

where π(q) =
∫ ∞
0

e−qtdΠ(t) is LST of the busy period.

Proof of the lemma follows from the appropriate statement in [3] (p. 18), where
z must be substituted by ϕ(s). ��
Lemma 3. The functions π(s, y, q) and π(s, 0, q) are connected by the following
relation:

π(s, y, q) = e−(q+a−aϕ(s))y

[

1 +
π(s, 0, q)

ϕ(s)

]

R(s, y).

Proof. The first catastrophe inside of the busy period occurs in the system at
time instant when there are no blue customers in it and the time y passed from
the last 0-moment, iff

1) either the first catastrophe occurs during the first red customer service when
time y has passed from the beginning of his service (probability of this event
is R(s, y)qe−qydy), and only red customers arrived during time y (probability
of this event is e−a(1−ϕ(s))y); therefore the complete probability of this event
is qe−(q+a−aϕ(s))yR(s, y)dy ;



Unreliable Single-Server Queueing System 159

2) or, at some 0-moment inside of the busy period, there were no blue cus-
tomers in the system and there were no catastrophes before this moment
(probability of this event is π(s, 0, q)), the customer on service was red after
time y has passed from his service beginning (probability of this event is
{[1 − B(y)]ϕ(s)}−1R(s, y)), and a catastrophe appeared at this moment and
during time y blue customers did not arrive; the complete probability of this
event is

π(s, 0, q)
ϕ(s)

qe−(q+a−aϕ(s))yR(s, y)dy.

By summing obtained probabilities, we obtain the statement of the
lemma. ��
If we substitute the function π(s, 0, q) from lemma 2 to the relation in the

statement of lemma 3, we obtain the following theorem.

Theorem 1. a) The function π(s, y, q) is determined by the following relation:

π(s, y, q) = γ(s, y, q)
ϕ(s) − π(q)

ϕ(s) − β(q + a − aϕ(s))
, (1)

where
γ(s, y, q) = e−(q+a−aϕ(s))yR(s, y). (2)

b) The function π(s, q) is determined by the relation

π(s, q) =
∫ ∞

0

π(s, y, q)dy

=
ϕ(s) − α(s, q + a − aϕ(s))

q + a − aϕ(s)
· ϕ(s) − π(q)
ϕ(s) − β(q + a − aϕ(s))

.

Denote by P (x, y, t)dy = P{σ(t) < x, ξ∗(t) ∈ [y; y + dy)} probability that
the total customers volume is less than x at the time instant t and time y has
passed from the last 0-moment to this instant. Then,

qδ(s, y, q)dy = q

∫ ∞

x=0

∫ ∞

t=0

e−sx−qtdxP (x, y, t) dy dt

is the probability that the first catastrophe occurs when there are no blue
customers in the system and time y has passed from the last 0-moment;
qδ(s, q) = q

∫ ∞
0

δ(s, y, q)dy is the probability that the first catastrophe occurs
when there are no blue customers in the system.

Theorem 2. a) The function δ(s, y, q) is determined by the following relation:

δ(s, y, q) =
e−(q+a)y

q + a − aπ(q)

[

q + a +
aeaϕ(s)y(ϕ(s) − π(q))

ϕ(s) − β(q + a − aϕ(s))
R(s, y)

]

.
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b) The function δ(s, q) is determined by the following relation:

δ(s, q) =
∫ ∞

0

δ(s, y, q)dy = [q + a − aπ(q)]−1

×
{

1 +
ϕ(s) − α(s, q + a − aϕ(s))

q + a − aϕ(s)
· a[ϕ(s) − π(q)]
ϕ(s) − β(q + a − aϕ(s))

}

.

Proof. Determine the probability qδ(s, y, q)dy. A proper event takes place iff:

1) either the first catastrophe occurs on the first interval when server is free
(probability of this event is e−(q+a)y);

2) or the first busy period begins earlier than a catastrophe appears (probability
of this event is a/(q+a)) and the first catastrophe occurs on this period when
there are no blue customers in the system, and time y has passed from the
last 0-moment (probability of this event is qπ(s, y, q)dy);

3) or there were no catastrophes during the first interval when the server was free
nor during the first busy period (probability of this event is aπ(q)/(q + a)),
and further the process behaves as from the start (it is clear that epochs of
busy periods terminations are regeneration points of the process σ(t)).

As a result, we have:

qδ(s, y, q)dy = qe−(q+a)ydy +
aq

q + a
π(s, y, q)dy +

aqπ(q)
q + a

δ(s, y, q)dy,

whereas we obtain the first statement of the theorem. ��
The last relation in the second statement coincides with results obtained

earlier (see [12]).

4 The Model and Preliminary Results

Consider a system M/G/1/∞ and assume that its server is reliable in busy state.
If T is an epoch of service termination when there are no waiting customers and
other customers do not arrive to the system during time t, the server can be
broken on time interval [T ;T + t) with probability E(t). After breakage, the
server restores during some random time ψ. Denote by H(t) = P{ψ < t} DF
of RV ψ. The volume of a customer ζ and his service time ξ are determined by
the joint DF F (x, t) = P{ζ < x, ξ < t}. We assume that service time, the time
of reliable state of the server and renewal time are independent RVs. For the
considered system, we determine the function

δ(s, q) =
∫ ∞

0

e−qt

[∫ ∞

x=0

e−sxdxD(x, t)
]

dt,

where D(x, t) = P{σ(t) < x} is DF of total volume at time instant t.
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Denote by π(q) LST of busy period of the system under consideration when
E(t) ≡ 0 (this is the busy period of the reliable system M/G/1/∞). Let
πn(q) = [π(q)]n be LST of DF of so-called n-period (busy period that begins
from the moment when there are n customers in the system, n = 1, 2, . . . ).
Let Π(n)(x, y, t)dy be probability that the total customers volume σ(t) is less
than x at time instant t, and time y has passed from the last 0-moment, under
assumption that this n-period does not terminate at time instant t.

Introduce the notations:

πn(s, y, q) =
∫ ∞

x=0

∫ ∞

0

e−sx−qtdxΠ(n)(x, y, t)dt,

πn(s, q) =
∫ ∞

0

πn(s, y, q)dy.

Then, qπn(s, y, q)dy is probability that the first catastrophe on n-period occurs
when there are no blue customers in the system and time y has passed from the
last 0-moment, qπ(s, y, q)dy is probability of an analogous event for the reliable
system.

Theorem 3. The following relations take place:

πn(s, y, q) =
(ϕ(s))n − (π(q))n

ϕ(s) − β(q + a − aϕ(s))
e−(q+a−aϕ(s))yR(s, y),

πn(s, q) =
(ϕ(s))n − (π(q))n

ϕ(s) − β(q + a − aϕ(s))
· ϕ(s) − α(s, q + a − aϕ(s))

q + a − aϕ(s)
.

(3)

Proof. As it follows from relations (1) and (2), the relation (3) can be presented
as:

πn(s, y, q) =
(ϕ(s))n − (π(q))n

ϕ(s) − π(q)
π(s, y, q), n ≥ 1,

or, if we treat the fraction as a sum of n initial items of geometrical progression
with the first item (ϕ(s))n−1 and denominator π(q)/ϕ(s),

qπn(s, y, q)dy = (ϕ(s))n−1qπ(s, y, q)dy + (ϕ(s))n−2π(q)qπ(s, y, q)dy

+ · · · + ϕ(s)(π(q))n−2qπ(s, y, q)dy + (π(q))n−1qπ(s, y, q)dy.
(4)

Relation (4) can be proved by the modified method of additional event.
Assume that the first catastrophe inside of n-period occurs when all cus-

tomers present in the system are red and time y has passed from the last 0-
moment. This event takes place iff:

a) either the first catastrophe occurs inside of busy period connected with the
first (from n) served customer, there are no blue customers in the system at
this time instant, time y has passed from the last 0-moment (probability of
this event is qπ(s, y, q)dy) and other n−1 customers present in the system at
the moment of beginning of the n-period were red (probability of this event
is (ϕ(s))n−1);
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b) or there were no catastrophes inside of busy period connected with the first
served customer (probability of this event is π(q)), but the first catastrophe
occurs inside of busy period connected with the second served customer (from
presented ones at the beginning of the n-period) at time instant when all
customers present in the system are red, time y has passed from the last
0-moment (probability of this event is π(q)qπ(s, y, q)dy) and other n − 2
customers from those presented at the beginning of the n-period were red
(probability of this event is (ϕ(s))n−2);

c) or, finally, there were no catastrophes during initial n − 1 busy periods and
the first catastrophe occurs inside of the last one at time instant when all
customers present in the system are red and time y has passed from the last
0-moment (probability of this event is (π(q))n−1qπ(s, y, q)dy).

Summing obtained probabilities, we obtain the relation (4). The rest of the proof
is evident. ��

5 Main Statements

Denote by ε(q) and h(q) LSTs of DFs E(t) and H(t), respectively. As a regen-
eration period of the system we mean the time interval between neighbouring
epochs when the system becomes empty after service termination. It is follows
from [3, p. 46] that, for the system under consideration, LST r(q) of DF of a
regeneration period is determined by the following relation:

r(q) =
a

q + a
[1 − ε(q + a)]π(q) + ε(q + a)h(q + a − aπ(q)). (5)

Denote by ω(t) the time that has passed from the beginning of a regeneration
period to some time moment t inside it.

Let P (x, y, t)dy = P{σ(t) < x, ω(t) ∈ [y; y + dy)}. Then

δ(s, y, q) =
∫ ∞

0

e−qt

[∫ ∞

x=0

e−sxdxD(x, t |ω(t) = y)
]

dt

be the Laplace transform (with respect to t) of LST (with respect to x) of DF
of total volume of customers present in the system t time units after beginning
of a regeneration period, if time y has passed from the last 0-moment inside of
the period.

Theorem 4. The function δ(s, y, q) is determined by the following relation:

δ(s, y, q) = [1 − E(y)]e−(q+a)y +
ε(q + a)
q + a

e−(q+a−aϕ(s))y

× ϕ(s) − π(q)
ϕ(s) − β(q + a − aϕ(s))

R(s, y)

+
ε(q + a) [h(q + a − aϕ(s)) − h(q + a − aπ(q))]

ϕ(s) − β(q + a − aϕ(s))
e−(q+a−aϕ(s))yR(s, y)

+ ε(q + a)[1 − H(y)]e−(q+a−aϕ(s))y.

(6)
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Proof. A time interval when the server is busy that begins either from beginning
of service of an arriving customer, or from the epoch of server breakage, and
terminates at the nearest time moment when the server is in good repair and
there are no customers in the system, we call generalized busy period. Therefore,
it is a time interval of two possible types [3]: 1) a generalized busy period begins
from customer service; 2) it begins from server breakage. Probabilities that the
regeneration period involves generalized busy periods of types 1 and 2 equal
a(q + a)−1[1 − ε(q + a)] and ε(q + a), respectively.

Recall that qπ(s, y, q)dy is probability that the first catastrophe on the busy
period of the reliable system M/G/1/∞ occurs when there are no blue customers
in the system and time y has passed from the last 0-moment. It is clear that,
for the system under consideration, probability of an analogous event on the
generalized busy period of the first type equals qπn(s, y, q)dy, i.e. the distribution
of the total customers volume on this period is determined by the function
π(s, y, q).

Consider a generalized busy period of the second type. It is clear that blue
customers form Poisson arrival process with parameter a(1 − ϕ(s)). Hence,
e−(q+a−aϕ(s))y is probability that, during time y, catastrophes do not occur
and blue customers do not arrive; q[1 − H(y)]e−(q+a−aϕ(s))ydy is probability
that, during renewal period having duration greater than y, the first catastro-
phe occurs after time y from the beginning of the period, and only red customers
arrive to the system before the catastrophe. Probability that catastrophes do not
occur and n customers arrive to the system during the renewal period is equal to∫ ∞
0

(au)n

n! e−(q+a)udH(u). Then, probability qG(s, y, q)dy that period of the sec-
ond type involves service of customers and the first catastrophe inside it occurs
when there no blue customers in the system, and time y has passed from the
last 0-moment is equal to

qG(s, y, q)dy =
∞∑

n=1

∫ ∞

u=0

(au)n

n!
e−(q+a)uqπn(s, y, q)dy dH(u),

where function πn(s, y, q) is determined by relation (3), whereas we obtain after
some transformations:

qG(s, y, q)dy = qe−(q+a−aϕ(s))ydy
h(q + a − aϕ(s)) − h(q + a − aπ(q))

ϕ(s) − β(q + a − aϕ(s))
R(s, y).

Now, we can obtain the relation (6) using (5) and formula of total
probability. ��

Denote by δ(s, y, q) Laplace transform with respect to t of total customers
volume σ(t) under condition that time y has passed from the last 0-moment.

The next statement follows from Theorem 4 and can be proved analogously
as Theorem 2.



164 O. Tikhonenko and M. Zió�lkowski

Theorem 5. a) Function δ(s, y, q) is determined by the following relation:

δ(s, y, q) =

{
1 − a

q + a
[1 − ε(q + a)]π(q) − ε(q + a)h(q + a − aπ(q))

}−1

×
{

[1 − E(y)]e−(q+a)y +
ae−(q+a−aϕ(s))y

q + a
[1 − ε(q + a)]

R(s, y)(ϕ(s) − π(q))

ϕ(s) − β(q + a − aϕ(s))

+ ε(q + a)[1 − H(y)]e−(q+a−aϕ(s))y

+ ε(q + a)e−(q+a−aϕ(s))y h(q + a − aϕ(s)) − h(q + a − aπ(q))

ϕ(s) − β(q + a − aϕ(s))
R(s, y)

}
.

b) Function δ(s, q) =
∫ ∞
0

e−qtEe−sσ(t)dt is determined by the relation:

δ(s, q) =

∫ ∞

0

δ(s, y, q)dy

=

{
1 − a

q + a
[1 − ε(q + a)]π(q) − ε(q + a)h(q + a − aπ(q))

}−1 {
1 − ε(q + a)

q + a

+
a[1 − ε(q + a)][ϕ(s) − α(s, q + a − aϕ(s))][ϕ(s) − π(q)]

(q + a)(q + a − aϕ(s))[ϕ(s) − β(q + a − aϕ(s))]

+
ε(q + a)[ϕ(s) − α(s, q + a − aϕ(s))]

q + a − aϕ(s)
· h(q + a − aϕ(s)) − h(q + a − aπ(q))

ϕ(s) − β(q + a − aϕ(s))

+
ε(q + a)[1 − h(q + a − aϕ(s))]

q + a − aϕ(s)

}
.

(7)

Corollary. If ρ = aβ1 < 1, a steady state exists for the system under con-
sideration, i.e. σ(t) ⇒ σ in the sense of a weak convergence. LST δ(s) of DF
D(x) = lim

t→∞ D(x, t) = P{σ < x} of RV σ is determined by the following rela-
tion:

δ(s) = lim
q→0

qδ(s, q) =
1 − ρ

1 − ε(a)(1 − ah1)

{ [
1 − ε(a) +

ε(a)(1 − h(a − aϕ(s)))

1 − ϕ(s)

]

×
[
1 +

ϕ(s) − α(s, a − aϕ(s))

β(a − aϕ(s)) − ϕ(s)

] }
,

(8)

where h1 is the first moment of DF H(t).

Using appropriate relations from Sect. 2, we can calculate moments of the
total volume or their Laplace transforms. Note that, if ε(q) ≡ 0, we obtain the
known relations for the reliable system M/G/1/∞ (see [13]).
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For example, Laplace transform δ1(q) =
∫ ∞
0

e−qtδ1(t)dt of the mean total
customers volume δ1(t) = Eσ(t) has the following form:

δ1(q) =
{

1 − a

q + a
[1 − ε(q + a)]π(q) − ε(q + a)h(q + a − aπ(q))

}−1

×
[

ε(q + a)(h(q) − h(q + a − aπ(q)))

+
a(1 − ε(q + a))(1 − π(q))

q + a

]
Δs(1)α(s, q)|s=0

q(β(q) − 1)

+
aϕ1

q2

[

ε(q + a)(1 − h(q + a − aπ(q))) +
(1 − ε(q + a))(q + a − aπ(q))

q + a

] }

,

whereas we obtain the first and second moments of RV σ in the following form:

δ1 = Eσ = aα11 +
a2β2ϕ1

2(1 − ρ)
+

a2h2ε(a)ϕ1

2(1 − ε(a) + aε(a)h1)
, (9)

δ2 = Eσ2 = a(α21 + aϕ1α12) +
a3β2ϕ1α11

1 − ρ
+

a2β2ϕ2

2(1 − ρ)
+

a3β3ϕ
2
1

3(1 − ρ)

+
a4β2

2ϕ
2
1

2(1 − ρ)2
+

a3ε(a)h2ϕ1α11

1 − ε(a) + aε(a)h1
+

a2ε(a)h2ϕ2

2(1 − ε(a) + aε(a)h1)

+
a3ε(a)h3ϕ

2
1

3(1 − ε(a) + aε(a)h1)
+

a4ε(a)h2ϕ
2
1

2(1 − ρ)(1 − ε(a) + aε(a)h1)
.

(10)

6 The Case of the System Unreliable Also When Server
Is Busy

Our model can be generalized to the case of unreliable server also when it is
busy. Let, in addition, the server can be broken on time interval [T ;T + t),
where T is a moment of service beginning, with probability G(t) (we assume
that service of the customer does not terminate before time instant T + t). If
this event takes place, the service of the customer is interrupted and will be
continued after server’s renewal. Denote by X(t) DF of the renewal period. Let
g(q) and χ(q) be LSTs of the functions G(t) and X(t), respectively, and denote
by χi, i = 1, 2, . . . , the ith moment of the renewal time.

Obviously, in this case, the problem of determination of total customers vol-
ume distribution comes to previous one solved in Sect. 5, if service time of a
customer is substituted by the time from beginning to termination of his ser-
vice. This time is called the time of customer presence on server. Let κ(q) be LST
of DF of this time (taking into consideration possible breakages and renewals).
Then, when ε(q) ≡ 0, instead of the equation π(q) = β(q+a−aπ(q)), we have the
following functional equation for busy period of the system under consideration:
π(q) = κ(q + a − aπ(q)).
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Denote by P (z, t) the generating function of number of server’s breakages
during customer service time t, under assumption that the total service time
y ≥ t. Let B(t | ζ = x) = P{ξ < t | ζ = x} is conditional DF of service time of a
customer, under condition that his volume equals x, κ(q | ζ = x) is LST of DF of
the time of customer presence on server, if his volume equals x. It is clear that

κ(q | ζ = x) =
∫ ∞

0

e−qtP (χ(q), t) dB(t | ζ = x), (11)

where the function P (z, t) can be determined via its Laplace transform p(z, q)
(see e.g. [13]):

p(z, q) =
∫ ∞

0

e−qtP (z, t) dt =
1 − g(q)

q[1 − zg(q)]
.

Let ω be the time of customer presence on server, Γ (x, t) = P{ζ < x, ω < t}
be joint DF of customer volume ζ and RV ω. We denote by γ(s, q) double LST
of the function Γ (x, t):

γ(s, q) =
∫ ∞

x=0

∫ ∞

t=0

e−sx−qt dΓ (x, t).

In particular, ϕ(s) = γ(s, 0), κ(q) = γ(0, q). It follows from (11) that

γ(s, q) =

∫ ∞

x=0

e−sxκ(q | ζ = x) dL(x) =

∫ ∞

x=0

∫ ∞

t=0

e−sx−qtP (χ(q), t) dF (x, t). (12)

So, the problem of determination of process σ(t) characteristics comes to
analogous problem for the system M/G/1/∞ with unreliable server in free state
only, if we assume that the joint DF of customer volume and his service time
is Γ (x, t). Let κi be the ith moment of RV ω and γij be the mixed (i + j)th
moment of the random vector (ζ, ω). Then, for the system under consideration,
the function δ(s, q) is determined by the relation (7), where we have to replace
β(q) by κ(q) and α(s, q) by γ(s, q).

It is clear that steady state exists for the system under consideration, if the
inequality ρ∗ = aκ1 < 1 holds. The function δ(s) can be determined by relation
(8) with the same previously made replacements.

7 Special Cases and Numerical Results

In this section we analyze some special cases of investigated in Sect. 6 model.
Assume additionally that G(t) = 1 − e−dt, d > 0. In this case, we obtain
P (z, t) = e−(1−z)dt, and it follows from (12) that

γ(s, q) =
∫ ∞

x=0

∫ ∞

t=0

e−sx−(q+d−dχ(q))tdF (x, t) = α(s, q + d − dχ(q)), (13)
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whereas we obtain:

κ(q) = β(q + d − dχ(q)). (14)

Then, for function δ(s) determination we can use relation (8), where α(s, q)
is substituted by α(s, q + d − dχ(q)) and β(q) by β(q + d − dχ(q)).

The moments δ1, δ2 can be calculated by relations (9), (10), where αij is
substituted by γij , and βi – by κi. We can easily obtain that

γ11 = (1 + dχ1)α11, γ21 = (1 + dχ1)α21, γ12 = (1 + dχ1)2α12 + dχ2α11, (15)

κ1 = (1 + dχ1)β1, κ2 = (1 + dχ1)2β2 + dχ2β1,

κ3 = (1 + dχ1)3β3 + 3d(1 + dχ1)χ2β2 + dχ3β1.
(16)

Assume additionally that E(t) = G(t) = 1 − e−dt (probabilities of servers’s
breakage in free and busy state are determined exponentially with the same
parameter d) and customer’s service time ξ and volume ζ are connected by the
relation ξ = cζ, c > 0. Then, we obtain α(s, q) = ϕ(s+cq) and β(q) = ϕ(cq) (see
e.g. [12,13]), and mixed moments αij are determined as αij = cjϕi+j , moments
βi are determined as βi = ciϕi, i, j = 1, 2, . . . . In addition, we suppose that
renewal periods distributions in server’s free or busy state are also the same
which means that H(t) = X(t) (so χ(q) = h(q)).

In this case, the relation (8) (taking into consideration replacements α(s, q)
by γ(s, q) and β(q) by κ(q)) has the form

δ(s) =
[

1
1 + dh1

− acϕ1

]{[

1 +
d(1 − h(aψ(s)))

aψ(s)

]

×
[

1 +
ϕ(s) − ϕ(s + caψ(s) + cd − cdh(aψ(s)))

ϕ(caψ(s) + cd − cdh(aψ(s))) − ϕ(s)

]}

,

where ψ(s) = 1−ϕ(s). Initial moments of the total volume can be calculated by
formulae (9), (10), where αij = γij , βi = κi, and the values γij , κi are calculated
by formulae (15), (16).

If we additionally assume that H(t) = 1 − e−rt, L(x) = 1 − e−fx, then
hi = i!/ri, ϕi = i!/f i, γ11 = 2c(d + r)/(rf2), γ21 = 6c(d + r)/(rf3), γ12 =
2c[3c(d + r)2 + 2df ]/(r2f3), κ1 = c(d + r)/(rf), κ2 = 2c

[
c(d + r)2 + df

]
/(rf)2,

κ3 = 6c
[
c2(d + r)3 + 2cd(d + r)f + df2

]
/(rf)3.
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For example, in this case, the relations for the first moments of steady-state
total volume have the form:

δ1 =
a

rf

{
d

d + r
+

c(d + r)[2rf − ca(d + r)] + acdf

f [rf − ca(d + r)]

}
.

δ2 =
d(−2ad + 2ar − 2dr + a2dr − 2r2 + a2r2)

c(d + r)3(−acd − acr + fr)
+

2(2a2cd + acdr + acr2)

f3r2

+
2(a2c2d2 + 2a2c2dr + a2c2r2)

f4r2
+

2ad2 − 2adr + 2d2r − a2d2r + 2dr2 − a2dr2

cfr(d + r)3

+
2(a2d2 − d2r2 − 2dr3 − r4)

f2r2(d + r)2
+

2(a2d2 + 2ad2r + 2adr2 + d2r2 + 2dr3 + r4)

(d + r)2(−acd − acr + fr)2
.

(17)

Formulae (17) are important not only from the theoretical point of view. As it
was discussed in [13] (p. 262–266), these characteristics are also used in approx-
imation of loss characteristics for analogous (to the mentioned above) queueing
system but with limited total volume. Assume now that we analyze single–server
queueing model with non–homogeneous customers, unreliable server and limited
(by value V ) total volume (which means that σ(t) ≤ V ). Then we introduce, for
example, characteristic called loss probability, which is usually determined by
the following relation:

Ploss = 1 −
∫ V

0

DV (V − x) dL(x), (18)

where DV (x) is the distribution function of the total customers’ volume for this
system and L(x) – distribution function of the customer’s volume. For the sys-
tems with limited memory, where service time of a customer and his volume are
dependent, it is often impossible to determine function DV (x). Then we calcu-
late estimators P ∗

loss of Ploss substituting in (18) distribution D(x) instead of
DV (x) (D(x) is analogous function for the system with unlimited total volume).
Moreover, even in the case when total volume is unlimited, we rarely obtain rela-
tion for D(x) in exact form. We usually obtain its LST and, on the base of its
properties, we can calculate its first two moments δ1, δ2 that let us approximate
convolution Φ(x) =

∫ x

0
D(V − u) dL(u) (that is present in (18)) by the function

Φ∗(x) = γ(q,cx)
Γ (q) , where q = f2

1 /(f2 − f2
1 ), c = f1/(f2 − f2

1 ), f1 = δ1 + ϕ1 and
f2 = δ2 + ϕ2 + 2δ1ϕ1. Finally, we use formula: P ∗

loss = 1 − Φ∗(V ). In Table 1,
we present numerical computations for the model with limited total volume.
Its characteristics are the same as characteristics of the model discussed at the
beginning of this section, but this time total volume is limited by V . We present
results for the following values: a = 1, c = 1, d = 0, 5, r = 1, f = 2 (then
ρ = 0, 75); a = 1, c = 1, d = 0, 25, r = 1, f = 2 (ρ = 0, 625) and a = 0, 5, c = 1,
d = 0, 1, r = 1, f = 2 (ρ = 0, 275). As we can see, loss probability also depends
strictly on the value of the parameter d which determines how often breakages
in the system appear.

Note that our approach of Ploss estimation guarantees correct determination
of buffer capacity, i.e. the determination of such V that this probability does not
exceed a given value.
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Table 1. Numerical values of Ploss for the system with limited memory and unreliable
server

V Ploss(ρ = 0,75) Ploss(ρ = 0,625) Ploss(ρ = 0,275)

1 0,7416 0,5980 0,3077

2 0,5330 0,3530 0,1042

3 0,3796 0,2077 0,0360

4 0,2690 0,1220 0,0125

5 0,1900 0,0716 0,0044

6 0,1339 0,0420 0,0015

7 0,0942 0,0246 0,0005

8 0,0662 0,0144 0,0002

9 0,0465 0,0084 0,0001

10 0,0326 0,0049 2, 4 · 10−5

8 Conclusion and Final Remarks

In the paper, we present the modified method of additional event that is
very rarely used in English scientific literature and use this method to investi-
gate single-server queueing system with non-homogeneous customers, unreliable
server and unlimited total volume. For the analyzed model, we obtain charac-
teristics of the total volume both in stationary and nonstationary mode. We
also calculate first two moments of the steady-state total volume and show loss
probability estimators calculations for the analogous model with limited mem-
ory that gives us the possibility to determine buffer space capacity of the node
of computer or communication network. Investigations show possibility of using
method of additional event in the case of complicated models. In addition, we
prove that the character of dependency between customer’s volume and his ser-
vice time has influence on characteristics of total volume and estimators of loss
characteristics.
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Abstract. In the present paper, the infinite-server queue model
MMAPk(t)|Gk|∞ in transient MMAP random environment with time
varying marked MAP arrival of k types of customers subject to catastro-
phes is considered. The transient joint probability generating functions
(PGF) of the number of different types of customers present in the model
at moment t and the number of different types of customers departing
from the system in the time interval (0, t] are found. The Laplace-Stieltjes
transform (LST) of total volume of customers being in service at moment
t is defined. The basic differential equations for joint probability gener-
ating functions of the number of busy servers and served customers for
transient and stationary random environment are obtained.

Keywords: Marked MAP · Infinite-server queue · Catastrophes ·
MMAP random environment

1 Introduction

Infinite-server (IS) queuing models are widely used for modelling and perfor-
mance evaluation in different fields such as wired and wireless computer and
telecommunication systems and networks, inventory and reliability systems, biol-
ogy and physics, banking and insurance systems. As shown by the large number
of measurements the traffic in modern systems and networks has a heteroge-
neous, non-stationary, bursty nature and is characterized by self-similarity, long
range dependence, and correlation [1]. To describe this type of traffic, finite
Markov processes and their generalizations are often used [2,3]: Markov Arrival
Process (MAP), Batch MAP (BMAP), Marked MAP (MMAP), Markov addi-
tive processes. For more details of MMAP and MAP traffic properties and their
applications see [4,9] and references therein.

The infinite-server (IS) queues M(t)|G|∞ with time varying arrival rate of
customers and general distributed service times have been considered [10,19]
and references therein.
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The IS queue model BM(t)|G|∞ with time-varying batch arrival has been
studied in [10]. By using the supplementary variable method, the Laplace trans-
forms (LT) of joint probability generating function (PGF) of queue size, busy
period, number of customers being served at moment t, and number of served
customers in time interval (0, t] are obtained. In [11], these results are generalized
for the BM(t)|G(t)|∞ model with non-homogeneous Poisson arrival of batches of
customers, when both the batch size and service time distributions might depend
on arrival time. By using probabilistic methods, they derived PGF of number
of busy servers at moment t and PGF of number of served customers in the
time interval (0, t]. The joint generating function of number of busy servers and
number of served customers for IS models BM(t)|G|∞ and BM(t)|M(t)|∞ with
time-varying batch arrivals are studied in [12] by using the conditional expecta-
tions method. For the IS models BM(t)|G|∞ and BM(t)|G|∞ with time-varying
arrivals in [13,15] the physics and main properties of the models, PGFs of queue
size, departure processes, correlation functions, stationary and transient queue
size distributions were studied. In [16] the model BM(t)|G|∞ with time-varying
arrival of batches is considered. The customers in each group may be of different
types and may have dependent service times. The PGF of the transient distri-
bution of the numbers of customers of various types present in the system, and
PGF of the corresponding departure counting process is derived. The IS models
BMAP |G|∞ and BMAP (t)|G|∞ with homogeneous and inhomogeneous batch
MAP arrival of customers are studied in [8]. The PGF of the number of busy
servers and its moments are found by using matrix analytic methods. In [17], the
basic differential equations, and their solutions for PGF of queue size and PGF of
number of served customers in the time interval (0, t] for the IS models M(t)|G|∞
and BM(t)|G|∞ with homogeneous and time-varying arrivals are derived. The
IS model MMAPk(t)|Gk|∞ with nonhomogeneous marked MAP arrival of cus-
tomers is studied in [18,19]. The basic differential equations for PGF of queue
size of different types of customers and their matrix-exponential solutions are
obtained. The infinite-server queue models G(t)|GD|∞ and BG(t)|GD|∞ hav-
ing general arrival process time-varying rate and weakly dependent service times
of customers (they established heavy-traffic limit for queue length process) are
considered in [20]. A Gaussian approximation for the queue size distribution is
found.

Infinite-server queue models with non-Markovian arrival and general service
time were considered by number of authors, for example [8,21,25] and refer-
ences therein. The model PH|G|∞ with phase type arrival is studied in [21,23].
By using the first jump method an integral equation for generating function
of queue size is found in [23]. By means of conditional expectations method a
basic differential equation for generating function of queue size for queue models
PH|G|∞ and N |G|∞ are derived in [21,22]. The model MAPk|Gk|∞ with the
structured batch arrival of k types of customers is studied in [26]. By using the
supplementary variable method and the dynamic screening method the differ-
ential equations for the characteristic function of queue length for IS models
MAP |G|∞, G|G|∞, Gk|Gk|∞ are obtained in [24,25,27,28]. The parameters of
Gaussian approximations for probability distributions of queue length are found.
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The infinite-server queue models in the random environment are studied in
[29,33] and references therein. The distribution of queue size of infinite-server
models in a semi-Markov (SM) environment has been studied in [29,30,33].

The queue M |G|∞ in a random environment with clearing mechanism is
studied in [31,32]. The environmental clearing process is modeled by an m-
state irreducible semi-Markov process. The transient and steady-state queue
length distributions are obtained by using renewal arguments. The queue models
MAPk|Gk|∞ and MMAPk|Gk|∞ in an SM environment and catastrophes are
studied in [33,34]. By using renewal arguments and the collective mark method
the basic differential and integral equations for PGFs of joint distributions of
queue size and number of served customers and their solutions are found. The
infinite-server queue MMAPk(t)|Gk|∞ with Poisson stream of catastrophes and
nonhomogeneous marked MAP arrival of customers is studied in [18]. The basic
differential equations for PGF of queue length of different types of customers are
obtained.

In many applications of queuing models such as computer and communi-
cation networks, production systems, transportation systems, and banking and
insurance systems, the customers can be characterized by a vector of request-
ing resources. The components of that vector can be deterministic or random
quantities. One component, for instance, can describe the number of servers nec-
essary to serve the customer, a second can describe the amount of time necessary
to serve the customer, and a third the volume of space necessary to serve the
customer and so on. The customers, also, can have some features necessary to
be accepted by system. Some components of resource vectors can be discrete
(e.g. number of servers, amount of parts) and others can be continuous (e.g.
space-volume to save, amount of finances, power).

Despite the importance of resource models of customers in queuing theory,
there are very few works devoted to the research of such kind of models, see
for example [33–40] and references therein. The IS queue M |G|∞ with ran-
dom volume of customers was first introduced in [35]. Different modifications
of this model were considered in [36,40]. The queue models MAPk|Gk|∞ and
MMAPk|Gk|∞ with resource vector in random environment are considered in
[33,34]. The basic differential equations for joint PGF of different types of cus-
tomers and accumulated resource vector are found by using the collective marks
method.

In this paper we consider some generalizations of results from [18,19,35]. We
study the infinite-server queue MMAPk(t)|Gk|∞ with transient marked MAP
random environment and nonhomogeneous, time varying marked MAP arrival
of customers and catastrophes. The joint PGF of number of busy servers by
different types of customers and numbers of different types of served customers
in interval of time (0, t] are studied. The LST of total volume of customers being
in service at moment t is defined. The basic differential equations for joint PGF
of queue sizes of different types of customers being served at moment t and
number of different types of customers served in interval (0, t] are found as well.
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2 Model Description

The model consists of infinite number of identical servers; the batches of types
of customers arrive according to a non-homogeneous marked Markovian arrival
process (MMAP) ξ0(t). The service of an arriving customer starts immedi-
ately. Service times of i th type customers are independent and identically dis-
tributed (i.i.d) random variables (r.v.) γi, which are not dependent on input
process, model state, and have general distribution Gi(t) = P (γi ≤ t) with
finite mean value γi. The catastrophes occurrence process is a non-homogeneous
MMAP ξc(t) as well. When catastrophes occur, all customers in the model
are destroyed (removed, flushed out) instantaneously and the model becomes
empty. Then the model continues working from the empty state. Assume that
the MMAP ξ0(t) (respectively ξc(t)) is given by an underlying Markov process
(phase process (PP)) {J0(t); t ≥ 0} ({Jc(t); t ≥ 0}) with finite set of states
E0 = {1, 2, ...,m0} (Ec = {1, 2, ...,mc}) and sequence of time varying character-
istic matrices {D00(t),D0h(t);h ∈ C0

0} ({Dc0(t),Dch(t);h ∈ C0
c }) of m0 × m0

(mc × mc) size, where C0
0 and C0

c are a finite or counting sets of nonnegative
integers (size of arriving batches), h = (h1, h2, ..., hK), h ∈ C0

0 (C0
c ).

As shown in [7,9] the superposition of finite number of MMAPs is still a
MMAP, so instead of using ξ0(t) and ξc(t) MMAPs for arrival of customers and
occurrence of catastrophes we will consider a superposition MMAP ξ(t). The
underlying PP {J(t); t ≥ 0} of superposition MMAP ξ(t) is defined on the finite
set of states E = {1, 2, ...,m},m = m0mc and sequence of time varying charac-
teristic matrices {D0(t),Dc(t),Dh(t);h ∈ C0} of m×m size, where C0 is a finite
or counting set of nonnegative integers, h = (h1, h2, ..., hK), h ∈ C0, and hr is
a number of type r customers, 1 ≤ r ≤ K in a batch. D0(t) = D00(t) ⊕ D0c(t)
is a non-singular matrix with negative diagonal and non-negative extra-diagonal
elements, the column-wise sum of which is less than or equal to zero.D0(t) man-
ages PP J(t) transitions, that are not accompanied with customer generation
or occurrence of catastrophes. Non-negative matrices Dh(t) = Dh(t) ⊕ Imc

gov-
ern the transitions of the PP J(t) with a mark h = (h1, h2, ..., hK) which are
accompanied with generation of batches of customers. A non-negative matrix
Dc(t) = Im0 ⊕ ∑

h∈C0
c
Dch(t) governs the transitions of the PP J(t) which are

accompanied with occurrence of catastrophes. Here ⊕ and ⊗ denote the Kro-
necker sum and product. Further, we assume that PP J(t) is an irreducible
Markov process with generating matrix D(t), with a set E of states, and with
distribution vector π(t) = (π1(t), π2(t), ..., πm(t)). Here D(t) is a matrix of size
m × m:

D(t) = D0(t) + Dc(t) +
∑

h∈C0

Dh(t), (D(t) �= D0(t)),

π′(t) = π(t)D(t),D(t)e = 0, π(t)e = 1,

where e is a unit column vector.
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The arrival rate of customers λ(t) and occurrence rate of catastrophes λc(t)
are defined as

λ(t) = π(t)
∞∑

n=1

n
∑

h∈C0,h1+h2+...+hK=n

Dh(t)e, λc(t) = π(t)Dc(t)e.

.
Let us define the following random vectors:
N(t) = (N1(t), N2(t), ..., NK(t)): the numbers of customers of K types of

customers in the model at moment t, were Nr(t) represents the number of r th
type of customers in the model at moment t, 1 ≤ r ≤ K.

M(t) = (M1(t),M2(t), ...,MK(t)): the numbers of customers of K types of
customers which depart from the system in time-interval (0, t] were Mr(t) rep-
resents the number of r th type of customers which depart from the system in
time-interval (0, t], 1 ≤ r ≤ K.

3 Model Analysis

Let us suppose that the model is observed during the time interval [u, t). Denote
by N(u, t) the number of customers arrived at moment u, 0 ≤ u ≤ t, and are
being served at the moment t, N(t) = N(0, t), N(0) = 0, where 0 is a vector with
0 elements. Correspondingly denote by M(u, t) the number of customers that
arrived at moment u, and have been served up to moment t, M(t) = M(0, t),
M(0) = 0.

Let Rjk(n, u, t) be the probability that from the customers arrived at moment
u, 0 ≤ u ≤ t, n = (n1, n2, ..., nK) are still in service at moment t, and PP J(u)
is in the phase j ∈ E under condition that at initial moment u = 0 the system
was empty, and PP J(u) was in phase k ∈ E,

Rjk(n, u, t) = P (NS(u, t) = n, J(u) = j|NS(0) = 0, J(0) = k).

Let Wjk(n, u, t) be the probability that from the customers arrived at
moment u, 0 ≤ u ≤ t, n = (n1, n2, ..., nK) have been served up to moment
t, and PP J(u) is in the phase j ∈ E under condition that at initial moment
u = 0 the system was empty, and PP J(u) was in phase k ∈ E,

Wjk(n, u, t) = P (M(u, t), J(u) = j|M(0) = 0, J(0) = k).

R(n, u, t), W (n, u, t) are matrices of size m × m with elements Rjk(n, u, t)
and Wjk(n, u, t) respectively. Assume also R(u, t) = (R(n, u, t),n,n ≥ 0),
R(t) = R(0, t), W(u, t) = (W (n, u, t),n ≥ 0), W(t) = W(0, t).

Let us suppose that the model is observed at fixed moment of time t. Then a
mark (batch) h = (h1, h2, ..., hK) of customers arrives during infinitesimal time
interval du, (u, u+du), u ∈ [0, t) with the rate of Dh(u) according to the MMAP
arrival process ξ(t). It is well known that for given mark h = (h1, h2, ..., hK) the
probability of nr = (0, 1, ..., hr) customers of type r still being served (have been
served) at time t is distributed binomially by
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bhr
(nr, t − u) =

(
hr

nr

)

(1 − Gr(t − u))nrGr(t − u)hr−nr , 0 ≤ nr ≤ hr. (1)

(dhr
(nr, t − u) =

(
hr

nr

)

Gr(t − u)nr (1 − Gr(t − u))hr−nr , 0 ≤ nr ≤ hr.) (2)

Conditioning upon the size of the marks arrival, the total rate of n =
(n1, n2, ..., nK) customer arrival during the time interval du which are still in
service (have been served) at time t is

Kn(u, t) =
∞∑

h=n

Dh(u)
K∏

r=1

bhr
(nr, t − u)

=
∞∑

h=n

Dh(u)
K∏

r=1

(
hr

nr

)

(Gr(t − u))nrGr(t − u)hr−nr .

(3)

Where G(t) = 1 − G(t).
(

Vn(u, t) =
∞∑

h=n

Dh(u)
K∏

r=1

dhr
(nr, t − u)

=
∞∑

h=n

Dh(u)
K∏

r=1

(
hr

nr

)

Gr(t − u)nr (Gr(t − u))hr−nr

)

The probabilities R(n, u, t), (W (n, u, t)) satisfy the following systems of differ-
ential equations

∂

∂u
R(0, u, t) = [D0(u) + K0(u, t)]R(0, u, t) + Dc(u)

∞∑

k=0

R(k, u, t),

∂

∂u
R(n, u, t) = [D0(u) + K0(u, t)]R(n, u, t) +

n∑

k �=0

R(k, u, t)Kn−k(u, t),

(4)

∂

∂u
W (0, u, t) = [D0(u) + V0(u, t)]W (0, u, t),

∂

∂u
W (n, u, t) = [D0(u) + V0(u, t)]W (n, u, t) +

n∑

k �=0

W (k, u, t)Kn−k(u, t),
(5)

with initial conditions R(0, 0, t) = 1, R(n, u, t) = 0, W(0, 0, t) = 1,
W(n, u, t) = 0.

Let us denote by Ã(z, u, t) the generating functions of A(n, u, t)

Ã(z, u, t) =
∞∑

n=0

znA(n, u, t), |z1| ≤ 1, |z2| ≤ 1, ..., |zK | ≤ 1,

where zn = zn1
1 zn2

2 ...znK

K .
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Then for R(n, u, t), and W (n, u, t), we define the corresponding PGFs

R̃(z, u, t) =
∞∑

n=0

znR(n, u, t), W̃ (z, u, t) =
∞∑

n=0

znW (n, u, t), |z1| ≤ 1, ..., |zK | ≤ 1.

(6)
The PGFs R̃(z, u, t) and W̃ (z, u, t) satisfy the following differential equations

∂

∂u
R̃(z, u, t) = [D0(u) + K̃(z, u, t)]R̃(z, u, t) + Dc(u)R̃(1, u, t), (7)

∂

∂u
W̃ (z, u, t) = [D0(u) + Ṽ (z, u, t)]W̃ (z, u, t), (8)

with initial conditions R̃(z, 0, t) = I , W̃ (z, u, t) = I .
Here

K̃(z, u, t) =
∞∑

n=0

Dn(u)
K∏

r=1

[zrGr(t − u) + Gr(t − u)]nr ,

Ṽ (z, u, t) =
∞∑

n=0

Dn(u)
K∏

r=1

[zrGr(t − u) + Gr(t − u)]nr ,

The solutions of Eqs. (7) and (8) can be presented in matrix-exponential form

R̃(z, u, t) = e
∫ u
0 [D0(x)=K̃(z,x,t)]dx +

∫ u

0

e
∫ u

x
[D0(x)+K̃(z,x,t)dx]Dc(x)R̃(1, x, t)dx.

(9)
W̃ (z, u, t) = e

∫ u
0 [D0(x)+Ṽ (z,x,t)]dx.

Where R̃(1, u, t) satisfy the differential equation

∂

∂u
R̃(1, u, t) = [D0(u) + K̃(1, u, t)]R̃(1, u, t), (10)

with initial condition R̃(1, 0, 0) = I .

R̃(1, u, t) = e
∫ u
0 D(x)dx (11)

From (7) it follows that for homogeneous model when Dn(u) = Dn, u < t,
the rates K̃(z, u, t), Ṽ (z, u, t) are independent of t, K̃(z, u) = K̃(z, t − u, t),
Ṽ (z, t) = Ṽ (z, t − u, t). Hence the solutions of Eqs. (7) and (8) can be presented
in matrix-exponential form

R̃(z, t) = e
∫ t
0 [D0+K̃(z,x)]dx +

∫ t

x

e
∫ t

x
[D0+K̃(z,x)]dxDc(x)R̃(1, x)dx, |z| ≤ 1 (12)

W̃ (z, t) = e
∫ t
0 [D0+Ṽ (z,x)]dx, |z| ≤ 1
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If we suppose that at time t = 0, there are h0 = (h01, h02, ..., h0K) initial cus-
tomers in the model then for R̃(z, t) and W̃h0(z, t) we get

R̃h0(z, t) =
K∏

r=1

[zrGr(t) + Gr(t)]hre
∫ t
0 [D0+K̃(z,u)]du, |z| ≤ 1

W̃h0(z, t) =
K∏

r=1

[zrGr(t) + Gr(t)]hre
∫ t
0 [D0+Ṽ (z,u)]du, |z| ≤ 1.

(13)

Remark 1. Let us consider the service policy when we do not distinguish
between the customers in the same mark, and they are all served together as
one customer with the service time γ = max{γ1, γ2, ..., γK} with the distribution
function G(t) and mean value γ1.

G(t) =
K∏

i=1

Gi(t).

In this case the MMAP transforms to ordinary MAP (see for example in
[27,28]) with coefficient matrices {D0,Dc, D̃1}, where D̃1 =

∑
h∈C0 Dh.

Denote by N(t) the number of arrivals of batches in (0, t] and J(t) the
PP of underlying Markov chain with generator D = D0 + Dc + D̃1

matrix. Denote by R(n, t), n ≥ 0 an m × m matrices with (j, k) th
element Rj,k(n, t) = P{NS(t) = n, J(t) = j|Ns(0) = 0, J(0) = k} as the condi-
tional probability of having n batches in service at time t and PP is in state j
when at initial moment t the model was empty and PP was in state k. These
probabilities satisfy the system of differential equations

d

dt
R(0, t) = R(0, t)[D0 + D̃1G(t)] + Dc

∞∑

k=0

R(k, t),

d

dt
R(n, t) = R(n, t)[D0 + D̃1G(t)] + R(n − 1, t)D̃1(t − G(t)), n ≥ 1.

With initial conditions R(0, 0) = 1, R(n, 0) = 0.
Let us denote the PGF of {R(n, t), n ≥ 0} by R̃(z, t). Then R̃(z, t) satisfies

the following differential equation

d

dt
R̃(z, t) = R̃(z, t)[D0 + D̃1(G(t) + z(t − G(t)))] + DcR̃(1, t), |z| ≤ 1,

with initial conditions R̃(1, 0) = I .

R̃(z, t) = e
∫ t
0 [D0+D̃1(G(x)+z(1−G(x)))]dx

+
∫ t

0

e
∫ t
0 [D0+D̃1(G(x)+z(1−G(x)))]dxDcR̃(1, u)dx.

(14)
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Remark 2. Now we consider the model MMAP |G|∞ when catastrophes occur
according to transient Poisson distribution with parameter v(t). In this case the
probabilities R(n,u,t) satisfy the differential equations

d

du
R(0, u, t) = [D0(u) + K0(u, t) − v(u)I]R(0, u, t) + v(u)

∞∑

k=0

R(k, u, t),

d

du
R(n, u, t) = [D0(u) + K0(u, t) − v(u)I]R(n, u, t) +

n∑

n �=k

R(k, u, t)Kn−k(u, t)

(15)
with initial conditions R(0, u, 0) = 1 and R(n, u, 0) = 0, where I , 1 and 0 are
identity, unite and null matrices.

Then from (15) for the PGF R̃(z, u, t) of the number of customers being in
service at moment t we derive

d

du
R̃(z, u, t) = (D0(u) + K̃(z, u, t) − v(u)I)R̃(z, u, t) + v(u)R̃(1, u, t) (16)

with initial conditions R̃(z, 0, t) = I .
Hence the solution of Eq. (16) can be presented in matrix-exponential form

R̃(z, t) = e
∫ t
0 [D0(u)+K̃(z,u,t)−v(u)I]du

+
∫ t

0

v(u)e
∫ t

u
[D0(u)+K̃(z,u,t)−v(u)I]duR̃(1, u)du, |z| ≤ 1,

(17)

where the matrix R̃(1, t) is defined by the differential equation

d

du
R̃(1, u, t) = D(u)R̃(1, u, t) (18)

and has a solution
R̃(1, u, t) = e

∫ t
u

D(x)dx.

Remark 3. Let us consider a homogeneous model MAP |G|∞ with MAP
arrival of customers and non-stationary Poisson occurrence of catastrophes with
rate v(t). Suppose that MAP is given by characteristic matrices C,D size of
m × m. Then for the PGF of this model R̃(z, t) we have

R̃(z, t) = e
∫ t
0 {C+D[G(x)=z(1−G(x))]−v(x)I}dx

(

I +
∫ t

0

v(y)e
∫ y
0 {D(1−z)(1−G(x))+v(x)Idx}dy

)

.
(19)

Thus for probabilities R(n, t) we obtain

R(u, t) = e
∫ t
0 {C+DG(x)−v(x)I}dx

(∫ t

0
DG(x)dx

)n

x!
+

∫ t

0

v(y)e[(C+D)t−∫ t
y
(D(1−G(x))+v(x)I)dx]

(∫ t

y
DGdx

)n

n!
dy.
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For the first and second moments m1(t),m2(t) of the number of busy servers we
obtain

d

dt
m1(t) = [C + D − v(t)]m1(t) + D(1 − G(t))e(C+D)t,

d

dt
m2(t) = [C + D − v(t)]m2(t) + 2D(1 − G(t))m1(t).

with the initial conditions m1(0),m2(0) = 0.

m1(t) =
∫ t

0

e
∫ t

y
[C+D−v(x)I]dxDe[C+D]y(1 − G(y))dy,

m2(t) = 2
∫ t

0

e
∫ t

y
[C+D−v(x)I]dxDm1(t)(1 − G(y))dy.

(20)

Remark 4. Now let us the model MMAPk(t)|Gk|∞ with MAP arrival of catas-
trophes. Suppose that the arrivals of customers and occurrence of catastrophes
are given by corresponding matrices {D0(t),Dh(t)} and {C2(t),D2(t)} respec-
tively. Then from (15) for the PGF of numbers of customers in the model
R̃(z, u, t) at moment t satisfies the following differential equation

d

du
R̃(z, u, t) = [D0(u) + C2(u) + K̃(z, u, t)]R̃(z, u, t) + D2(u)R̃(1, u, t) (21)

with initial conditions R̃(z, 0, t) = I , ˜R(z, 0, t) = I .
The solution of Eq. (21) can be presented in matrix-exponential form

R̃(z, u, t) = e
∫ u
0 [D0(x)+K̃(z,x,t)+C2(x)]dx

+
∫ u

0

e
∫ u

y
[D0(x)+K̃(z,x,t)+C2(x)]dxD2(y)R̃(1, y, t)dy.

(22)

From (22), the PGFs of the model BMAPk|Gk|∞ without catastrophes (see
in [13]) and the model M |M |∞ with catastrophes (see in [15]) can be derived
as particular cases.

R̃(z, t) = e
∫ t
0 [D0+K̃(z,x)+C2(x)]dx +

∫ t

0

e
∫ t

y
[D0+K̃(z,x)+C2(x)]dxD2(y)R̃(1, y)dy.

(23)

Remark 5. In this part we apply the model of a queue with random volume
of customers [35] to the infinite-server queue MMAPk|Gk|∞ queue. Afterward
we will use the definitions and notations of [35]. Let’s suppose that demands of
r type customers are characterized with random volume ζr and service time ξr,
which are i.i.d. and mutually independent r.v.s. Let us also denote:

Fr(x, t) = P (ζr < z, ξr < t) is the joint distribution function of the demand
volume and service time;

Lr(x) = Fr(x,∞) is the demand volume distribution function;
Gr(t) = Fr(∞, t) is the demand service time distribution function;
σ(t) is the total volume of the demand being in service at moment t;
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D(x, t) is the distribution function of σ(t);
δ(s, t) is the be the LST of D(x, t) for the model without catastrophes;
δv(s, t) is the be the LST of D(x, t) for the model with catastrophes;

δ(s, t) =
∫ ∞

0

e−sxdD(x, t),

δ(s, q) =
∫ ∞

0

∫ ∞

0

e−(sx+qt)dD(x, t),

α(sr, qr, t) =
∫ ∞

0

∫ t

0

e−(srx+qru)dFr(x, u),

α(sr, qr,∞) is the LST of Fr(x, u).
Then for LST of total volume distribution δ(s, q) of the model MMAP |G|∞

by means of results in [40] Theorem 1 we derive

δ̃(s, t) = exp{
∫ t

0

ε̃(s, u, t)du},

ε̃(s, u, t) =
∞∑

n=0

Dn

K∏

r=1

γnr (sr, u, t),
(24)

γ(sr, u, t) = Gr(u) + Gr(u)χ(sr, t) = Gr(u) +
Gr(u)
βr1(t)

∂

∂qr
α(sr, qr, t)

∣
∣
∣
qr=0

,

χ(sr, t) =
1

β1r(t)

∫ ∞

0

∫ t

0

e−(srx+qru)udFr(x, u) =
1

β1r

∂

∂qr
α(sr, qr, t)

∣
∣
∣
qr=0

,

β1r(t) =
∫ t

0

udFr(∞, u) =
∫ t

0

βr(u).

For the model BMAP |G|∞ with the Poisson stream of catastrophes with
the rate v(t) and characteristic arrival matrices {Dn, n ≥ 0} of customers the
LST and LT of the total volume at the moment t is given by

ε̃(s, u, t) = D0 +
∞∑

n=1

Dn

[

Gr(u) +
Gr(u)
βr1(t)

∂

∂qr
α(sr, qr, t)

∣
∣
∣
qr=0

]n

= D0 + D̂

[

G(u) +
G(u)
β1(t)

∂

∂q
α(s, q, t)

∣
∣
∣
q=0

]

,

˜̃
δ(s, q) =

∫ ∞

0

e
−qIt+

∫ t
0 {D0+D̂

[
G(u)+

1−G(u)
β1(t)

∂
∂q α(s,q,t)

∣
∣

q=0

]
}du

dt, (25)

δ̃v(s, t) = e
∫ t
0 {D0+D̂

[
G(u)+

G(u)
β1(t)

∂
∂q α(s,q,t)

∣
∣

q=0

]
−v(u)I}du

+
∫ t

0

v(u)e
∫ t
0 {D0+D̂

[
G(x)+

G(x)
β1(t)

∂
∂q α(s,q,t)

∣
∣
q=0

]
−v(x)I}dx

du.
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In case of v(t) = v for LST and LT of the total volume and its mean value of
the model with catastrophes we derive

˜̃
δv(s, q) =

(

1 +
v

q

)
˜̃
δ(s, q + v),

δ̃v(s) = v
˜̃
δ(s, v).

(26)

4 Conclusion

In this paper, we considered the time inhomogeneous infinite-server queue model
MMAPk(t)|Gk|∞ with marked MAP arrival of customers and catastrophes. We
suppose that each customer is characterized by the random amount of service
time and random volume. By using MMAP thinning method, the transient joint
PGFs of queue length of different types of customers present in the model at
moment t and the number of different types of customers departing from the
system in time interval (0, t] are found. The basic differential equations for cor-
responding PGFs for transient and stationary models are obtained. The LST of
total volume of customers and its mean value for the models with time varying
MMAP and Poisson stream of catastrophes are obtained.

The obtained results may be applied for performance evaluation, as well
as designing the optimal strategies for managing resources of a wide class of
systems and networks, whereas the model MMAPk(t)|Gk|∞ may be used as a
mathematical model of their subsystems.
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Abstract. Cloud service providers (CSP) provide on-demand cloud
computing services, reduces the cost of setting-up and scaling-up IT
infrastructure and services, and stimulates shorter establishment times
for start-ups that offer or use cloud-based services. Task reneging or
dropping sometimes occur when a task waits in the queue longer than its
timeout or execution deadline, or it is compromised and must be dropped
from the queue or as an active queue management strategy to avoid tail
dropping of tasks when the queues are full. Reneged or dropped tasks
could be resubmitted provided they were not dropped due to security
reasons. In this paper, we present a simple M/M/c/N queueing model
of a cloud computing physical machine, where the interarrival times and
the services times are exponentially distributed, with N buffer size and c
virtual machines running in parallel. We present numerical examples to
illustrate the effect of task reneging and task resubmission on the queue-
ing delay, probability of task rejection, and the probability of immediate
service.

Keywords: Transient-state · Steady-state · Performance evaluations ·
Cloud computing · Physical machines · Tasks reneging or dropping ·
Tasks resubmission or feedback

1 Introduction

Cloud service providers (CSP) provide on-demand cloud computing services such
as software, platform and infrastructure to their customers. It enables the users
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to access these services anywhere, at any time and based on their needs with-
out being concerned about the cost and time of setting up and running their
infrastructure from scratch. Therefore, cloud computing has stimulated shorter
establishment times for start-ups that offer or use cloud-based services and the
creation of scalable enterprise applications [1]. Performance evaluations of cloud
computing systems have been studied using queueing theory in [6,9–13]. The
use of analytical modelling methods offer faster and less expensive performance
evaluation tools when compared to testbed experiments and discrete event simu-
lation, which are time-consuming and expensive [14]. The results obtained using
analytical modelling may be an approximation of the relative trends of the
performance parameters but can be used to derive high-level insight into the
behaviour of the system [2]. The evaluation of cloud computing systems may
require the prediction and estimation of the cost-benefit of a strategy and the
corresponding acceptable quality of service (QoS) which may not be feasible by
simulation or measurements [3].

Task reneging or dropping sometimes occur when a task waits in the queue
longer than its timeout or execution deadline, or it is compromised and must be
dropped from the queue or as an active queue management strategy to avoid tail
dropping of tasks when the queues are full. Reneged or dropped tasks could be
resubmitted provided they were not dropped due to security reasons. Dropping
of tasks from the queue is called task reneging [15] while the resubmission of
the dropped task is called feedback [16]. The authors in [4,5,17,18] studied task
reneging in the context of cloud computing but their studies were limited to
steady-state Markovian modelling without resubmission.

In this paper, we present a simple M/M/c/N queueing model of a cloud pro-
cessing physical machine, where the interarrival times and the services times are
exponentially distributed, with N buffer size and c virtual machines running in
parallel. We present numerical examples to illustrate the effect of reneging and
feedback on the queueing delay, probability of task rejection, and the probabil-
ity of immediate service. The rest of the paper is arranged as follows: model
description is presented in Sect. 2, performance modelling is presented in Sect. 3,
some numerical examples are presented in Sect. 4 and conclusion in Sect. 5.

2 Model Description

The tasks submitted to a cloud computing infrastructure may be queued up in
the load balancer and then scheduled to any of the available physical machines,
provided the rate of arrival of tasks is far greater than the scheduling rate [7].
The load balancing mechanism detects the physical machines that are overloaded
and those that are underutilised and strive to balance the load among them [7].
However, the evaluation of the load balancer is out of the scope of this paper. In
the physical machines, the tasks can then be scheduled into any available VMs
for processing. Because some of the tasks may be time-constrained or likely to
fail or maybe have been compromised, it will renege or dropped from the queue
or moved to another queue (jockeying) [8] depending on the queue management
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strategy implemented. Figure 1 shows a general cloud computing model where
users can submit tasks over the internet to a cloud computing data centre infras-
tructure, which consists of the load balancer and physical machines which are
hosting virtual machines.

The use of effective tasks scheduling policies ensures that the potential of
cloud computing is fully harnessed and exploited to meet the QoS requirements
of cloud computing services. The authors in [20] presented a review of cloud com-
puting scheduling methods which are categorised into QoS-based task scheduling,
ant Colony optimisation Algorithm-based scheduling, particle swarm optimisa-
tion (PSO)-based task scheduling, Multiprocessor-based scheduling, Fuzzy-based
scheduling, Clustering-based, task scheduling, Deadline-constrained scheduling,
Cost-based, scheduling and other scheduling-based approaches. Scheduling algo-
rithms which use techniques such as round-robin, allocation, a probabilistic allo-
cation that seek to minimise the average response time, Random Neural Network
(RNN) based allocation scheme that uses reinforcement learning and on-line
greedy adaptive algorithm were presented in [22]. A discrete symbiotic organism
search (DSOS) scheduling algorithm was proposed in [21] for optimal scheduling
of tasks in cloud data centres.

Suppose that the tasks scheduled to a given physical machine are arriving
with an arrival rate of λ as shown in Fig. 2. If the rate of arrival of tasks is greater
than the rate at which they are processed, then those that arrive and when all
the virtual machines (VMs), {V M1, V M2, V M3, · · · , V Mc} that are running in
parallel are busy, will have to wait and then later scheduled for execution. The
processing server or physical machine is modelled as an M/M/c/N, where c is
the number of VMs and N is the maximum number of tasks or the buffer size.
It is assumed that all the VMs have the same processing rate, μ.

The model proposed in the paper are based on the following assumptions:

1. The arrival process of tasks into the task buffers in the processing servers
follows a Poisson process with parameter λ.

2. The system has a single queue and finitely many numbers of VMs. The pro-
cessing times of each VM are exponentially distributed with parameter μ.

The mean processing rate of tasks is: μn = { nμ, 0 ≤ n < c
cμ c ≤ n ≤ N

3. The queue discipline is FCFS.
4. The capacity of the system is finite (say, N).
5. The reneging times or the times at which the tasks are dropped from the

queue are exponentially distributed with parameter ξ.
6. When a task reneges or is dropped from the queue, it can be resubmitted with

a probability p otherwise, with a probability q = 1 − p it is not resubmitted.
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3 Performance Evaluation Modelling: Steady-State
and Transient-State Solutions

Defining the following probabilities:
P0(t) is the probability that at time t there is no task in the system.
Pn(t) is the probability that at time t there are 1 ≤ n ≤ N tasks in the

system.

Fig. 1. Cloud computing model

Fig. 2. Queueing model of a cloud computing physical machine
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The difference-differential equations of the queuing model are:

dP0(t)
dt

= −λP0(t) + qμP1(t), n = 0 (1)

dPn(t)
dt

= −(λ + nqμ)Pn(t) + λPn−1(t) + (n + 1)qμPn+1(t), 1 ≤ n < c (2)

dPn(t)
dt

= −(λ + cqμ)Pn(t) + λPn−1(t) + (cqμ + ξ)Pn+1(t), n = c (3)

dPn(t)
dt

= −[λ + cqμ + (n − c)ξ]Pn(t) + λPn−1(t) (4)

+ [cqμ + (n + 1 − c)ξ]Pn+1(t), c + 1 ≤ n < N

dPN (t)
dt

= − [cqμ + (N − c)ξ]PN (t) + λPN−1(t), n = N (5)

In steady-state, when limt→∞ P0(t) = P0, limt→∞ pn(t) = pn, limt→∞ pN (t) =
pN , Eqs. (1)–(5) becomes:

0 = −λP0 + qμP1, n = 0 (6)
0 = −(λ + nqμ)Pn + λPn−1 + (n + 1)qμPn+1, 1 ≤ n < c (7)
0 = −(λ + cqμ)Pn + λPn−1 + (cqμ + ξ)Pn+1, n = c (8)
0 = −[λ + cqμ + (n − c)ξ]Pn + λPn−1 + [cqμ + (n + 1 − c)ξ]Pn+1, c + 1 ≤ n < N

(9)
0 = −[cqμ + (N − c)ξ]PN + λPN−1, n = N (10)

The above (N + 1) linear equations in the unknown probabilities P0, P1...PN are
solved as follows:

Solving (6) and (7), we get

Pn =
1
n!

( λ

qμ

)n

P0, 0 ≤ n ≤ c (11)

Now, from Eqs. (8)–(10) and using relation (11), we get

Pn =
1
c!

( λ

qμ

)c λ(n−c)

∏N
m=c+1[cμq + (m − c)ξ]

P0, c + 1 ≤ n ≤ N (12)

Thus, Pn can be written as:

Pn =

{
1
n!

(
λ
qμ

)n

P0 0 ≤ n ≤ c

1
c!

(
λ
qμ

)c
λ(n−c)

∏N
m=c+1[cμq+(m−c)ξ]

P0 c + 1 ≤ n ≤ N
(13)

Where P0 can be obtained using normalization equation, ΣN
n=0Pn = 1.

We use a numerical method (Runge-Kutta method of fourth order) to obtain
transient solution of the model. The “ode45” function of MATLAB software is
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used to compute the transient numerical results. The mean number of tasks
waiting in the queue, Lq(t) and the mean waiting time Wq(t) respectively are
given by [24]:

Lq(t) =
N∑

n=c

(n − c)Pn(t) (14)

Wq(t) =
Lq(t)

cμ[1 − ∑c
n=0 Pn(t)]

The transient state probabilities, including the probability that the queue is
empty and the probability that the buffer is full can be obtained by solving set
of equations in (5) numerically. If the queue is empty, incoming tasks will be
processed immediately, it provides good quality of service (QoS) to the users
but it is not profitable for the CSPs. If the buffer is full, then incoming tasks
will be rejected, which results in poor QoS.

4 Numerical Examples

In this section we present numerical examples to illustrate the effect of reneging
and feedback on the queueing delay, probability of task rejection, and probabil-
ity of immediate service. We use a numerical method (Runge-Kutta method of
fourth order) to obtain transient solution of the model. The “ode45” function of
MATLAB software is used to compute the transient numerical results.

Figures 3 and 4 shows the variation of the state probabilities with time. Gen-
erally, the state probabilities increase sharply and then attains steady state.
P0(t) is the probability that the queue is empty at the time, t, such that any
packet that arrives is immediately scheduled into the VM for processing while
P10(t) is the probability that there are 10 tasks in the queue. The values of the
parameters are taken as: λ = 12, μ = 5, q = 0.9, ξ = 0.4, c = 3.

Figure 5 shows the transient behaviour of the mean number of tasks in the
queue with time. The mean queue size increases with time for a constant arrival
rate and then attains a steady state after a long time. It can be observed that
when tasks that are dropped from the queue are resubmitted, the queue size is
relatively larger. Similar behaviour can be observed in Fig. 5 and 6, which shows
the transient behaviour of the mean delay and the probability of task dropping
when the buffer is full. It can also be observed that when the tasks that are
dropped from the queue are resubmitted, the probability of task dropping or
tail dropping of packets when the buffers are full is relatively higher. The values
of parameters for used are: λ = 85, μ = 30, q = 0.85, ξ = 0.4, c = 3, N = 50 and
the initial condition is P7(0) = 1.
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Fig. 3. Probabilities vs time
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Fig. 4. Probabilities vs time

Figure 7 shows the effect of the average arrival rate of tasks on mean queueing
delay. The mean delay increases as the rate of arrival of tasks increases slowly,
and after a certain value of the arrival rate, a small increase in the arrival rate of
tasks will result in a corresponding fast increase in the delay. A similar behaviour
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Fig. 5. Comparison of average delay in queue vs time
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Fig. 6. Comparison of probability of task blocking vs time
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of the probability of task blocking can be seen in Fig. 8. The values of parameters
are: μ = 30, q = 0.85, ξ = 0.3, c = 3, N = 50 at t = 3. Initial condition is
P7(0) = 1.
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Fig. 7. Effect of average arrival rate on average delay in queue

Figure 9 shows the variation of the mean queueing delay with the probability
of feedback. As the probability that tasks that are dropped from the queue are
resubmitted increases, the higher the delay. Figure 10 shows that variation of the
reneging rate with the mean queueing delay. Resubmission of tasks that reneged
from the queue or a task that was rejected is very important to ensure QoS of
some users; other users may have to wait longer in the queue. The values of
parameters used are: λ = 78, μ = 30, ξ = 0.3, c = 3, N = 50 at t = 3. Initial
condition is P7(0) = 1 and λ = 88, μ = 30, q = 0.8, c = 3, N = 50 at t = 3. Initial
condition is P7(0) = 1 respectively.

Figure 11 shows that increasing the number of VMs will significantly decrease
the queueing delays. In other to reduce energy consumption in cloud data cen-
tres, but the drawback of such a strategy is an increase in the queueing delay.
Similar behaviour can be seen in Fig. 12, where increasing the number of VM
also decreases the probability of task blocking. Therefore, increasing the number
of VMs will improve the QoS but increases the energy consumption and hence
the costs on the CSP. Other QoS and energy optimization methods such as task
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Fig. 12. Effect of number of servers on probability of task blocking

migration can be considered by are out of the scope of this work. The values of
parameters used are: λ = 14, μ = 15, q = 0.8, ξ = 0.1, N = 20. Initial condition
is P7(0) = 1.

5 Conclusion

We have presented a simple M/M/c/N queueing model of a cloud processing
in which tasks could be dropped from the queue, the dropped tasks can be
resubmitted for possible processing and if the buffer where the tasks are stored
is full, subsequent tasks will be rejected. We have presented numerical examples
to illustrate its utility by considering the effects of reneging and feedback on the
queueing delay, probability of task rejection, and the probability of immediate
service. We intend to extend this study to the evaluation of a cloud infrastructure
with load balancing, where tasks are the first queue up and then scheduled into
the various processing server and reneging and feedback will be considered both
at the load balancer and the processing servers.
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