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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

Τhe HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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HCI International 2021

The 23rd International Conference on Human-Computer Interaction, HCI International
2021 (HCII 2021), will be held jointly with the affiliated conferences in
Washington DC, USA, at the Washington Hilton Hotel, July 24–29, 2021. It will
cover a broad spectrum of themes related to Human-Computer Interaction (HCI),
including theoretical issues, methods, tools, processes, and case studies in HCI design,
as well as novel interaction techniques, interfaces, and applications. The proceedings
will be published by Springer. More information will be available on the conference
website: http://2021.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
Email: general_chair@hcii2021.org
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Abstract. In intelligent autonomous mobility, drivers become passen-
gers tailoring their journey to individual needs. With no human driver
on board, the question arises how the exchange of information between
passenger and vehicle is appropriately designed as regards the booking
process, recognition and welcoming, in-vehicle interaction, etc. To this,
detailed knowledge about user requirements for communication technolo-
gies and services is needed, which were therefore investigated in this study.
A two-step research approach was chosen, including qualitative and quan-
titative methods. Results showed generally positive attitudes towards
autonomous mobility and a high willingness to ride in a self-driving car.
Perceived advantages appeared to compensate for potential disadvantages
in this context. With regard to communication services in on-demand
shuttles, technologies already known from other application fields were
commonly preferred. Online services, particularly smartphone and web-
site, were selected for booking. The use of monitoring technologies to pre-
vent crime, vandalism, and health emergencies was overall accepted, indi-
cating an increased need for security among future user groups, which
has to be taken into account in the technical development of autonomous
mobility services. Findings of this study are of interest to both, science
(experts in mobility and acceptance research) and industry (development
and design of vehicle to passenger communication).

Keywords: Autonomous driving · Mobility service · In-vehicle
communication · Technology acceptance · User diversity

1 Introduction

Intelligent autonomous mobility services are an integral part of innovative mobil-
ity concepts for the optimization and transformation of the transport sector in
terms of road safety and transport efficiency [15,17]. Modern vehicle assistance
systems are already contributing to reduce the driver’s workload by automati-
cally steering, accelerating, and braking in specific traffic situations (e.g., on the
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motorway or for parking). The vision of technology development for the vehicle is
to completely take over driving tasks, supported by intelligent information and
communication technologies (ICT) for the exchange of relevant data between
vehicles and traffic surroundings (e.g., passengers and road infrastructure), also
referred to as Vehicle2X-technology [10]. These advances in mobility contribute
to the early detection and effective prevention of road hazards along with the
stabilization of traffic flows, but also to more flexibility in personal mobility
behavior as, for example, the travel time can be used for other activities, such as
rest, work, or even meetings. Following this idea, autonomous on-demand shuttle
services (cf. [19]) could not only reduce the overall volume of traffic, but also,
if vehicles were electrified, reduce particulate emissions and thus, foster climate
protection strategies.

Yet, there are uncertainties that future users may feel about autonomous
driving, which can be explained by lacking experience and knowledge, as the tech-
nology is still in development, but also by an intuitive, deep-seated fear of inno-
vation [11]. To better understand public perceptions, previous studies focused on
research issues related to trust, privacy, and data security [2,3]. Special regard
was given to the influence of user diversity on the evaluation of autonomous
mobility, such age [13] and gender [9]. Further research efforts targeted the iden-
tification of user requirements [6,25] and predictors for the behavioral intention
to use self-driving cars [18] to be considered in the technical development from
an early stage for increased acceptance.

In addition, several studies addressed acceptance-related design issues, such
as the shape of the automated vehicle [23], interfaces (e.g., auditory) [1,26],
and in-vehicle displays [4,14]. To this, Kyriakidis et al. [12] highlighted the
need to address the interaction between the autonomous vehicle and humans,
to which the present study contributes by integrating both user-centred and
technology-related issues in one research approach. Our research was directed at
the user-centered evaluation of an on-demand mobility service (i.e. not limited
to fixed timetables and stops) with autonomous electrified vehicles capable of
carrying up to 15 passengers who could decide on pick-up times and locations,
destinations, route maps, and vehicle equipment. To this, existing research find-
ings already provided insights into preferred booking options, the willingness to
pay for service offers, and the general readiness to use, which was impacted by
user diversity (particularly gender) [20]. To better understand individual user
demands, further clarification is needed on how passengers prefer to communi-
cate and interact with the driverless shuttle before and during the journey, which
was therefore investigated in this study.

2 Method

The study aim was to examine a) attitudes towards intelligent autonomous
mobility services with special regard given to b) user requirements for inte-
grated communication technologies and services, including the booking system,
but also solutions for in-vehicle interaction, passenger identification, and check-
in. To this, a multi-method approach was chosen. Based on qualitative data
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from preceding interviews with N = 54 participants, a quantitative study using
an online questionnaire was developed.

The survey was conducted in Germany. Participants were acquired by stu-
dents in an university seminar on acceptance research (e.g., in their social com-
munity and network). Participation in the study was voluntary and without
gratification.

2.1 Questionnaire Design

The questionnaire addressed user factors, attitudes towards intelligent auto-
nomous mobility, and the scenario-based evaluation of integrated communication
technologies and services in on-demand shuttles. 6-point Likert scales were used
with min = 0 full disagreement/not important and max = 5 full agreement/very
important. Scale responses were voluntary (no forced-choice). Cronbach’s Alpha
(α) was used to measure the scales’ consistency with α > .7 interpreted as good
reliability [5].

First, data on socio-demography (age, gender, education, monthly net house-
hold income) and attitudes towards technology according to Neyer et al. [16]
(α = .861) were collected. Besides, self-reports on trust and control disposi-
tions towards the use of technology were requested (5 items, e.g., You can never
trust machines to one hundred percent, I feel uncomfortable handing over con-
trol to a technical device, α = .685). Media usage was evaluated with regard to
entertainment and communication technologies, such as smartphone and radio.
The participants were also asked about their mobility behavior concerning the
possession of a driving license, car ownership, car dependency, perceived joy of
driving (5 items, e.g., I have fun, Driving is stressing me out, α = .745), and
previous experience with driver assistance systems, such as parking assistant and
adaptive cruise control. Besides, the state of knowledge regarding autonomous
driving was assessed (7 items, e.g., I would describe myself as well informed about
autonomous vehicles, α = .886).

Fig. 1. Excerpt from the scenario description of an on-demand autonomous mobility
service (translated from German).
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Subsequently, the potential of intelligent autonomous mobility was intro-
duced in an informative and concise text description. The participants were
asked about their attitudes towards self-driving cars in general. To this, 10 items
(α = .885) were provided for evaluation, such as I am generally positive about
autonomous vehicles, I would like to ride in a self-driving car, Human drivers
remain more reliable than autonomous vehicles. For deeper insights, scenario-
based sections followed regarding the use of integrated communication services
in on-demand shuttles (see Fig. 1), including booking options (e.g., smartphone
app, information desk), passenger to vehicle communication (e.g., voice control,
hand gestures), but also the acceptance of communication technologies in vehicle
interiors (e.g., microphones and cameras for monitoring).

2.2 Participants

Overall, 959 participants took part in the study. Thereof, 66 participants were
excluded due to incomplete data sets or speeding, remaining a total N of 893.
The participants’ age ranged between 15 and 86 years (M = 34.22, SD = 15.93).
The sample consisted of more men (54.1%) than women (45.9%) and was well
educated according to 52.8% high school and 33.2% university graduates. The
monthly net household income was less than 3000AC for 58.9% of the participants.

The majority hold a driving license (91.9%), owned a car (62.4%), was car
dependent (50.3%), and experienced in using driver assistance systems (59.9%).
Overall, personal feelings when driving were described as positive (M = 3.04,
SD = 1), indicating rather joy than concerns. The participants’ knowledge of
autonomous driving was low (M = 2.03, SD = 1.22).

As regards the use of technology, the average commitment was rather high
(M = 3.4, SD = 0.84). Trust and control dispositions were more restrained
(M = 2.87, SD = 0.93). The majority of participants indicated a daily use of
smartphone (94.6%) and computer (67.6%), a regular but less frequently use of
TV (61.6%) and radio (61.6%), but only a rarely tablet use (56.2%).

3 Results

Descriptive and inferential statistics were used for data analysis. The level of
significance (α) was set at 5%.

The results are structured as follows: First, user diverse attitudes towards
intelligent autonomous mobility are outlined. Then, general user requirements for
communication technologies and services in on-demand shuttles are presented.

3.1 Users’ Attitudes Towards Intelligent Autonomous Mobility

On average, the participants showed slightly positive attitudes towards intelli-
gent autonomous mobility (M = 2.73, SD = 1.07). Figure 2 shows the evaluation
of items in detail. Above all, the participants shared a high willingness to ride in
a self-driving car (M = 3.53, SD = 1.57). Besides, they indicated to be confident
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about lower accident rates (M = 3.02, SD = 1.43) and generally positive towards
autonomous vehicles (M = 2.95, SD = 1.46). It was found that advantages out-
weigh potential disadvantages of autonomous driving (M = 2.74, SD = 1.47)
and that on-board activities (other than driving) may be pursued (M = 2.79,
SD = 1.63). However, the participants also stated that human drivers were per-
ceived more reliable than cars (M = 2.83, SD = 1.44), whereas they rejected
that emergencies are solved quicker by humans (M = 2.29, SD = 1.51) and
also, that human drivers provide a feeling of safety (M = 1.91, SD = 1.43).
Statements on changes in the personal driving ability (M = 2.57, SD = 1.7)
and the market launch of autonomous vehicles (M = 2.68, SD = 1.64) were
only slightly agreed.

Fig. 2. Attitudes towards autonomous mobility (average agreement and standard
errors; min = 0, max = 5).

Correlation analyses revealed that attitudes towards autonomous mobility
were significantly related to user factors (see Table 1), in particular, the trust
and control disposition (r = .595, p < .001) and knowledge of autonomous
driving (r = .538, p < .001), indicating that participants who were generally
trustful towards the use of technology and those who were well informed about
autonomous driving showed a more positive attitude. Besides, there were sig-
nificant relationships as regards technology commitment (r = .489, p < .001),
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gender (r = .401, p < .001), and experience (r = .339, p < .001), indicating
that attitudes towards autonomous mobility were more positive with technology-
aware users, men, and those who already used driver assistance systems. The
participants’ joy of driving (r = .186, p < .001), education (r = .178, p < .001),
and media usage (r = .076, p < .05) correlated only weakly with the attitude
towards autonomous mobility. Age (r = .001, p = .977, n.s.) and monthly net
household income (r = .011, p = .746, n.s.) did not show a correlation, hence,
younger and older participants as well as participants who were more or less
wealthy shared a similar response behavior in this context.

A multiple regression model with trust and control disposition, knowledge
of autonomous driving, technology commitment, gender, experience with driver
assistance systems, and education as independent variables and the attitude
towards autonomous mobility as dependent variable was significant (F (761) =
138.775, p < .001) accounting for 52.1% of the variance (R2

adj. = .521, p < .001,
RMSE = .747).

Table 1. Spearman-Rho correlation coefficients for user factors and attitudes towards
autonomous mobility (* corresponds to p < .05, ** corresponds to p < .001).

User factors Attitudes towards autonomous mobility

Trust and control disposition .595**

Knowledge of autonomous driving .538**

Technology commitment .489**

Gender .401**

Driver assistance experience .339**

Joy of driving .186**

Education .178**

Media usage .076*

Net household income .011, n.s.

Age .001, n.s.

3.2 User Requirements for Communication Technologies
and Services

In addition to the attitude towards and willingness to use intelligent autonomous
mobility, further research focused on user requirements for the communication
with the vehicle as regards the booking system, applications for passenger to
vehicle communication, and in-vehicle monitoring, which are presented in detail
below.

Concerning the importance of booking systems, the use of a smartphone
app was clearly preferred (M = 4.16, SD = 1.32), followed by website (M =
3.88, SD = 1.42), phone call (M = 3.44, SD = 1.59), and ticket machine at
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central locations (M = 2.76, SD = 1.65). The use of information desks to book
a journey in the autonomous shuttle was rather rejected (M = 2.35, SD = 1.7).

As regards the passenger to vehicle communication, touchscreens (M =
3.42, SD = 1.58) and control buttons (familiar to the user from conventional
cars, for example) (M = 3.42, SD = 1.47) were considered more important com-
pared to smartphone app (M = 3.35, SD = 1.66) and voice control (M = 2.79,
SD = 1.67) which received still high but less agreements in this context. Tex-
tiles as communication and input facility (M = 1.63, SD = 1.51), for example
via wiping movements on the vehicle seat, as well as hand gestures (M = 1.48,
SD = 1.44) were rejected.

Fig. 3. Evaluation of services for passenger to vehicle communication (average agree-
ment and standard errors; min = 0, max = 5).

In addition, the participants indicated demands on the exchange of informa-
tion with the vehicle while driving (see Fig. 3). In particular, this concerned the
request to keep track of the current position during the whole journey (M = 4.06,
SD = 1.12) and the need for preliminary information regarding further passen-
gers on board (M = 4.06, SD = 1.22). Besides, users would like to be ask about
any route changes (M = 3.54, SD = 1.51). In comparison, it was not important
to the participants that the vehicle welcomes them personally before the journey
(M = 1.26, SD = 1.53).

Besides, integrated services for in-vehicle monitoring were evaluated (see
Fig. 4). In general, cameras for monitoring crime and vandalism (M = 3.16,
SD = 1.63) were preferred, followed by cameras (M = 2.94; SD = 1.67) and
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microphones (M = 2.94, SD = 1.69) for monitoring health emergencies. Besides,
microphones were also accepted for monitoring crime and vandalism (M = 2.91,
SD = 1.73) next to voice control (M = 2.78, SD = 1.71). The use of cameras
to control hand gestures was rejected (M = 1.65, SD = 1.58).

Fig. 4. Evaluation of services for in-vehicle monitoring (average agreement and stan-
dard errors; min = 0, max = 5).

4 Discussion

The following section provides a discussion of the results obtained in this study,
including limitations of the research design and implications for future works in
this context.

4.1 Interpreting Results

This study’s outcome revealed user diverse expectations of autonomous mobil-
ity and provided insights into requirements for proper communication between
driverless vehicles and passengers, but also perceived barriers to use.

To begin with the attitude towards autonomous mobility, evaluations, as in
previous studies [18], were generally positive, but revealed conflicting positions
in detail. The participants indicated to be curious about the innovative vehi-
cle technology and to feel safe with no human driver on board. Hence, it was
not surprising that they shared a high willingness to ride in a self-driving car.
However, it also became apparent that they did not yet fully trust autonomous
mobility services, as human drivers were expected to be more reliable. The role
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of trust in this context was also reflected when considering the influence of
user diversity, as a positive correlation between technology trust and attitude
towards autonomous mobility was indicated. These findings are in line with pre-
vious results that have already identified and described trust as an acceptance-
relevant factor within various research settings concerning both automation in
general and autonomous driving in specific (see for example, [3,7,8,21,22,24]).
To better understand the nature of trust, there is a strong need for further use
case related research addressing predictors that may cause (dis)trust when it
comes to the decision to accept or reject the use of on-demand shuttles as pre-
sented in this study with special focus given to (lacking) use experience, users’
fear of innovation, but also the evolutionary perspective of loss of control by the
artificial intelligence, especially because the control of vehicles is well learned
and the car is socially and emotionally of special importance.

Concerning further user factors related to the participants’ attitude, in par-
ticular the understanding of autonomous driving (next to trust and control
related issues as already discussed above) seemed to improve the expectations of
autonomous mobility, though the sample’s overall knowledge in this context was
rather limited. Similarly, a positive influence of technical knowledge on the per-
ception and acceptance of self-driving cars was shown in [13]. Hence, educational
concepts both in and outside school coordinated with advanced information and
communication concepts could contribute to deeper knowledge about automa-
tion technology not only in mobility contexts. In addition, more transparency in
the development process with regard to the market launch is highly advisable in
order to positively influence public perceptions.

Zooming into the use evaluation of integrated communication services in
autonomous on-demand shuttles, technologies already known from other applica-
tion fields, also frequently used in everyday life, were commonly preferred across
the sample. Although these findings are not particularly surprising, they still sup-
port the implementation of well-established technologies and can be used as basis
for corresponding recommendations in the technical development. In detail, online
services, such as smartphone app and website, were selected for booking, while
particularly touchscreens and control buttons familiar to the user were considered
important for passenger to vehicle communication. In contrast, textile communi-
cation technologies and analog hand gestures were overall rejected, possibly due
to lacking familiarity or a as missing perceived counterpart to whom gestures are
directed (“Who should I wave to?”). With regard to information the passenger
expected from the vehicle, particularly updates about the current position and
the transport of additional passengers were highlighted, indicating strong control
needs during the whole journey as regards autonomous shuttles. In this respect,
further findings are of great interest, addressing sensitive aspects of data security,
data sharing, and privacy to find out more about user-specific requirements in this
context. Regarding in-vehicle monitoring systems, the use of technologies to pre-
vent crime, vandalism, and health emergencies was generally accepted, indicating
increased demands for security among future user groups, which has to be taken
into account in the technical development of autonomous mobility services.
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4.2 Limitations and Future Research

Limitations of the research design will be critically reflected upon in the follow-
ing, with an outlook on follow-up studies.

First, concerning the sample, the number of participants in this study was
appropriate. It was possible to demonstrate a relationship between user diversity
and the evaluation of autonomous mobility – apart from age and household net
income, probably as the sample was on average relatively young and income was
in a similar range of salary. User requirements for communication technologies
were found to be more generic, which can also be attributed to the sample struc-
ture. In order to gain deeper insights, future works should focus more strongly on
balancing user factors, including not only experienced drivers, but also young-
sters without a driving license and people who are immobile due to health or
age-related physical and cognitive restrictions which can make it difficult to
operate technology, as well as those with lower and higher purchasing power. To
this, the assumption is made that particularly age and aging, but also technology
generations, have effects on the evaluation of communication technologies and
services in autonomous on-demand shuttles.

With regard to the users’ perspective, control and trust dispositions appeared
as one important factor predicting attitudes towards autonomous mobility. Since
in this study setting, the internal consistency of the scale was rather low
(α = .685), subsequent works are intended to supplement the trust and con-
trol disposition set with items to be developed (e.g. in qualitative studies) and
validated in order to sharpen the measuring instrument.

Given the use case of an intelligent autonomous on-demand mobility service,
evaluations in this study were scenario-based. As an extension of the scenario,
special focus should be given to route purposes (e.g., business or leisure travel),
the acceptance of strangers contrasting well-known co-passengers in the shuttle,
but also different payment and tariff models. Besides, it would be interesting
to see the extent to which the results obtained vary depending on the method,
by choosing further research approaches, including laboratory experiments or
driving on test tracks.

Finally, it should be noted that the interpretation of the results of this study
is culturally determined and can only take place under consideration of country-
specific standards, values, and guidelines. In this respect, cross-cultural evalua-
tions would be particularly exciting to develop specific indicators on the accep-
tance and evaluation of future intelligent autonomous mobility services.
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Abstract. The acceptance and hence the spread of automated and connected
driving (ACD) systems is largely determined by the degree of subjective un-
/certainty that users feel when interacting with automated vehicles. User accep-
tance is negatively influenced in particular by feelings of uncertainty when inter-
acting with automated vehicles. The AutoAkzept project (which full title trans-
lates to: Automation without uncertainty to increase the acceptance of automated
and connected driving) develops solutions of user-focused automation that place
the vehicle occupants at the center of system development and thus reduce their
uncertainty. Systems with user-focused automation use various sensors to detect
uncertainty and its contributing factors (e.g. stress, kinetosis, and activity) in real
time, integrate this information with context data and derive the current needs
of the vehicle occupants. For this purpose, the project AutoAkzept develops an
integrated architecture for context-sensitive user modelling, derivation of user
demands and adaptation of system functions (e.g. human-machine-interaction,
interior, driving styles). The architecture is implemented using machine learning
methods to develop real-time algorithms that map situational contexts, user states
and adaptation requirements. The overall objective of AutoAkzept is the devel-
opment of promising adaptation strategies to improve the user experience based
on the identified uncertainty related needs. By reducing or preventing subjective
uncertainties, the developments of the project thus ensure a positive, comfortable
user experience and contribute to increasing the acceptance of ACD.

Keywords: Automated driving · User-focused automation · Context-sensitive
user modelling

1 Introduction: Automation without Uncertainty

The innovations of automated and connected driving (ACD) meet numerous social chal-
lenges in a fundamentally newway. ACD-supported, demand-oriented mobility services
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are expected to substantially reduce CO2 emissions through more efficient use of traffic
infra-/structures and systems, while reducing the burden on roads and parking spaces in
cities and increasing traffic safety. The takeover of transport-related activities by ACD
systems promises a gain in comfort and usable time for their users. Last but not least,
ACD promises an increase in mobility and freedom of travel for people who are not
able to drive a vehicle. However, ACD can only keep these promises if the associated
technologies and technical systems achieve a high degree of dissemination in the foresee-
able future. A main prerequisite for this is the acceptance of users and those affected by
future ACD systems [1]. This is largely determined by the degree of trust and subjective
safety that users and those affected, such as pedestrians, cyclists and drivers of traditional
vehicles, feel when interacting with automated vehicles [2–4]. The AutoAkzept project
(which full title translates to: Automation without uncertainty to increase the acceptance
of automated and connected driving) is therefore working on basics and solutions for
automation without uncertainty, which serve to ensure a high level of acceptance of ACD
and contribute to the success of this new technology. The project focuses on the users
of future ACD systems.

The automation of driving is changing the role of humans. Fully automated vehi-
cle functions will take over all control and monitoring tasks for specific applications
performed by humans in conventional motor vehicles. However, a lack of control can
lead to uncertainty [5] and a lack of trust [6] among users of fully automated vehicles.
But the promised benefits of relief and time for other activities will only be realized for
the users of these systems if the use of these systems is not associated with subjective
uncertainty and lack of trust [7]. A lack of knowledge about these new systems can, for
example, cause subjective uncertainty among users with regard to their use. Research
shows that depending on the speed and maneuvering of vehicles users may experience
uncertainty in understanding, predicting and evaluating the vehicle behavior or the traffic
situation [8]. Last but not least, the performance of non-driving activities, e.g. working
in a mobile office, can create uncertainty as to whether kinetosis occurs or whether the
time taken to reach a goal or reach a system limit is sufficient to complete the current
task. The experience of such subjective uncertainties in dealing with ACD reduces the
certainty and confidence of the users and decreases their acceptance. Hence, direct expe-
rience with automated vehicles must support the formation of trust by minimizing the
occurrence of subjective uncertainties. For this it is important that central needs of the
users are taken into account. Recent studies [9, 10] refer to the relevance of considering
the information needs of users and traffic interaction partners of automated vehicles.
Meeting these needs lays the foundation for ensuring that users of automated vehicles
will not experience uncertainty [11]. AutoAkzept therefore focuses on the needs of users
of ACD vehicles and develops solutions to reduce subjective uncertainties on the basis
of user-focused systems.

2 User-Focused Automation

Traditional approaches to designingof automated systemsneglect basic humanneeds and
create systems that appear or are actually intransparent from the perspective of their users.
Due to this lack of transparency, people interacting with such systems cannot understand
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the reasons for the behavior of the automation and cannot predict their next actions. In
addition, this design approach, which is disadvantageous for humans, often requires
users to adapt to the machine type of communication when interacting with technical
systems. This is an aspect that has been criticized by the German Ethics Commission
Automated and Connected Driving [12]. Systems designed in this way carry the risk that
people experience subjective uncertainties when using them, combinedwith the negative
consequences for their acceptance and intended use. In contrast, AutoAkzept follows an
approach of user-focused automation. This approach places two basic human needs at
the center of system design: the need to understand [13] and the need to be understood
(e.g. [14, 15]). The need to understand, which is closely related to information needs (e.g.
[9]), is crucial for successful, goal-oriented interaction with the environment and with
any artifact or system. It forms the basis for the acquisition and application of knowledge
that gives meaning to things and aspects of the world, and enables understanding and
predictability. To address this need, the design of automated systems must ensure that
technologies and technical systems not only do what they promise, but also what their
users imagine them to do. Automated systems that are to be used and accepted by people
must behave in a predictable manner, and in such a way that people understand them
without ever having used them before. The implementation of this requirement ensures
that systems are transparent to their users, so that they can easily deduce the functions
and modes of operation of the system and understand how the system works with the
least amount of effort. The need to be understood, on the other hand, is essential to build
a relationship, to feel comfortable, seen and respected. Satisfying this need lays the
foundation for more sympathy, trust, the reduction of negative influences (e.g. stress)
and the experience of positive emotions. Automated vehicles should therefore know
whether their users are uncertain, stressed or nervous and react accordingly. They must
be able to recognize when it is appropriate to provide information and when not. To
this end, these systems must focus on the human being and be able to take into account
the different nature of different human states, resulting needs and resulting intentions.
Figure 1 schematically contrasts this user-focused approach to automation design with
the conventional approach.

HMI

Conven�onal
Automa�on 

user user

behaviour

assessment 
of user states and
user behaviour

User-focused
Automa�on 

system
behaviour

user-focused HMI 
and system

Fig. 1. Approaches to system design without (left) and with (right) reference to basic user needs.
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3 Architectural Approach: Components and Functionalities

AutoAkzept focuses on the user state uncertainty and associated states such as anxiety,
discomfort or stress. For the modelling of these user states there are several possibilities.
Essentially, a distinction can bemadebetween a data-driven and amodel-based approach.
With the data-driven approach, a classifier (trained classification algorithm as a result
of machine learning) for the relevant user state (“uncertainty”) is created directly from
the data of the multimodal sensory and further data sources (see Fig. 2). In that case a
mapping of individual characteristics in the form of a user description within the user
model would not be necessary. With the model-based approach, however, classification
is carried out on hierarchically separate levels with the aim ofmodelling the relevant user
state by discrete, individually classified features or factors. In this case, a user description
is explicitly modelled in the form of characteristics of the user, such as the characteristic
arousal (“is aroused”). It is therefore necessary to clarify whether the modeling of the
user state should be data-based or model-based (hierarchical). Such a model-based,
hierarchical approach to assessing the user state and deriving user needs has decisive
advantages for the architecture of the situationmodel. The architecture thereby achieves:

Scenario Agnosticism: The concepts and developed solutions for the architecture can
be transferred to further scenarios in which uncertainties (or comparable user states)
have to be detected. The assessment of the user state in the situation model can thus be
based on the evidence of the user descriptions and does not have to be learned anew in
each scenario as with a data-driven approach.

Sensor Agnosticism: The user state derivation in the situation model, if based on user
descriptions, is not dependent on individual sensors. For example, a user description
such as the level of arousal could be derived in different ways (real-time heart rate mon-
itoring from facial RGB color video versus electrocardiogramm-(ECG)-based heart rate
recording) and thus be provided as a user description. Thus, the uncertainty determina-
tion on a higher level does not have to be trained completely new on the data set with
modified sensors, but continues to work on the basis of the user descriptions. With the
model-based approach, only the specific user description, e.g. “high arousal”, has to be
retrained.

User State Agnosticism: User descriptions can potentially be indicators for several
user states, so that the recognition of other relevant user states (e.g. frustration, confusion
etc.) could also be based on the same user descriptions, thus facilitating an extension
to other user states. Likewise, if there is insufficient evidence for a particular user state,
systemic interventions or adaptions can be selected on the basis of user descriptions,
because relevant knowledge is semantically available (this is particularly important,
since emotions are constructs based on several components that can be covered by the
user descriptions).

Traceability and Explanability: User state assessment based on user descriptions
allows system decisions to be traced and explained. In general, this is an important
aspect for the acceptance of technical (e.g. artificial intelligence based) decision sys-
tems, because gaining understanding is an important human need and a prerequisite for
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gaining trust. In addition, traceability and explanability are also useful for evaluating the
system with regard to ethical issues, certification and management decisions and sales
purposes.

For the implementation of a user-focused approach to system design, the project
AutoAkzept developed the concept for a hierarchical, model-based functional archi-
tecture for the context-sensitive assessment of user states, the derivation of current user
needs and the selection of systemic interventions or adaptions. Figure 2 shows this archi-
tectural concept. Seven components can be distinguished: (1) multimodal sensory input
& data sources, (2) the user model, (3) the context model, (4) the integrated situation
model, (5) the user profile and (6) the recommender for strategy selection and (7) the
strategy catalogue. The central tasks and functions of each component of the architec-
ture are described below with reference to different use cases that are considered in the
project.
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Fig. 2. User-focused automation: model architecture for derivation of needs and selection of
system interventions.

3.1 Sensors

User-focused automation requires the consideration and integration of information about
the user as well as the systemic and situational context. For this, a multitude of sensory
and non-sensory sources providemultimodal data (see Fig. 3). Data from the user can for
example stem from cameras recording the users’ faces and bodies, physiological sensors
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Sensors and Data Sources
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Fig. 3. Sensors and data sources: processing steps and output.

such as an ECG or eye tracking devices to name a few. For the situational context, among
others LIDAR or RADAR sensors as well as cameras can provide valuable information.
To add, data from services regarding location information (e.g. global positioning sys-
tem, GPS), the current weather as well as calendar entries or inputs and status of the
infotainment systemmay be integrated to enrich user and context modeling. The general
idea here is that the sensors provide the raw data and processing of the data to derive
information is accomplished in the user and context model, respectively. However, the
definition ofwhat “rawdata” is heavily depends on the approach utilized duringmodeling
as well as the hardware and software tools used to record the sensor. For instance, some
ECG manufacturers provide software that automatically extracts heart rate information,
so that this processing step does not need to be shifted to the user model.

3.2 User Model

The purpose of the usermodel is to integrate the different user-related sensor data in order
to derive higher order information about users and make this available to the integrated
situation model. The user model consists of two modules for information processing,
user description and user activity (see Fig. 4). The user description (UD) module has
the function of deriving meaningful information units, the so-called primitives, from
the sensor data. The primitives are to be regarded as the smallest meaningful units of
user description and can be used to describe the current posture, movement, arousal or
facial expression of the user. The use of primitives instead of directly processing the
raw values has the advantage that an interpretability and thus transparency of the user
state recognition (which is done in the integrated situation model) is facilitated. The user
descriptions are on the one hand directly passed to the integrated situation model for
the purpose of user state estimation and on the other hand further used within the user
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model for the estimation of user activity (UA) in the second module. The determination
of user activity is useful because it can, together with the context model, provide further
useful information for the classification of the user state and derivation of the user need
within the integrated situation model. Consequently, the information about user activity
is also passed on to the integrated situation model.

In order to realize the described functionalities in the user model, raw data from
the sensors are fed into the user description module. Since the nature of the raw data
depends on the sensor, initially a preprocessing has to be accomplished. In this step,
certain parameters are extracted from selected data streams (e.g. body model points or
facial action muscle activities from video data), while other raw data streams can be
used directly to determine the user primitives in the next steps. For instance, postural
primitives, such as the position of the left hand, can be determined from the position
of the body model points and their distance to relevant objects (e.g. a keyboard for
mobile office work or the steering wheel). For movement primitives the (joint) change
of postural primitives over time may be relevant, while facial expression primitives may
be derived from combinations of facial muscle activations (e.g. extracted from videos
of the face, like in [16]). To determine arousal primitives, combined parameters from
peripheral physiological data are used and their deviation from a baseline or variability
over time is calculated. The primitives are then passed on to the situation model to be
available as input for the estimation of the user state and to the user activity module
within the user model. In this module the current activity of the user (e.g. mobile office
work, driving manually, relaxing, or reading a book) is derived primarily on the basis
of the posture and movement primitives. Like the user description primitives, activities
are made available to the integrated situation model, in which the current user state
is estimated. Both, user primitives and user activities are mostly determined based on
machine learning models that were trained on large sets of training data. However, if
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Fig. 4. Input, output and processing steps of the user model.
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sufficient amounts of data are unavailable, it may be suitable to define the algorithms for
determining user primitives and activities based on expert knowledge. Taken together,
the output of the user model can be imagined as a list of primitives and activities together
with probabilities for their current occurrence.

3.3 Context Model

Driving always takes place in contexts, which are determined by many factors, and a
plethora of context parameters would be necessary to describe every possible traffic
situation. Therefore, it is necessary to reduce the number of parameters for a given
traffic situation. The context model acts as a context-dependent data distributor in the
AutoAkzept architecture (see Fig. 5).
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Fig. 5. Input, output and processing steps of the context model.

It requests contextual information that is required by the integrated situation model
from various data sources. This includes information about the vehicle state and behav-
ior (speed, acceleration, etc.), the surrounding traffic (distances, velocities, etc.) and
information about the general traffic situation (road type, traffic volume, routing, etc.).
The context model consists of two components, which operate on different levels of
abstraction. The macroscopic context model classifies the current situation into abstract
categories using traffic- and GPS data. The classification system used in [17] serves as
a basis for the classification system used in the context model and has to be extended
to include information about the traffic volume. Depending on these abstract categories,
the microscopic context model requests the relevant parameters that are necessary for
the integrated situation model to infer the user state of interest (Sect. 3.4). Besides a
set of basic input parameters that are required in every context, like the velocity of the
ego-vehicle, the integrated situation model depends on other input parameters like the
above-mentioned parameters about surrounding traffic or routing information. Most of
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the parameters that the microscopic context model may request are available from the
vehicles sensors. This includes driving dynamic parameters in particular. Furthermore,
cameras or LIDAR sensors can provide information about the surrounding traffic partici-
pants and environment. Car2X communication interfaces could also provide information
about other vehicles or traffic infrastructure, like traffic light cycles. At last, application-
programming interfaces can be used to access information provided by web services,
like routing services or the user’s calendar. The requested data will be then send to the
integrated situationmodel for the user state assessment (see Sect. 3.4) and the user profile
(see Sect. 3.5) to be available for the modelling of user preferences.

3.4 Integrated Situation Model

Because user states can often only be interpreted meaningfully within a certain con-
text [20], the goal of the integrated situation model is to bring together input from the
user model and the context model to derive 1) the user’s state (US), 2) its most likely
cause (MLC) and 3) his or her need (N). In other words, the integrated situation model
completes three subsequent tasks with three different outputs (see Fig. 6).
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Fig. 6. Input, output and processing steps of the integrated situation model.

The first task (knowing whether the user is uncertain when he shows signs of
uncertainty) can be solved by training a classifier that operates on user activities, user
descriptions and context values to output the US (with values uncertain/certain).
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The second task (deriving the most likely cause for uncertainty) can be solved with
a Bayesian network. The Bayesian network takes as input the US and outputs the MLC
for this uncertainty. For each of the causes, the Bayesian network computes the post-
intervention probability which denotes how likely it is that the user is uncertain because
of it (causally). For instance, the post intervention probability denoted by P(uncertain |
do(Confusing Scene= 0)) expresses the effect of an intervention strategy that makes the
scenemore transparent. Themost likely among all possible causes can then be calculated
with e.g. themax()-operator. ABayesian network is a directed acyclic graphwhose nodes
denote random variables and whose edges denote direct causal dependencies between
the variables [21]. The structure of the network can be learned from observational data or
defined by expert knowledge. To train the network, data from test persons experiencing
uncertainty in several situations are fed into the algorithms to estimate the conditional
probabilities of each node conditioned by its parent nodes.After training, the network can
evaluate unseen data to detect the most likely cause of previously detected uncertainty.

The third task is to derive the user’s need explicitly using e.g. a simple look-up table
specified by expert knowledge from the Post-intervention probability to a more verbose
description of the need. This explicit need is important for human judges of the integrated
situation model to be able to evaluate and understand whether the situation model draws
the right inferences. Other than that, it exists as an epiphenomenon, which is not used
further down-stream in the architecture.

3.5 User Profile

To keep track of and account for individual user preferences the AutoAkzept system
creates an individual user profile for every vehicle user [18, 19]. The user profile tracks
and saves individual user preferences with respect to the system’s behavior and set-
tings. The recorded preferences comprise parameters related to the vehicle’s driving
style, the HMI or routing preferences. The user profile component consists of three
sub-components: data storage, inference engine and graphical user interface (GUI) (see
Fig. 7). The data storage component contains a priori user characteristics, like age or
experience with automated vehicles. Furthermore, it contains a history of all the drives
a user has experienced. For each drive the user description (UD), the user activity (UA),
context information (C) and the currently used interventions or adaptation strategies
(AS) (Sects. 3.2, 3.3 and 3.7) are saved in the history. Lastly, the data storage stores
the current user preferences that can be provided to the recommender (Sect. 3.6). The
inference engine uses the data about previous driving maneuvers to model the current
user preferences and updates these models after each driving maneuver. After querying
the data from the history it models the user preferences as measures of central tendency
of the probability distribution that the user was in a certain user state given UD, UA, C
and AS (P(US | UA, UD, C, AS)). The current user preference with respect to a user state
can for example be represented as the mean and variance of the probability distribution.
The more data the inference engine has access to, the more precise the user preferences
will be. The user profile inherently represents a feedback loop with respect to the sys-
tem’s adaptation strategies since the inference engine takes the user description and user
activity into account. Let’s assume that the system has detected the user’s uncertainty in
a given maneuver and adapted its driving style afterwards. In the upcoming occurrences
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of this maneuver, the user’s uncertainty will be lower due to the newly applied driving
style. The inference engine compares the mean uncertainty for the two driving styles and
will conclude that the user prefers the adapted driving style since the mean uncertainty
during the maneuvers with this driving style was lower (E[P(US = “uncertain” | UA,
UD, C, AS = “defensive”)] < E[P(US = “uncertain” | UA, UD, C, AS = “normal”)]).
The last sub-component, the GUI, gives users the opportunity to change certain settings
of the system manually. This allows the user to correct user preferences that may have
been inferred incorrectly by the inference engine or to fine tune the system’s settings.
Beside others, the parameters that may be changed by the user may include preferences
regarding routing or single driving style parameters like the car’s speed [18]. In the
example above, the system chose to switch to a more defensive driving style to reduce
the user’s uncertainty. The user’s uncertainty will most likely remain low for this driving
style but he may prefer to switch to a less defensive driving style over time since he or
she gained more confidence in the automated vehicles abilities. The GUI allows him or
her to change the driving style again.
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Fig. 7. Input, output and processing steps of the user profile.

3.6 Recommender

The recommender system [22] is a trained machine learning algorithm (e.g. a random
forest or a neural network) that decides which adaptation strategy S is most suited for
the typical user in a given situation to reduce uncertainty, thus improving their overall
user experience and increasing their acceptance.
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The input to the recommender system consists of the user profile’s output P, i.e.
what a specific user has preferred in this or similar situations in the past, the output of
the integrated situation model’s output MLC, i.e. the inference whether uncertainty is
present and what its most likely cause is, and context signals C (see Fig. 8).

The mapping between input data and the most suitable adaptation (output) are ini-
tially specified based on results from user interviews with users having just experienced
short real-world rides in an automated vehicle and studies in a driving simulator. Impor-
tantly, in these studies, no adaptations were offered but users were asked about their
experience and what would help them to feel safer. Based on these results, experts ini-
tially label the input training data. In the next step, the algorithm initially trained on expert
labels can be evaluated in a real-world user-study where participants not only experience
automated driving but also experience the adaptations suggested by the recommender
system. Given the evaluation data, the recommender system can be re-trained if neces-
sary. This two-step approach allows to really iteratively considering the user perspective
in the real world situations.

The adaptation chosen to bemost suitable to improve user experience is then checked
for plausibility and safety before it is transferred to execution node, e.g. the car controller.
This Safety-Check is needed to prevent the execution of dangerous adaptations, e.g.
reducing the driving speed during platooning vehicles. For instance, when it is detected
that the user is uncertain whether or not he can finish a current task during mobile office
work due to an upcoming automation boundary, a possible adaptation could be “choose
longer route over highway” to allow the user to spend more time on his task.
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3.7 Intervention Catalogue

Based on the output of the recommender, the most helpful intervention strategy to mit-
igate the user’s uncertainty in the current moment can be chosen from an intervention
catalogue (see Fig. 2). In general, this catalogue contains three different kinds of inter-
vention: Adaptions of the HMI, the driving style, and vehicle’s interior. Let’s again
consider the case when the user is working in the mobile office and needs to urgently
finish some documents for a meeting at the destination. He becomes uncertain whether
or not hewill be able to do so, because the system boundary (e.g. change from highway to
rural road) of his level-4 automated vehicle is approaching. In this case, the system could
change the driving style of the vehicle by selecting a route that allows longer automated
driving, but still guarantees an arrival in time. In addition, an adaptation of the interior
lighting to optimize the conditions for office work could help the user, for instance by
increasing the amount of activating blue light in the spectrum and providing focus light
for better concentration. Then, the HMI could inform about the selected interventions
and the designated arrival time at the destination. The association of which strategy is
helpful in which situation is learned by the recommender and is initially based on the
results of user studies. With increasing usage of the system, the system may learn in the
user profile which strategies are favored by a specific user or user group and thus adjust
the selection. In principle, the intervention catalogue is open to add newly developed
strategies. In this case however, the recommender system needs to be re-trained in order
to be able to choose the new strategy.

4 From Concept to Use Case: The Interplay of Components

The developments in AutoAkzept aim at the detection and reduction of subjective uncer-
tainties of future users of ACD. The goal is to take into account the basic user needs,
need to understand and need to be understood, which are essential for building trust that
should arise from the experience in using AVF systems. How do the described compo-
nents of user-focused automation inAutoAkzept interact to take these needs into account
and to reduce subjective uncertainties of users? For illustration purposes, a prototypical
sequence for one scenario addressed by AutoAkzept will be described:

A user of an automated vehicle is uncertain during the journey whether the vehicle is
capable of driving through certain traffic situations safely. The associated need to under-
stand is not sufficiently satisfied. The user’s uncertainty is expressed on a physiological
and behavioral level, e.g. in measures of arousal, gaze behavior or posture. The user-
focused automation collects corresponding parameters via its sensor technology for the
assessment of user states. This data is mapped to user description primitives and known
activities, which then are integrated with macroscopic (e.g. location information, road
type) and microscopic (e.g. vehicle speed, time-headway) context information, and the
current user status and potential causes are determined probabilistically.

The automation identifies e.g. user uncertainty and as a probable cause, the small
distances to other road users such as pedestrians and cyclists in a shared space. From this
information, which is represented in the situation model as well as information resulting
from existing user profiles, the specific need for improving the user’s state is derived.
This need, for example an increase in the transparency of the automation, is passed on to
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the recommender. Taking into account the context information and the user profile, the
recommender selects an intervention addressing this need, e.g. displaying the detected
road users. This information helps to satisfy the user’s need to understand. At the same
time the user notices that this information was presented at the time of his subjective
uncertainty. Thus his or her need to be understood is taken into account. The increase
in transparency reduces the user’s uncertainty, as does the experience of the system’s
adequate reaction to the user’s own uncertainty. As a result, the user can build trust and
acceptance for the system.

5 Conclusion and Future Work

The aim of the AutoAkzept project is the development of solutions for user-focused
automated automotive systems that are oriented towards basic user needs. Based on this
approach a reduction or prevention of subjective uncertainties of users of automated and
connected vehicles and thus the guarantee of high user acceptance shall be achieved. For
this purpose, the project is developing methods for assessing and representing user states
and context information, as well as deriving adequate systemic interventions or adaption
strategies. An essential component to achieve this is the definition and specification of a
functional architecture of user-focused automated systems to derive need-based systemic
adaptations or interventions.

Modern high-resolution and reliable sensor technology forms the basis of automated
driving. The fusion of different sensory data streams no longer only allows the detection
of individual events, objects or parameters, but also the interpretative mapping of the
systemic context as a whole scene. It also guarantees the discreet detection of physio-
logical, emotional and cognitive states of drivers and passengers. However, in the design
auf automated systems human beings are usually considered merely as agents acting
in a goal-oriented manner with stable, situation-surviving characteristics, whose action
goals and intentions are derived without individual differences primarily from a norma-
tive understanding of roles (e.g. the driver as supervisor). Rather, human beings must
be viewed as a self-changing systems (e.g. physiology and circadian rhythm, changing
action motives etc.), but above all as agents with changing states and basic needs that can
be influenced by situational conditions as well as the cognitions and emotions triggered
by them. These characteristics are insufficiently taken into account in the current design
of human-machine-interaction for automated (transport) systems. This can be achieved
only if systemic and contextual information is integrated with the current state of human
beings, since the user states can only be clearly determined within the systemic and
situational context. However, adequate systemic adjustments can only be derived on the
basis of such clarity.

In contrast, the assessment of driver and user states in real-time allows an objective
selection of the systemic adjustments or interventions. Moreover, it creates the basis
for taking into account two basic user needs, the need to understand and the need to be
understood. The situation (context) and user state dependency of the interventions or
adaptions selected ensures that relevant parameters are optimally adjusted to the user’s
needs, so that the adaptations actually satisfies the need to understand of the individual
user to the right extent and in an appropriate way. In addition, timely, user-focused
systemic adjustments ensure that the user’s need to be understood is satisfied as well.
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In this paper we have described the concept of a functional architecture for a user-
focused automated system such as a highly automated or autonomous car. The presented
architectural approach considers a variety of data sources of different modalities that
provide data on the user, the vehicle and the individual and systemic context. Several
modules have been integrated into the architecture for the hierarchical processing, aggre-
gation, integration and evaluation of data from these sources. Module-specific functions
were described for acquiring user profiles and inferring user preferences, for drawing
conclusions on user states and their potential causes, and for deducing context- and
user-state-sensitive interventions or adaptions.

Within AutoAkzept most of the described functions and modules are developed,
tested and implemented for demonstration under realistic automotive conditions. In the
project, however, only a few narrowly defined use cases can be considered, which deal
with certain subjective uncertainties of users of automated vehicles. Therefore, future
work has to show that the proposed functional architecture allows the scenario-open
design of user-focused automation, which furthermore is neither restricted to single user
states, nor to specific sensor systems. Two important aspects must be included:

On the one hand, future work has to examine whether the proposed functional struc-
ture of the architecture also allows the development of systems that not only focus on
various relevant user states (e.g. in addition to uncertainty, frustration [16] or fear [23]),
but can also clearly discriminate between them. Only those systems that can detect and
differentiate between different relevant user states will be successful, because only they
can satisfy the need to be understood.

On the other hand, future work will also have to develop solutions for user-focused
systemswith respect to use caseswithmore than a single user.AutoAkzept only considers
scenarios with a one-to-one mapping of users and automated systems. But be it in the
domain of motorized individual traffic or in the domain of future mobility services such
as automated shuttles, there will be use cases with more than one user per automated
system. To ensure acceptance of their users, automated systems should maintain a user-
focused perspective under such conditions, too, taking into account each user’s need to
understand and need to be understood. Hence, architectures for user-focused systems
for automated and connected driving must also be designed for such scenarios.
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Abstract. With the role change from driver to passenger provoked by driving
automation, human factors such as a pleasant driving experience are considered
important for a broad system acceptance and usage. However, allocating vehicle
control to an automated system has been shown to raise safety concerns among
potential users, and to be perceived differently by individuals, e.g. based on their
initial trust in the system. To examine both constraints, we compared the effects
of human versus fully automated vehicle control on the driving experience (per-
ceived safety, understanding, driving comfort, driving enjoyment) of passengers
with lower versus higher trust in driving automation. Additionally, we compared
both groups’ acceptance of automated driving and system design requirements.
From the passenger seat of a driving simulator, 50 participants experienced two
randomly ordered drives with identical maneuver execution along an identical test
track: a fully automated drive and a manual drive with a human driver. Based
on questionnaire ratings before driving, the sample was divided into 26 lower
trust participants and 24 higher trust participants. Automated vehicle control was
rated as less pleasant than human vehicle control regarding all aspects of driv-
ing experience. In addition, perceived safety and driving comfort were positively
affected by higher trust. User requirements regarding a pleasant automated driving
experience concerned information presentation, but also driving style adjustments.
Lower trust participants reported a lower system acceptance and higher need for
information during driving than higher trust participants. These results emphasize
the importance of a transparent and individually adaptable design of automated
driving.

Keywords: Autonomous driving · Driving comfort · User acceptance

1 Introduction

1.1 Background

The development of automated vehicles promises numerous benefits for future mobility,
which are not solely related to traffic safety, but also to environmental sustainability,
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transport system efficiency, comfort, social inclusion and accessibility [1]. However, the
broad usage of this technology will depend on whether the population will accept the
fundamental role change from driver to passenger that is inherent in driving automation
[2, 3], especially in higher levels such as fully automated driving (SAE-Level 5, [4]).
Therefore, automated vehicles need to provide a pleasant driving experience, making
people feel comfortable enough to transfer vehicle control to an automated system on
a regular basis [5]. This objective can only be achieved by understanding the concerns
and needs of potential users and integrating them into the design of human-computer-
interaction in the driving context [1].

1.2 Automated Driving from a Passenger’s Perspective

One aspect of the changing role from driver to passenger provoked by driving automation
is the relief of the demanding driving task, which is associated with increased driving
comfort [6]. This aspect is not unfamiliar to humans, since they are already used to being
passengers in different types of vehicles with other human drivers (e.g. ride sharing,
public transport). Another, more fundamental and unfamiliar, aspect is the allocation of
vehicle control to an automated system in contrast to a human driver. To understand the
impact of this aspect, it needs to be examined separately from the relief of the driving
task, which can be achieved by comparing passengers’ driving experience in vehicles
with human (HVC) versus automated vehicle control (AVC) [7].

However, given that fully automated driving cannot be experienced by themajority of
potential future users yet, systematic findings on theirwillingness to handover the driving
task to a computer are mainly limited to surveys on system acceptability without system
experience. Even though such studies reveal a general openness to fully automated
vehicles [8], they also indicate concerns, especially regarding their driving abilities and
safety [9], and a lackofwillingness to allocate vehicle control, especially steering control,
to an automated system [10]. The few investigations based on system experience indicate
lower trust of passengers in an automated drive compared to a drive executed by another
human, both in a driving simulator and in the field [7, 11].

These results suggest that automatedvehiclesmight not naturally provide the pleasant
driving experience that is required for their broad acceptance and usage. To investigate
passengers’ perception of AVC in comparison to HVC performed by another human,
we focused on several aspects of driving experience. Since uncertainties regarding the
driving abilities and safety of automated vehicles have been identified as a major barrier
to their public acceptance [9], it seems highly relevant to ensure that passengers (a) per-
ceive them as safe and (b) understand their driving behavior. Both issues are considered
necessary to (c) feel comfortable during driving, which is defined as feeling pleasantly
relaxed based on “confidence and safe vehicle operation of your vehicle” [12, p. 1123].
In addition, passengers should (d) enjoy driving, which has been identified as another
crucial component of the interaction between automotive technologies and users [6], but
has already been shown to be decreased by relinquishing the execution of the driving
task [13]. Summing up these considerations, the operationalization of driving experience
in this study included passengers’ (a) perceived safety, (b) understanding of the driving
behavior, (c) driving comfort and (d) driving enjoyment.
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1.3 Interindividual Differences in the Perception of Automated Driving

Previous research indicates that passengers’ driving experience might not only be
affected by external factors such as allocation of vehicle control, but also by their own
characteristics. Accordingly, the perception of fully automated driving and the resulting
design requirements might differ between individuals. Next to personality traits [14],
system experience [16] or demographic factors such as age [15], attitudes such as the ini-
tial trust in automation before system experience are considered major factors to account
for these differences [17].

It is well-established that trust moderates the degree of reliance on automation and
that users lacking trust are not willing to transfer control to an automated agent [18].
Given its significance in the context of the interaction between humans and automated
systems, we focused on individual differences regarding trust in automation, defined as
“the attitude that an agent will help achieve an individual’s goals in a situation character-
ized by uncertainty and vulnerability” [19, p. 51]. Based on the strong relation between
trust and the acceptance of a system [18, 19], passengers with lower trust in automated
driving were expected to be less willing to allocate vehicle control to a computer than
passengers with higher trust. Consequently, it might take more effort on the part of the
system design to improve the driving experience of passengers with lower trust and
consequently increase their willingness to use automated vehicles, e.g. by presenting a
higher amount of additional system information during driving.

1.4 Research Objectives and Hypotheses

Aim of this driving simulator study was to examine the passenger’s perspective on fully
automated driving (SAE-Level 5, [4]) based on system experience and in consideration
of interindividual differences. Two research objectives were pursued: First, the effects
of allocating vehicle control to an automated system on four aspects of passengers’
driving experience were assessed by comparing fully automated vehicle control (AVC)
with human vehicle control (HVC). Based on previous research, the following research
hypothesis (H) was assumed:

• H1: Passengers perceive AVC as less pleasant than HVC, indicated by lower (a)
perceived safety, (b) understanding of driving behavior, (c) driving comfort and (d)
driving enjoyment.

Second, we examined the effects of passengers’ initial trust in automation on these
four aspects of their driving experience during AVC as well as on their acceptance of
automated driving and resulting needs for system improvement. For the comparison of
passengers with lower versus higher trust, the following assumptions were made:

• H2: AVC is perceived as less pleasant by passengers with lower trust than by pas-
sengers with higher trust; therefore differences between AVC and HVC regarding (a)
perceived safety, (b) understanding of driving behavior, (c) driving comfort and (d)
driving enjoyment are larger for passengers with lower trust than for passengers with
higher trust (interaction effect).
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• H3: Passengerswith lower trust in automated driving report a lower system acceptance
than passengerswith higher trust, indicated by lower ratings of the systems’ usefulness
and satisfaction.

• H4: Passengers with lower trust in automated driving report a stronger need for system
information presented to them during driving than passengers with higher trust.

2 Method

2.1 Study Design

These research objectives were investigated in a driving simulator study with 50 par-
ticipants. As a between-subjects-factor included in all research questions, the sample
was divided into two groups according to their initial trust in fully automated driving:
a lower trust group (LTG) and a higher trust group (HTG). To investigate driving expe-
rience (perceived safety, understanding of driving behavior, driving comfort, driving
enjoyment), allocation of vehicle control was added as within-subjects-factor by pre-
senting a drive with fully automated vehicle control (AVC) and a manual drive with
human driver (HVC) to all participants.

2.2 Participants

The study was conducted with 50 participants (28 female, 22 male) aged from 20 to
43 years (M = 25.9, SD = 4.7). All of them held a valid driver’s license, but had no
prior experiencewith fully automated driving. Before attending, they answered an online
screening questionnaire on their initial trust in fully automated driving (see Sect. 2.4).
According to their ratings, participants were divided into a LTG and a HTG by a median
split (Mdn = 3.50). Both trust groups did not differ significantly in terms of gender
ratio, mean age or mean number of years obtaining a driver’s license (see Table 1 for
descriptive statistics). All subjects gave written informed consent at the beginning of the
study and received a monetary compensation for their participation.

Table 1. Demographics of the lower trust group (LTG) and higher trust group (HTG).

Characteristic LTG (N = 26) HTG (N = 24)

Gender ratio 15 female, 11 male 13 female, 11 male

Age in years M = 26.9, SD = 5.5 M = 25.0, SD = 3.5

Number of years obtaining a driver’s license M = 9.2, SD = 5.4 M = 7.3, SD = 3.4

2.3 Facilities and Driving Simulation

Both drives took place in a fixed-base driving simulator with a fully equipped vehicle
interior up to the B-pillar and a 180° horizontal field of view, including a rear-viewmirror
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and two side mirrors. Using the SILAB 5.1 simulation environment, we created a 7 km
long test track, which incorporated a 4 km long urban road section with a speed limit of
50 km/h and a 3 km long rural road section with a speed limit of 100 km/h. The route
included several complex driving situations such as intersections (traffic-light-regulated
and traffic-sign-regulated) or lane changes onto the oncoming lane to bypass obstacles
on the own lane (e.g. bus at bus stop). Driving along the test track was prerecorded and
replayed identically for all participants and drives.

Thus, the AVC-drive and the HVC-drive represented an identical, predefined trip
with identical maneuver execution along the test track. However, they were introduced
to the participants in differentways: TheAVC-drivewas presentedwith an empty driver’s
seat and the introduction of a fully automated driving system performing all aspects of
the driving task along the whole drive. For the HVC-drive, a human driver, who was
portrayed by a researcher, took place in the driver’s seat and pretended to perform the
driving task. The steeringwheel was turning automatically during both drives, but during
theHVC-drive, the driver’s handswere positionedon the steeringwheel to pretendhuman
steering.

2.4 Questionnaires and Interview

Initial trust in automated driving was assessed during the process of participant acqui-
sition using the subscale Trust in Automation of the standardized Trust in Automation
Questionnaire TiA [20]. The subscale consists of two five-point agreement scale items,
which can be averaged into one score indicating “the attitude of a user to be willing to
be vulnerable to the actions of an automated system” [20, p. 4]. Internal consistency
reliability was acceptable, Cronbach’s α = .74.

The different facets of driving experience were assessed after each drive using sin-
gle item measurement. Participants rated their perceived safety, understanding, driving
comfort and driving enjoyment on a continuous agreement scale from 0 (totally disagree)
to 100 (totally agree) each. For the evaluation of HVC, the wording of the scales was
adjusted to the human driver, if necessary (see Table 2).

Table 2. Items applied for the assessment of driving experience.

Aspect of Driving Experience Wording Used after Automated/Human Vehicle Control

Perceived safety During the drive, I was sure that the vehicle/driver was able to
handle traffic situations safely at any time.

Understanding During the drive, the driving behavior of the vehicle/driver
was clear to me at any time.

Driving comfort Overall, the drive felt very comfortable to me.

Driving enjoyment Overall, the drive felt highly enjoyable to me.

To assess the acceptance of fully automated driving in terms of users’ attitudes, we
applied a standardized system acceptance scale [21] after the AVC-drive. The ques-
tionnaire was developed to evaluate drivers’ satisfaction and perceived usefulness of
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in-vehicle systems with a total of nine five-point rating-scale items. The usefulness sub-
scale had a very acceptable internal consistency reliability, Cronbach’s α = .78. Internal
consistency reliability of the satisfaction subscale was high, Cronbach’s α = .82.

For the assessment of user requirements regarding a pleasant automated driving expe-
rience, we applied a two-step procedure after the AVC-drive. Firstly, a semi-structured
interview based on open-ended questions was conducted to capture the participants’
evaluation of the drive without hinting certain topics with predefined answer options. In
this interview, participants were asked about which aspects should be taken into con-
sideration when designing fully automated driving in order to provide a pleasant driv-
ing experience for passengers. Secondly, their information needs during driving were
assessed in greater detail by questionnaire. Participants rated the importance of present-
ing 21 different information to passengers in an automated vehicle on 21 six-point rating
scale items (see Fig. 3 for a list of queried information). Internal consistency reliability
of this questionnaire was high, Cronbach’s α = .86.

All questionnaires and itemswere originally presented to the participants in German.
They were translated into English for reporting purposes.

2.5 Procedure

Prior to study conduct, persons interested in participation had to complete a short online
screening questionnaire. In this context, a written system description of fully auto-
mated driving was given and initial trust was assessed in order to determine a person’s
membership to the LTG or HTG.

Study conduct started with an explanation of the experimental procedure. After sign-
ing an informed consent, participants completed a questionnaire assessing demographic
variables. They were informed about simulator sickness and instructed to report every
symptom as soon as possible. Subsequently, each participant experiencedHVC andAVC
in randomized order while sitting in the passenger seat of the driving simulator, with
half of the sample starting with HVC and the other half starting with AVC.

For the HVC-drive, a researcher took place in the drivers’ seat and pretended to be
driving manually, while driving was actually implemented using a replay of a prere-
corded drive along the test track. Afterwards, participants left the driving simulator to
complete the questionnaire on driving experience. During this evaluation, the experi-
menter portraying the driver left the room in order to make participants feel comfortable
to make an honest assessment.

Prior to the AVC-drive, fully automated driving was introduced in written and oral
form. During driving, the drivers’ seat remained empty, while the same replay of the
prerecorded drive along the test track was presented. The interview on the participants’
requirements regarding the design of automated driving was conducted immediately
afterwards outside of the driving simulator and was recorded for data analysis. This was
followed by the questionnaire on driving experience, acceptance of automated driving
and information needs during driving.

Upon study completion, participants received a monetary compensation. Overall,
one iteration of this procedure lasted approximately 90 min.
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3 Results

3.1 Passengers’ Driving Experience

Data Preparation and Analysis. Effects of initial trust in automation (H2) and allo-
cation of vehicle control (H1) on four aspects of driving experience (perceived safety,
understanding of driving behavior, driving comfort, driving enjoyment) were analyzed
using mixed design ANOVAs. Parametric assumptions (normal distribution, homogene-
ity of variances) were examined for each dependent variable. Homogeneity of variances
could be verified for all variables. Where normal distribution could not be assumed,
nonparametric tests were additionally applied. In all such cases, nonparametric testing
verified ANOVA results. Box plots of all dependent variables are presented in Fig. 1 and
results are explained within the next four sections.

Fig. 1. Driving experience ratings (a: perceived safety, b: understanding of driving behavior,
c: driving comfort, d: driving enjoyment) of passengers with lower vs. higher trust in automation
after being driven with fully automated (AVC) vs. human vehicle control (HVC).

Perceived Safety. Figure 1a shows the perceived safety ratings of the LTG and HTG
for both drives. On average, participants perceived AVC as significantly less safe than
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HVC, F(1, 48)= 23.35, p< .001, η2
p = .33. A significant interaction between allocation

of vehicle control and trust group, F(1, 48) = 9.26, p = .004, η2
p = .16, clarifies that

this difference was considerably more pronounced for the LTG than for the HTG. As a
result, AVC was rated as safer by members of the HTG than by members of the LTG,
while group ratings were vice versa for HVC. Based on these differences, no significant
main effect of trust group could be identified, F(1, 48) = .02, p = .881, η2

p = .00.

Understanding of Driving Behavior. Participants of both trust groups stated that the
drivingbehaviorwas significantlymoreunderstandable for themduringHVCthanduring
AVC, F(1, 47) = 21.57, p < .001, η2

p = .32. Accordingly, there was no significant
interaction between allocation of vehicle control and trust group, F(1, 47) = 1.71, p =
.198, η2

p = .04. Differences between the two trust groups marginally missed statistical

significance despite a medium effect size, F(1, 47) = 3.64, p = .063, η2
p = .07. In

accordance, Fig. 1b demonstrates that members of the HTG tended to generally higher
ratings of system understanding than members of the LTG.

Driving Comfort. A significant main effect of allocation of vehicle control indicated
higher driving comfort during HVC than during the AVC, F(1, 46)= 8.71, p= .005, η2

p
= .16. As shown in Fig. 1c, this effect was more pronounced for the LTG than for the
HTG. This significant interaction between allocation of vehicle control and trust group,
F(1, 46)= 5.31, p= .026, η2

p = .10, comprised lower comfort ratings for AVC given by
the LTG than by the HTG, but higher comfort ratings for HVC given by the LTG than
by the HTG. Accordingly, no significant main effect of trust group could be identified,
F(1, 48) = .07, p= .888, η2

p = .00.

Driving Enjoyment. Comparable to the other aspects of driving experience, driving
enjoymentwas rated significantly lower forAVCthan forHVC,F(1, 47)=5.04,p= .029,
η2
p= .10. Given the absence of a significantmain effect of trust group,F(1, 47)= .62, p=

.434,η2
p= .01, thisdifferencemightbeassumedformembersofboththeLTGandtheHTG.

However, the interactionbetweenbothmain effects onlymarginallymissed statistical sig-
nificance,F(1, 47)=3.84,p= .056,η2

p= .08, and themediumeffect size aswell asFig. 1d
illustrate that the different driving enjoyment ratings of both drives tend to arise from the
LTG rather than from theHTG.

3.2 Passengers’ System Acceptance and Design Requirements

Data Preparation and Analysis. Based on participants’ acceptance ratings after the
AVC-drive, we calculated the satisfaction and usefulness of automated driving in accor-
dance with the questionnaire instructions [21]. As a global measure of information need
during automated driving, we averaged the ratings on the 21 information items per
participant. For the analysis of differences between the LTG and HTG regarding these
three dependent variables, independent t-tests were applied to test the one-tailed alter-
native hypotheses 3 and 4. Parametric assumptions (normal distribution, homogeneity
of variances) were examined and verified for all variables.
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Participants’ interview answers given to the question of requirements regarding the
design of automated driving were transcribed and subjected to a qualitative content
analysis [22]. Answer categories derived from this analysis were quantified according
to their frequency in order to enable a comparison between trust groups.

System Acceptance. Members of the LTG stated a significantly lower system accep-
tance after the AVC-drive than members of the HTG. This effect applied to the satisfac-
tion, t(48)=−2.83, p= .004, r= .39, and usefulness, t(48)=−3.14, p= .002, r= .41,
of automated driving. Subscale and item mean values of both trust groups are depicted
in Fig. 2.

Fig. 2. Mean ratings on the subscales and associated items of the system acceptance scale [21]
made by passengers belonging to the lower trust group (LTG) and higher trust group (HTG). Error
bars: ±1 SE.

Design Requirements. Table 3 gives an overview of the answer categories replied by
participants to the open-ended interview question regarding their required system adjust-
ments necessary for a pleasant driving experience. Answers given by participants could
be assigned to two main topics: (a) in-vehicle information presentation and (b) adaption
of the automated driving behavior. A comparable number of passengers belonging to the
LTG and HTG listed information they would like to receive during driving. Among the
listed requests, information about actual or planned maneuvers of the automated vehicle
and about the current driving situation, indicating that the vehicle detected the situation
correctly, where emphasized the most by members of both trust groups. In comparison,
considerably more members of the LTG than the HTG required adaptations of the auto-
mated driving behavior. Among all requests belonging to this topic, members of both
groups considered adjustments regarding the automated vehicle’s speed behavior and its
distance to other vehicles as most important. However, individual preferences in these
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categories appeared to be very heterogeneous (e.g. generally higher versus lower speed,
earlier versus later braking when approaching a traffic light) and therefor did not indicate
a globally effective adjustment strategy.

Table 3. Adaptations in the design of automated driving requested by passengers belonging to
the lower trust group (LTG) and the higher trust group (HTG).

Adaptation requests Number of participants with request (%)

LTG (n = 25) HTG (n = 22) Total (N = 47a)

In-vehicle information presentation 17 (68.0%) 16 (72.7%) 33 (70.2%)

Maneuver of ego vehicle 11 (44.0%) 8 (36.4%) 19 (40.4%)

Current driving situation 9 (36.0%) 10 (45.5%) 19 (40.4%)

Distance to the vehicle ahead /during
overtakes

5 (20.0%) 3 (13.6%) 8 (17.0%)

Details on other vehicles 2 (8.0%) 3 (13.6%) 5 (10.6%)

Increased system transparency,
communication and interaction

2 (8.0%) 2 (9.1%) 4 (8.5%)

System status /functionality 2 (8.0%) 1 (4.6%) 3 (6.4%)

Others (e.g. risk estimation, safety distance,
object detection, area for warnings)

2 (8.0%) 3 (13.6%) 5 (10.6%)

Adaptation of the driving behavior 23 (92.0%) 14 (63.6%) 37 (78.7%)

Adaptation of distance to vehicles ahead 14 (56.0%) 9 (40.9%) 23 (48.9%)

Adaptation of speed 8 (32.0%) 6 (27.3%) 14 (29.8%)

Adaptation of driving stile 7 (28.0%) 3 (13.6%) 10 (21.3%)

Individual adjustable automated driving 4 (16.0%) 1 (4.6%) 5 (10.6%)

Opportunity for intervention 2 (8.0%) 0 (0.0%) 2 (4.3%)
a Three members of the trust groups, one of the LTG and two of the HTG, had to be excluded
from the analysis due to technical problems during the interview process.

Information Need. Based on the interview results, the display-based presentation of
information on the automated driving system was identified as a strategy with a high
potential to improve most passengers’ driving experience. In order to derive more sys-
tematic input for such an in-vehicle human-machine-interface (HMI), the importance
of 21 potentially displayable information was rated via questionnaire and averaged per
participant to estimate each person’s individual information need. Mean item ratings as
well as averaged information need of both trust groups are depicted in Fig. 3.

On average, members of the LTG reported a significantly higher need for information
during automated driving thanmembers of theHTG, t(47)= 1.91, p= .031, r= .27. This
difference also becomes apparent at the item level, as almost all queried informationwere
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Fig. 3. Information needs during automated driving reported by passengers belonging to the lower
trust group (LTG) and higher trust group (HTG), presented separately for each information as well
as averaged over all information. Error bars: ±1 SE.

rated as more important by the LTG than by the HTG, with a few exceptional informa-
tion that were evaluated similarly by both trust groups. Despite these group differences
regarding absolute importance values, the rating profiles of both groups proceed in par-
allel for most information, indicating that the importance values of different information
relatively to another were comparable for both groups. Current speed, type of the next
driving maneuver and information about oncoming obstacles were consensually rated
as most important information, followed by automation status and details on vehicles
ahead.

4 Discussion and Conclusions

In a driving simulator study with 50 participants, two research aims were pursued. First,
we wanted to know whether being driven as a passenger is experienced differently when
vehicle control is allocated to an automated system (AVC) versus to another human
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driver (HVC). Therefore, we compared passengers’ perceived safety, understanding of
the driving behavior, driving comfort and driving enjoyment of a fully automated drive
(SAE-Level 5, [1]) with empty driver’s seat and a manual drive with a human driver,
which were parameterized identically. Based on previously stated safety concerns of
potential users regarding automated driving [9, 10], it was hypothesized that AVCmight
be perceived a less pleasant thanHVC in terms of these aspects. Second, we evaluated the
previously indicated assumption that AVCmight be perceived differently by individuals
based on their initial trust in driving automation [17]. This was examined by dividing
the participants into a lower trust group (LTG) and a higher trust group (HTG) based
on their trust ratings made before system experience. Both trust groups were compared
in terms of their driving experience during HVC and AVC as well as their acceptance
of driving automation and their system design requirements with focus on information
presentation. We expected the members of the LTG to state a less pleasant experience
of AVC, a lower system acceptance and a higher information need than members of the
HTG.

Overall, AVC was perceived as significantly less pleasant than HVC regarding all
aspects of driving experience, which confirms H1. Ratings also differed between trust
groups, resulting in significant interactions between allocation of vehicle control and
trust group regarding perceived safety and driving comfort as well as a marginally not
significant, but descriptively apparent interaction regarding driving enjoyment. Con-
sequently, the described differences between AVC and HVC concerning these three
aspects of driving experience applied particularly to the LTG. Therefore, H2 could be
confirmed for all aspects except for understanding of the driving behavior, which was
generally higher for the HTG than the LTG by tendency. Overall, these results demon-
strate that from a passenger’s perspective, transferring vehicle control to an automated
system cannot be equated to leaving vehicle control to another human driver. Instead,
identical maneuver execution is perceived as less safe, understandable, comfortable and
enjoyable if it is believed to be performed by an automated system in comparison to
a human driver. This effect becomes even more pronounced for persons with a lower
initial trust in automated driving. Taking into account these results, it cannot be assumed
that all groups of the population will be willing to use automated vehicles based on the
fact that they are already used to the passengers’ perspective from ride sharing or public
transport. Instead, the differences in the perception of human versus automated vehicle
control need to be compensated by the design of automated driving.

In accordance with the group differences regarding driving experience, members
of the LTG stated a significantly lower acceptance of automated driving than members
of the HTG. As hypothesized in H3, this applies to its perceived usefulness and satis-
faction. These results confirm the well-established relationship between users’ trust in
automated systems and their system acceptance [18, 19] for the driving context. They
also emphasize the relevance of mistrust in automated vehicles as a potential obstacle to
a broad acceptance and thus usage of the technology. In order to overcome this obstacle,
uncertainties of potential users need to be reduced by a system design that enables a
pleasant driving experience for various individuals.

Passengers’ design requirements in order to improve their driving experience con-
cerned information presentation, but also driving style adjustments. The common need
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behind both approaches appears to be an increase of system transparency, enabling
passengers to understand the reasons for the vehicle’s current driving behavior and
to anticipate future driving maneuvers. Thus, a transparent system design might be
able to compensate for the less pleasant driving experience during AVC by reducing
uncertainties regarding the human-computer-interaction in this context.

In accordance with the results on driving experience and system acceptance, the
LTG reported a significantly higher need for information during automated driving than
the HTG, which was hypothesized in H4. Therefore, in-vehicle information systems
integrated in automated vehicles could provide different information profiles in order to
optimize the driving experience for different passengers. Most important information for
both the LTG and HTG included information which can be used to monitor the driving
automation, such as current speed, type of the next driving maneuver and details on
vehicles ahead, but also automation status, which is necessary to avoid mode confusion.
Other possibly displayable information differed in the importance perceived by the two
groups, with the HTG differentiating more strongly between information. The largest
group differences appeared for details on oncoming vehicles and overtaking restrictions.
Since both types of information were not relevant at all times during the drive, but in
specific situations (lane changes onto the oncoming lane to bypass obstacles on the
own lane), this result implies that passengers with higher trust in automation evaluate
the importance of different display information more situationally than passengers with
lower trust. Therefore, different information profiles do not necessarily have to differ
solely in terms of the amount of displayed information, but also in terms of information
timing (i.e. presenting certain information at any time versus only in specific situations).
Interestingly, the only information rated as more important by the HTG than the LTG
was the distance left to the destination of the drive, which is not relevant for safe driving.
This result might indicate that passengers with higher trust in automated driving would
spend relatively little time onmonitoring the system and instead turn to other information
or activities during a drive.

The results of this study need to be interpreted in consideration of the methodolog-
ical limitations given by the simulated driving environment. Based on the awareness
that driving mistakes or failures would not have had actual safety effects, participants
may have felt safer and more comfortable in the driving simulator than in a real traffic
environment. Therefore, differences between the LTG and the HTG might have been
underestimated in this study. Given the missing perception of physical motion in the
fixed-base simulator, the relevance of driving style adjustments for a pleasant driving
experiencemight bemore pronounced in the field, as well. For these reasons, a validation
of the presented results in an experimental environment with a higher external validity
is desirable.

Summing up, passengers’ perception of automated vehicle control cannot be equated
to human vehicle control, but could be improved by increasing system transparency via
HMIs. Next to explicit HMI solutions such as the requested display-based information
presentation, the automated driving style can be considered as an additional implicit HMI
that can also convey system information to passengers (e.g. by the timing of breaking
when approaching obstacles). The goal of such HMI strategies should be a transparent
and instinctively understandable systemdesign [23],whichwill be particularly important
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during the early stages of market penetration, when unexperienced users need to build
adequate mental models of automated vehicles. Apart from that, system transparency
will remain important in the long term within the scope of modern car sharing concepts
with constantly changing vehicle users, which will be important in order to achieve the
potential environmental benefits of driving automation. Taking into account individual
differences regarding passengers’ perception and acceptance of automated driving and
their resulting needs for additional information, broad system understandability and
acceptance cannot be achieved by a one-for-all design approach. Instead, the results of
this study suggest individual adaptability as a key component of a user-centered driving
automation,which could be based on user profiles or the real-time detection of unpleasant
driver states that are affecting system acceptance [23]. However, suchmeasureswill raise
novel design issues, especially regarding data security and privacy. Therefore, a human-
centered design of automated drivingwill require the collaboration of experts frommany
different disciplines, among them psychologists, jurists and ethicists.
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Abstract. Connected and autonomous vehicles (CAVs) are often discussed as
a solution to pressing issues of the current transport systems, including conges-
tion, safety, social inclusion and ecological sustainability. Scientifically, there is
agreement that CAVs may solve, but can also aggravate these issues, depending
on the specific CAV solution. In the current paper, we investigate the visions and
worst-case scenarios of various stakeholders, including representatives of public
administrations, automotive original equipment manufacturers, insurance com-
panies, public transportation service providers, mobility experts and politicians.
A qualitative analysis of 17 semi-structured interviews is presented. It reveals
experts’ ambivalence towards the introduction of CAVs, reflecting high levels of
uncertainty about CAV consequences, including issues of efficiency, comfort and
sustainability, and concerns about co-road users such as pedestrians and cyclists.
Implications of the sluggishness of policymakers to set boundary conditions and
for the labor market are discussed. An open debate between policymakers, citizens
and other stakeholders on how to introduce CAVs seems timely.

Keywords: Connected and autonomous vehicles · Shared mobility ·Mobility
behavior

1 Introduction

Mobility and transportation systems, as they currently operate, are socially and environ-
mentally unsustainable (Burns 2013). The development of advanced vehicle technolo-
gies and alternative fuel types has the potential to positively affect both humans and the
environment by enhancing driving experience, making it more socially inclusive, and
reducing the carbon footprint of the transport system (Greenblatt and Shaheen 2015;
Kirk and Eng 2011; Litman 2019). The evolution of connected and autonomous vehi-
cles (CAVs) is one central part of this development. Yet, while the number of testbeds
and exemptions for on-street use of fully autonomous vehicles are increasing (Innamaa
2019; Lee 2020), there does not seem to be a coherent vision as to how CAVs are going
to be integrated into the mobility eco-system.

Yet, the consequences of the integration of CAVs need to be carefully considered.
The current literature on CAVs has started to outline positive and negative consequences
of large-scale CAV adoption (for a recent review see, Narayanan et al. 2020). In terms of
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traffic and travel behavior, less disutility of travel time could lead to rebounds, increasing
road network load potentially offsetting the initial benefits (Medina-Tapia and Robusté
2019; Taiebat et al. 2019). In terms of safety, estimates predict an accident reduction by a
third if all vehicles had forward collision and lane departure warning systems, sideview
(blind spot) assist, and adaptive headlights, with the main reduction being introduced
by Level 4 automation onwards (IIHS 2010). However, due to lack of real-world data,
studies have mostly used simulations to arrive at these numbers (Papadoulis et al. 2019).
The ample potential for malevolent outside influences to severely reduce safety has been
discussed (Parkinson et al. 2017).

In terms of environmental consequences, multitudes of aspects are of note. CAVs
have been predicted to improve fuel economy per kilometer travelled through smoother
acceleration and tighter platooning, with higher effective speeds (Anderson et al. 2016).
Integrated into taxi or sharing operations, the average number of people per vehicle could
increase and the average size of the vehicle, and possibly its battery, decrease when
adapted to the real occupancy (Burns 2013; Burns et al. 2012; Shiau et al. 2009). At the
same time, increased travel demand, increased infrastructure need for communications,
vehicle to vehicle (V2V) and vehicle to infrastructure (V2I), the inclusion of new user
groups, and a cannibalizing effect on public transport might limit - or even reverse - these
positive environmental impacts (Anderson et al. 2016; Greenblatt and Shaheen 2015;
Taiebat et al. 2018, 2019; Wadud et al. 2016). Expected impacts on land use with the
associated loss in biodiversity are similarly heterogeneous. While the need for parking
space might be severely reduced (Zhang and Guhathakurta 2017), urban sprawl might
further intensify especially at higher levels of automation (Zhang and Guhathakurta
2018).

The potential social impacts of the integration of CAVs are at least as manifold as
the environmental ones. CAVs offer obvious benefits to the blind and partially sighted,
to the elderly and underaged, and to the physically or mentally challenged (Harrison
and Ragland 2003; Taylor and Tripodes 2001). Relying on CAVs, these groups could
enjoy unprecedented freedom of movement. Yet, social inclusion hinges on several
factors, such as user interfaces and vehicles being designed to meet the diverse needs
and the availability of CAVs at a reasonable cost; both seem somewhat questionable
given the current focus on traditional business models (Arieff 2013). Further, economic
disruptions, including job creation and losses, can be expected for parts of the industry.
Car manufacturing will undergo changes that are hard to predict, while driving and
“crash economy” related jobs will be lost (Anderson et al. 2016).

Given the heterogeneity of possible consequences, the simplicitywithwhichprevious
research has looked at the acceptance of CAVs is noteworthy. Most surveys have left the
type of CAV and its usage unspecified, or supplied minimal information about level of
automation and ownership (Bansal et al. 2016; Haboucha et al. 2017; Kyriakidis et al.
2015; Schoettle and Sivak 2014) or focused on a single specific solution, such as for
example a small autonomous shuttle bus (Nordhoff et al. 2018). Additionally, no study
has provided information on the diverse possible consequences in relation to acceptance.
Potential future consumers might have had very little information on which to base
survey or interview responses. The simple dimensional structure of CAV acceptance thus
might reflect a general attitude towards novel technologies in combination with specific
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concerns about security and legal issues (Nordhoff et al. 2018; Payre et al. 2014). After
all, assessing acceptance towards a single CAV solution is unlikely to provide a picture
suitable to illustrate the diverse facets of CAV acceptance.

However, a comprehensive description of CAVs, capturing the variety of both, solu-
tions and consequences, seems to be an unrealistically overambitious endeavour. To
account for the variety on the one hand, and the uncertainty on the other, we therefore
seek to approach CAV acceptance in a qualitative manner. For this purpose, we investi-
gate vision and worst-case scenarios held by representatives of stakeholder groups that
will be shaping how CAVs are introduced. So far, stakeholder evaluations and their
acceptance of CAVs have rarely been sought systematically: when expert stakeholders
were the target of research, it was to source the time horizon for the introduction of
various levels of automation on the roads (Underwood and Firmin 2014). The current
paper seeks to inform research on the introduction of CAVs by sourcing the knowledge
and visions of stakeholders in the field. We expect to find large variability in experts’
views and, in an exploratory fashion, will investigate whether there are shared vision
and worst-case scenarios, and barriers to adoption in relation to those.

2 Methods

2.1 Participants

Recruitment was carried out via email outreach to those representatives with specific
stakeholder expertise (as listed in Table 1, Stakeholder Group).

Table 1. Stakeholders and their expertise.

Pseudonym Stakeholder group Main expertise

A1–A4 Academics Mobility simulations; home-driving
simulators; autonomous vehicle
acceptance

C1–C6 Mobility consultants and associations Public transport; driving school;
peer-to-peer mobility and crowdsourced
mobility

O OEM, systems & services provider Engineering and technology
manufacturing

G1, G2 Government and public administration City planning; economic development

I Insurers Connected mobility insurance solutions

M1–M3 Mobility service provider Public transport; car sharing

S Vulnerable population Rights and concerns of visually
impaired people

Apool of potential candidateswas generated and invited to share their visions in semi-
structured interviews. 17 participants, three of which were women, from six European
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countries, were recruited, with experience in their area of expertise between two and
28 years. Stakeholder categories had been predefined before recruitment as inclusion
criteria. No explicit exclusion criteria were defined. No incentives were offered. A letter
of information and informed consent were sent a day before the interview.

2.2 Semi-structured Interviews

Participants were interviewed between July and December 2019 via phone call, and
interviews lasted between 30 and 90 min. Following Patton (2014) and Turner (2010), a
general interview guidewith predetermined questionswas constructed by the three paper
authors, who also conducted the interviews. A brief introduction and goal statement
led the exploration of stakeholder points of view on autonomous vehicles and vision
scenarios for CAV integration; participants were invited to introduce themselves, their
position and their experiencewith autonomous vehicles, then the questionnaire guideline
(outlined in Table 2) was employed; the questions were asked almost verbatim and
supplied with follow-up questions in case the participants struggled to answer or were
unspecific and required clarification.

Table 2. Summary of the interview guideline.

Structure Questions

Vision and worst-case scenarios From your point of view, what is or what are the visions for either
connected or autonomous vehicles or both?
•What? For whom? Where? When? What are business
models/regulations/products?
•What would be the positive consequences?
•What might be possible negative consequences?
• Social? Environmental? Economic?
From your point of view, what must NOT happen when it comes to
CAVs?

Users Let’s talk about the users. Who are the users? What are they doing with
the solution?
• How would you tell a user accepted the solution?
• How would they behave/think/feel?
For these behaviors, where do you see acceptance problems?
•What do you base this knowledge on?
• Do you think users know enough or think they know enough?
• Do you think users have the time and money?
• Do you think others will allow users to do it? (their parents, children,
spouses)
• Do you think users are motivated to do it?

Others Let’s talk about the acceptance of the solution(s) within your
organisation and the larger context. In other words, what might prevent it
from becoming reality?
• Does the context - legal, political, economic - allow the solution to be
introduced?
• Are there key players for or against the introduction?
Does your organisation have the know-how to aid in CAV introduction?
Do you see privacy and security issues?

The interview focused on visions solutions and benefits regarding CAVs, as well
as worst-case scenarios and risks from the perspective of the participant. Another main
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target was the prediction of user barriers and motivators upon introduction of CAVs into
the mobility eco system; for this section, the participants’ vision scenario was utilized
as the accepted introduced CAV solution. This was also employed for the discussion on
other barriers.

2.3 Data Recording and Analysis

Interviews were annotated into a preformatted guideline sheet by the interviewers and
audio recorded with permission of all participants. The audio recordings were then
analyzed by two researchers and interviewer notes were supplemented and updated
based on the audio recordings. Where discrepancies in interpretation occurred, the audio
recording was chosen as the more objective source, and interviewer and transcriber
discussed the issue until a consensus was reached. For data analysis, RQDA (Huang
2014) was employed; data was read into the software and analyzed using thematic
analysis (Braun and Clarke 2006). Based on relevant literature on CAVs, main higher
order themes were identified and grouped in a deductive manner. Codes, short phrases
that provide meaning in the theoretical context, were then constructed from the themes;
an overview can be seen in Fig. 1. Additional patterns were inductively deduced from the
data and related to previous literature (Patton 2014). Two researchers discussed the codes
for consistency until consensus was reached. Checks were completed using a plenary
discussionwith amajority of the interviewmembers. Themain thematic structure aswell
as results were presented and validated, while attending experts who had not themselves
participated in interviews provided additional validation of content.

Fig. 1. Codes generated during qualitative data analysis

3 Results

3.1 Visions and Worst Cases

For the vision scenarios, two major visions emerged: the first, and more commonly
mentioned vision, was that CAVs would be sensible in the form of mobility as a service.
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More specifically, participants named “shuttles for short journeys in demarcated areas
such as airports with their own market that would replace today’s vehicles” (O), and
“shared transport, which is sustainable, as more people will move to the cities and
because human driving is highly inefficient” (M1). Vehicles should “not be a propriety
item, but ubiquitous in use, where cars are just part of a whole and holistic mobility
solution” (I, also C1). It might in this way complement public transport, as it “will not
be replaced completely, rather there will be a mix of AVs and public and densely packed
autonomous transport” (M1); “the fleet operator will take care of it more than there will
be private driving, and you can use it when you need it only” (A1).

The second vision was that CAVs would find introduction within the traditional con-
fines, as privately-owned cars (A1, A3,M1,M2), “with all the issues going along with it,
such as climate issues, urban sprawl issues and traffic jams” (C2). Here, multiple partic-
ipants mentioned that it would first be integrated for “specific tracks on highways, where
only some functions will be automated, and where you drive normally and automated
only in certain conditions” (A1).

Aside from the two major solutions, some minor other solutions were discussed,
such as flying shuttles “with a coordinated takeoff, hybrid electrical, at some point
without dedicated pilot” (A2), SMEVs (emergency vehicles) “as connected vehicles that
interact with traffic light system, so ambulances or fire brigades have green lights their
entire way” (C3), and automated trucks and truck platooning (O). For these solutions,
ownership would have to be defined to be either public or corporate.

The worst-case scenario perspective revealed two major themes. One, many stake-
holders agreed that in the instance of privately-owned car solution, CAVs “could prevent
changes toward what really matters, like active mobility, vehicle sharing, and less con-
venience” (G1) and “if automation can help, that would be great, but if automation is
just another way of giving priority to private car/motorized transport that would be the
worst case” (A1). Secondly, “control through external sources” (A3), in the sense that
CAVs could result in more external limitations rather than providing more freedom, was
discussed - such as through traffic jams, employer and/or government control while in
the vehicle, hackers (C4, A3, C2), and “cities built around autonomous vehicles whose
routes and parking spaces define how they are built” (A1).

3.2 Positive and Negative Consequences

Six main areas of consequences, labelled (1) to (6) below, were frequently discussed,
ranging from very proximal consequences such as comfort to very distal ones, such
as ecological sustainability (see Fig. 2). They evaluation even of the most distal
consequences were marked by ambivalence.

(1) Comfort. Most experts expected CAVs to provide “improved activity usage of car
time, e.g. working, being entertained, chatting” (A2), the car as infotainment (A2, A3,
C2, M1), and “more comfortable smooth rides” with less stress, as “drivers are the
weakest part of the driving, due to bad breaking, bad acceleration, and not looking into
the future when driving” (M2). Increased comfort would also be provided in the case of
SMEVs, as they could “get faster access to patients and to the hospitals, which would
lead to lower stress levels for drivers and reduce braking with an eye towards patients”
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Fig. 2. Illustration of the anticipated positive and negative consequences of the introduction of
CAVs; order fromproximal aspects such as comfort, to distal ones such as ecological sustainability.

(C3). Searches for parking spaces would also be reduced (G1, C3). Also mentioned was
the “choice of various types of vehicles on-call” (C5). Counteracting this increase in
comfort, many expected anxieties regarding the proper functioning (C1, S) for example
“risk of losing connection when needed” (C1), while some claimed that “experience has
to overcome anxiety, experience has to buy acceptance” (A3). Longer travel durations
were also mentioned as an issue, “due to speed limits, see the EU regulation 2021,
where it says that if you accelerate faster than the speed limit, the car will automatically
disengage the accelerator” (C5) and more congestion (O, C1, C5).
(2) Safety.Many participants believed that CAVs could improve safety, and that it would
for example “cut down on the number of deaths” (C5), as “it will be much safer than
human driven vehicles” (M2), among other causes because “alcohol related accidents
will be reduced” (A4), and because “people are less likely to break the rules [due to
the surveillance]” (C5). An additional safety benefit would be that for example children
would get out of the vehicle where they are supposed to get off” (C2). On the other
hand, “conflicts and acts of terrorisms are conceivable” (A1), and multiple participants
admitted that it would be difficult to lower the risk of hacker attacks (A1, A3, C6, G2)
or prevent damage to the system by protesting citizens (I, C4).
(3) Social inclusiveness. CAVs were mentioned to be a way to “make people mobile
again” (A3), in particular as “the elderly sooner or later cannot drive themselves anymore,
and CAVs may help” (C6); the potential for people with visual impairments were also
discussed, but creating a proper coverage for all liabilities and possible negative events
was considered a difficult topic, as “discrimination against blind people might occur if
blind people have a higher incidence rate of accidents because they cannot respond as
well to emergencies” (I). Furthermore, CAVsmight beworrisome in the context of public
transport, as in small spaces, “sexual harassment would be worse, unless everything is
recorded (whichwould only help after the fact), or unless there is a permanent connection
with the camera” (M2). This could also lead to discriminatory usage.
(4) Labor market. CAVs were discussed as the “solution to the increasing problem of
getting good drivers for busses; they can save on costs, and [given recording exists],
drivers cannot be robbed” (C4). However, this would have major economic impact (A3,
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G2), as CAVs overall would lead to “logistics & business drivers no longer needed” (A3)
and many people would lose their job, with need for “fewer engineers, more computer
scientists” (C2).
(5) Structural consequences. CAVs may provide “24/7 mobility, especially in rural
areas – and offer for the same money a more comprehensive mobility service both in
terms of quantity as well as quality” (C4). On the downside, “this would almost certainly
lead to urban sprawl: people could now live in the suburbs because it is cheaper and start
workingwhile driving” (C2), and the consequencemight be “many empty runs, and even
more cars on the road” (G1). Additionally, “parking spaces would be no longer needed”
(A3), which could be used for greening projects and allow more space for residents, but
would increase CAV driving kms and lower city income from parking fees and fines
(G1, C4).
(6) Environmental consequences. One might expect that CAVs would lead to “less
emissions and less energy consumption, due to the use of more efficient routes, lower
congestion and better traffic flow due to high levels of connectivity between vehicles or
centralized command” (A3, G1). However, “the increase in personal convenience and
potential lower costs is a danger, as it would shift people to use cars instead of buses (M1),
i.e. “subtract from public transport” (O). Furthermore “the increase in infrastructure
needed” will come at a large cost in electricity (C1) and “obsolescence of vehicles will
be quicker due to empty km and continuous driving without parking” (C1, also G1).
Additionally, “large amounts of data have to be handled and stored. This requires brutal
server capacities, and servers that consume energy. Servers alreadymake up a large share
of [global] energy consumption.” (C3).

3.3 Passengers and their Barriers

The user demographic of CAVs was differentiated by scenario; for privately owned
vehicles with full automation, participants unanimously agreed that it would be younger
people/the younger generations, joined by urban business travelers, and probably at
first more male, wealthier, and more educated. Barriers to adoption here would differ
somewhat from CAVs adopted for public transport, where “it won’t make a difference
in terms of demographics” (A1). Three major usage barriers were identified: capabil-
ity/knowledge, opportunity and motivation, with vulnerable population, people of lower
socio-economic status and current car owners respectively being the main exponents of
each of the barriers.

Capability. Lack of knowledge was discussed as a main barrier to adoption for “older
people, and people who are not good at technology and don’t want to learn how to use
it” (C6). Additionally, for blind people, “confidence is a major concern - if not enough
information is available, no backup system in place, blind people will be hesitant to use
it” (S). Consumer “confusion due to how manufacturers market AVs (advertisements)”
(C5) so that “the “man on the street” has no really good knowledge” (I) was another
concern.

Opportunity. This barrier was mainly identified for people with lower socio-economic
status. “Money is an important determinant; e.g. some people cannot afford a taxi –
so if CAVs are also expensive, their problem is not solved” (C6). It is also possible
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that “CAVs distribution will start on an aggressive price plan in the first phase, but
that price will rise with services and time” (G2). Additionally, “connectivity will bring
some challenges (e.g. different software)” (C5), which might reduce accessibility for
vulnerable populations.

Motivation. Here, vehicle owners were discussed as the primary target group. “People
who enjoy driving will be hardest to convince to change and will be less willing to accept
CAVs” (McCall), “because driving speed will be regulated” (A4), or because they fear a
loss of control (I, A2); a perceived loss of freedommight also lower motivation, because
if CAVs are on demand, changes in travel plans are required – questions posed herewould
be whether “people are willing to share their ride, whether people are willing to wait
more than 5–10 min for the vehicle, and how far people will be willing to walk” (C1).
Cybersecurity, safety perceptions and perceptions of low accessibility might increase
this issue further.

3.4 Non-passengers and their Motivators and Barriers

Aside from users, others’ interests in adoption or prevention of CAVs were discussed,
such as CAVs as an opportunity for data and ride-haling companies (such as Uber/Lyft),
and public transport institutions. Here, “human drivers are too expensive, and the biggest
overhead of their services can be made cheaper with autonomy” (C1, M2). Companies
dealing with information technology, car manufacturers and ministries of economy also
stand to gain, especially if CAVs are integrated as personal commodity (A1, G2, C1).

CAVs might not be perceived as so beneficial from the perspective of road co-
user associations such as “cyclists and pedestrians, who may criticize the fact that the
automotive industry is being further promoted” (C2), and those who advocate the health
benefits of these modes of transport. Trade unions (such as bus operations) and “family
businesses to medium-sized businesses, that are not yet prepared (as was the case with
the e-bus) that will eventually be completely replaced by autonomous vehicles” (C4)
were also mentioned.

A major obstacle is seen by multiple participants in politics; on one hand “the slug-
gishness of regulators is a problem for developing a good system” (C5), especially since
“lawmakers in governments could be pushing back due to fear that congestion would
get worse” (C1). Secondly, “many city councils are populated by older, wealthier male
members, for whom driving cars is a status symbol and deeply ingrained habit, and for
whose constituents a focus on cars is emotional, as cars are seen as economic driver and
support to prosperity” (G1). Finally, “high cost in the beginning will put off munici-
palities” (M2), including costs from infrastructure and to the economy in terms of job
losses.

4 Discussion

At present, connected and autonomous vehicles are being introduced on the streets
around the globe (Innamaa 2019; Lee 2020). They come in diverse forms. Small shuttle
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buses extend rail services, ambulances communicate with traffic lights, autonomous
vans offer ride-haling services, trucks platoon autonomously on highways, luxury sedans
cruise the city streets and flying copters assist their non-pilot users. Scientifically, it is
becoming clear that the social, ecological and economic consequences are going to be as
diverse as their forms of introduction. Integrated into public transport and mobility-as-a-
service, CAVs promise increased energy efficiency, social inclusiveness and livelihood
in inner cities. Privately owned, as a means of individual transportation, CAVs might
come with more km per vehicle, more vehicles on the roads, more energy usage and less
social inclusion.

We analyzed 17 interviews with representatives of stakeholder groups for the
introduction of CAVs, including representatives of public administrations, automotive
original equipment manufacturers, insurance companies, public transportation service
providers, mobility experts and politicians. Their vision and worst-case scenarios reflect
the scientific debate.While CAVs that support active and sharedmobility were perceived
as a major opportunity for sustainable progress, dystopian future visions of CAVs pre-
venting necessary changes away from passive use, and an ownership dominatedmobility
were at least as prominent.

In line with previous literature on CAVs, our results proved not only heterogeneous,
but ambivalent in nature, with positive and negative aspects for virtually every aspect
of the integration of CAVs in the mobility eco-system. More specifically, ambivalence
was present for each of the six most frequently names categories of consequences. Con-
sequences for comfort, safety, social inclusiveness, the labor market, structural changes
and ecological sustainability were all either desirable or undesirable depending on the
form of CAV introduction.

Some additional specific aspects deserve pointing out. Other co-road users, such as
pedestrians and cyclists, were seen as particularly vulnerable in an early phase of CAV
introduction. The needs of the blind and partially sighted, especially with respect to the
design of digital interfaces, also seemed underrepresented in current development, in
particular considering the magnitude of the positive impact for these groups. Finally, the
unprecedented loss of personal freedom and privacy has not received sufficient attention
if one considers the scope of information released byCAVusage; some subjects, such the
access employers, insurers and marketers might gain to individual movement patterns
have been mentioned; other less obvious allowances might yet be revealed. Especially
given the heterogeneous consequences, the sluggishness and reactivity of regulators was
rightly observed with prominent concern.

The present research has scientific and political implications. When scientifically
studying the acceptance of CAVs, care should be taken to clearly specify what form
of CAVs is of interest. If determining the form of CAV is left to naïve respondents,
results might represent an uninterpretable mixture of ideas about CAVs. Further, given
that acceptance will in part reflect the evaluation of consequences, any acceptance mea-
sure will critically depend on the information available to respondents. Experimental
paradigms seem in order, to allow better study of the contribution of different conse-
quences to acceptance. Political debates should not only focus on whether or not CAVs
should be introduced; more importantly, the form of introduction and its implications
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for a sustainable mobility future need to be at the forefront of the discourse. Since this
question touches a multitude of actors, inclusive stakeholder dialogues seem timely.
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coding.
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Abstract. As a result of the increasing trend towards highly autonomous driv-
ing, steer-by-wire (SbW) is currently experiencing a further development surge in
terms of design aswell as engineering.Ourwork explores the perception of human-
machine interaction (HMI) by examining how people respond to the design and
behavior of new SbW systems when asked to evaluate how much they are innova-
tive, futuristic, acceptable, human-like and convenient depending on forms, sizes
and movements. We develop eight video files to measure people’s perception
and analyze the relationship between people’s perception and their profiles such
as their age group, gender, car ownership and their background (either they are
designers or engineers). There is no significant difference of people’s emotion by
size and speed of movement based upon design alternatives we proposed. People
perceived differently by shapes. Our results show that people find two shapes (cir-
cle type vs. bar type) significantly different in terms of traditional vs. futuristic,
unacceptable vs. acceptable and inconvenient vs. convenient. We also find that
younger group (20’s) is less sensitive to bar type’s acceptability than people in
30–40’s. Men compared to women and engineers compared to designers find bar
type less convenient than circle type. It is possible to infer that new SbW systems
are likely to appeal to younger people who are in 20’s and do not own a car yet,
women or designers than the other groups respectively.

Keywords: Human-machine interaction · Steer-by-wire · Autonomous
vehicles · User experiences · User perception · Usability

1 Introduction

SAE International defines six levels of driving automation, from SAE Level Zero (no
automation) toSAELevel 5 (full vehicle autonomy).Level 3 and level 4 features candrive
the vehicle under limited condition andwill not operate unless all required conditions are
met [1, 2], whichmeans autonomous vehicles unless their level reach 5 still need human-
driving systems. As a result of the increasing trend towards highly autonomous driving,
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SbW is currently experiencing a further development surge in terms of design as well as
engineering. In conventional steering systems for a vehicle, a steeringwheel is connected
via a steering column and a steering rack to one or more vehicle wheels. When the driver
applies a rotational motion to the steering column, the motion is transferred via the
steering column to a pinion. The pinion converts the rotational motion into translational
motion of a steering rack, which moves the vehicle wheels. Hence, the steering wheel,
the steering rack and the vehicle wheels are mechanically coupled such that the rotation
of the steering wheel, e.g., an angle, a rate of change of the steering angle, and an
acceleration of the rotation, uniquely determines the rotation of the vehicle wheels, and
vice versa. In SbWsystems, the key idea is that there is no continuousmechanical linkage
between the steering column and the steering rack [3] and the mechanism to implement
this system varies.

Regardless of the mechanism behind, SbW systems offer obvious benefits to users
[4, 5]. The driving experience can be improved and driving safety can be increased.
Above all, SbW will change vehicle architectures. The elimination of mechanical com-
ponents means OEMs will have greater flexibility in designing the interior of the vehicle
as well as in the engine compartment, which result in spacious room with better interior
design allowing free (more ergonomic and comfortable than in cars with conventional
steering systems) posture to the driver. Theoretically, the car with SbW can be steered
from anywhere inside the vehicle. Also, there is no need to design and produce differ-
ent versions for left- and right-hand drive. A possible further step can be to retract the
steering wheel or to stow it in the cockpit because with SbW the steering wheel does
not necessarily have to rotate. This allows the driver to use the vacated space for other
things, which gives also positive challenge to UX designers. As another user experience
gain, with no direct mechanical link to the road, the vehicle interior is decoupled acous-
tically. Vibrations and noise are no longer transmitted straight into the cockpit. Also, the
suspension can be optimized because traction and braking forces no longer influence
steering wheel. In addition, the elimination of the intermediate steering shaft reduces
the risk of injury to the driver from mechanical steering components, which enhances
passive safety. To summarize, six major advantages of SbW are worth to be mentioned:
1) the flexibility in design, 2) the distribution of driver’s task, 3) changes in driver’s
activity, 4) the reduction of vibrations and noise, 5) the gain in air suspension and 6) the
improvement in passive safety. 1) to 3) especially leaves much room for interior design
benefit to users.

On the other side, there are challenges such as steering feel and virtual steering ratio.
Steering-feel is a driver’s subjective sensation upon steering a vehicle. This steering-feel
derives from the perception and assessment of steering behavior and thus the drivability;
it embodies the interaction between car and driver [6, 7]. How to enable a realistic
steering feel in accordance with the brand’s identity with new SbW is one of important
issues. This includes the necessary feedback from the road so that the driver can sense
the vehicle’s response on the steering wheel at all times [8–10]. Road feedback is a
particularly critical point when it comes to steering feel. With no direct link between
the steering wheel and the steering gear/tires, most road bumps are not transmitted to
the steering wheel in SbW systems. Another concern stem from the possibility that the
steering ratio of SbW systems is entirely virtual. Its limits are theoretically set only by the
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tuning of the vehicle response and by the vehicle chassis. As with conventional steering
systems, the virtual steering ratio can be varied via the steering rack position. Tests have
shown that the virtual steering ratio has no negative impact on vehicle response during
accelerating or braking during cornering [11]. It is known that the driver will barely
notice the ratio change as long as it is kept within certain limits and adapted to the
behavior of the vehicle [5].

2 Methods

2.1 Benchmarking Study

Purpose
Carrying out a benchmarking study before setting a strategy for design is a must-do.
There are numerous SbW design concepts (yet prototypes) open to public and they vary
a great deal. Do they consider the advantages and challenges mentioned above? This
benchmarking study has a purpose of understanding current span of design variations
with respect to expectations and concerns lying on SbW systems.

Procedure
We search for autonomous vehicles of major manufacturers, either launched or yet
prototypes. Most of them figure in their official web sites introducing future vision or
showcased at CES (Consumer Electronic Shows) or equivalent shows within five years.

Interim Results
Nissan’s Infiniti Q50 is the market’s first SbW model. End-user reviews on the “Direct
Adaptive Steering (DAS)” (SbW of Infiniti Q50) are available already. Most reviews
say that after actual usages only a few “car lovers” will feel the difference (of not being
connected to the road), and it made no difference “the next day” (with enough time to
adapt) [12]. Positive reviews are mostly related to better driving experiences such as
convenience and efficiency and negative reviews mainly stem from higher cost paid for
little difference [13]. A study point out that Infiniti Q50 failed to deliver a value to the
price because consumers barely see the difference visually [14]. New concepts emerge
to maximize the opportunities given by SbW such as space efficiency [15].

It is found that there is no significantly negative effect on the cognition of drivers
by transforming steering wheels [16]. Various SbW designs emerge in this industry. We
extracted front panel images of major concepts in Table 1. Our initial analysis reveal
that each design varies by two factors. One is whether the steering wheel can be stored
(hidden) when it is not being driven. The other is whether it transforms (e.g. the rim of
the steering wheel decomposes and composes) when the driving mode is activated and
deactivated. Keeping this initial classification in mind we go through a series of usability
assessments.
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Table 1. Front panel images of future driving concepts of highly autonomous vehicles (from 2015
to 2019)

Manufacturer or Brand Name (Year)

Infiniti QX Inspiration (2019) Audi AI;ME (2019)

Nissan IMs (2019) Nissan Imx Kuro (2018)

Peugeot e-Legend (2018) Jaguar FUTURE-TYPE (2017)

Chrysler Portal (2017) Peugeot Instinct (2017)

Renault SYMBIOZ (2017) Volkswagen ID Crozz (2017)

Toyota Concept I (2017) Nissan IDS (2016)

(continued)
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Table 1. (continued)

Renault TREZOR (2016) BMW Vision Next 100 (2016)

MINI Vision Next 100 (2016) Chevrolet FNR (2015)

2.2 Expert Review

Purpose
The purpose of expert review at this stage is to quickly analyze the distribution and
grouping patterns. The position map is the main output from our expert review. It is an
effective method for analyzing how numerous entities (sixteen concepts in Table 1 in our
case) group together in relation to two intersecting attribute scales. The method helps
illustrate not just where entities fall within this defined space, but their relative position
to another, therefore a compelling means of showing opportunity areas [18, 19].

Procedure
SbW systems have dynamic characteristics. They need to be viewed in video to be
fully understood. YouTube videos are edited into around 30 s all of which contain core
interaction and front panel interfaces of SbW concepts. In addition, foamboard cards
are provided so that they are viewed and can be referred to during their reviews. On
each card, six sequential images of each design are printed as in Fig. 1. Each individual
session is composed of four steps as the followings.

Step 1 Introduction
Introduce the levels of autonomous vehicles and explain what SbW technology is.
Step 2 Video play
Play videos (around 30 s each concept) and start the conversation.
Step 3 Card Sorting
Ask them to sort cards, to name the groups and to explain why some are in a group and
the others are not. Iterate more than twice (Each time with a different perspectives).
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Fig. 1. Foamboard (sequential images of SbW interaction) cards of sixteen SbW concepts

Step 4 Post hoc interview
Ask experts to explain more on how they view those concepts and why they prefer some
concepts to the others. Ask their opinion on pros and cons of each group. The interview is
semi-structured [20] and previous findings from our literature survey on general pros and
cons of new SbW systems (see this paper’s 1 Introduction or [4–10]) help the guidance
of this step’s conversation. Moderators focus more on which design attributes and which
behavior of interaction give the perception to them.

Participants
Six experts relevant to autonomous vehicles are recruited, with balanced number of
designers and engineers. All of them have more than five years of working experience
(Table 2).

Interim Results. The presented concepts differ by its look of the rim and themechanism
of how the entire system behaves. Firstly, they tend to connect the shape and size to the
convenience and acceptability. Basically, the rim is always grasped by at least one hand.
Thus, it has to be clear for both the interactive system and for the driver when an
interaction with the system is intended and when it is a “natural” interaction with the
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Table 2. Participants to the expert review

Job title (working experience) Gender Age Car ownership

UX Designer (15 years in consumer
electronics, working on Automobile)

Male 40–44 Own a car (Prefer to drive)

UX Designer (9 years in consumer
electronics, working on Automobile)

Female 30–34 Do not own a car (Do not prefer to
drive)

UX Designer (8 years in consumer
electronics, working on Automobile)

Female 30–34 Do not own a car (Do not prefer)

Engineer (9 years in Automobile
Star-up)

Male 35–40 Own a car (Prefer)

Engineer (8 years in Automobile
Start-up)

Male 35–40 Own a car (Prefer)

Engineer (8 years in Government
Institute)

Male 35–40 Own a car (Do not prefer)

steering wheel, i.e., steering [21]. The shape and size of the rim influences directly on
the grasp posture. From this point of view, the rims can be displayed from two separate
bars to the plain complete circle from left to right as in Fig. 2. The shapes in the right
(complete circle) are saidmore convenient to the ones to the left (separate bars in the left-
most). Participants feel most unacceptable when the rim does not complete the outline
(the outline is broken as like two “I” s or “U” types).

Fig. 2. X-axis constitutes of various shapes of the rim

Strong concern arises that it reduces the area to put hands on as well as it restricts
the freedom of the grasp. Space efficiency is achieved by placing the wheel somewhere
else (e.g. just put aside as like MINI or hide by storing) or even offering something
else instead (e.g. Audi AI; ME replaces the steering wheel by a table when the mode
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is autonomous). Steering wheels that stay still or move only a little are positioned low
and they are said less innovative. It is also interesting to find that the movement that the
transforming parts make generates the feeling of interacting with a “living” AI artifact
(as like an attempt [17] although it was not included in our samples) (Figs. 3 and 4).

Fig. 3. Y-axis constitutes of various levels of mode change

Less freedom
of grasp

More freedom
of grasp

Higher efficiency 
of space usage

Lower efficiency
of space usage

Opportunity 

Area

Fig. 4. Two by two position map

Combining the major findings, we propose the above position map. Many concepts
pursue futuristic image and innovative behavior (7 out of 15 concepts in the second
quadrant), as a result of which they are perceived to be inconvenient and hard to accept.
Chevrolet FNR (2015) was classified alone most of time and finally omitted in the
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position map. We find an opportunity by seeking high efficiency of using space and
in contrast offer convenient and acceptable closed loop of enough large sized rim on
manual driving mode (our goal is to target the opportunity area in the first quadrant).

2.3 Concept Design

Purpose
At this stage we need to demonstrate feasible solutions to our strategy.

Procedure
From the previous stage and go through ideation sessions, we set the goal to maximize
the space efficiencywhile keeping the acceptable grasp freedom.Amongmany ideas (we
skip this process in this paper), Table 3 shows the finalist. Once this idea was selected,
we elaborated on its mechanism behind as shown in the 3rd column. We then created
variations of the same mechanism with different design attributes.

Table 3. Idea sketches and mechanism behind

A combination of design attributes - shapes, sizes and speeds of transformation in
Table 4 are considered. In terms of shapes, wewanted to test our assumption by choosing
the extremes from the position map. Thus, a circle type and a bar type are chosen. Most
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of concepts from our benchmarking were prototypes that do not release the exact sizes.
We choose the sizes to test from current market standards. In general, larger ones are
between 360–380 mm and smaller ones between 320–340 mm. We could measure from
video how long does each interaction take place to completely change the modes. Then,
we decided to test faster transformation to 3 s. and slower to 6 s.

Table 4. Design attributes to be tested

Variables Alternatives

Shapes

Circle Type Bar Type

Sizes

Large (360~380mm) Small (320~340mm)

Speeds of Movement Fast (3 sec.) Slow (6 sec.)

Interim Results
Finally, our design alternatives are digitally prototyped in 3D using Autodesk Fusion360
(V2.0.7438). The core movement viewed from rear perspective is shown in Fig. 5. The
number of alternatives combining two shapes, two sizes and two speeds of movements
were produced into eight samples (Table 5).

Fig. 5. 3D model from the angle captured as video
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Table 5. 3D model images and mechanical deployment

Circle Type DDeployment Bar Typee Deployment 

2.4 User Validation

Purpose
2.1 Benchmarking Study, 2.2 Expert Review and 2.3 Concept Design are preparatory
stages to finally set up a user validation. In 2.4 User Validation stage, we set up a study
to test different design attributes that are forms (shapes and sizes) and movement (same
movement with different speeds) built in digital prototypes by potential user groups.

Study Design
Dependent Variables. Five bi-polar adjectives are extracted from previous stages, espe-
cially from benchmarking study and expert review. If new SbW systems are perceived
as innovative and futuristic, the design is successful from manufacturers’ perspective.
But while trying to be like that, some users may feel unacceptable or find reasons that
they are inconvenient, which is negative to penetrate the market. Also, SbW comes with
the high automation of vehicles. As like familiar AI artifacts, new SbW may engage
users by being perceived like human assistant. Table 6 shows the five bi-polar adjectives
finally selected as representatives of user perception of SbW systems.
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Table 6. Dependent variables (user perception)

Adjectives (on the left) Semantic differential scale Adjectives (on the right)

Ordinary 1–2–3–4–5–6–7 Innovative

Traditional 1–2–3–4–5–6–7 Futuristic

Unacceptable 1–2–3–4–5–6–7 Acceptable

Inconvenient 1–2–3–4–5–6–7 Convenient

Machine-like 1–2–3–4–5–6–7 Human-like

Independent Variables. Table 7 explains our factorial design (2 × 2 × 2). Eight differ-
ent digital prototypes are made to represent all possible combinations. All participants
evaluated eight prototypes (within-subjects).

Table 7. Combination of independent variables (design attributes)

No. Acronym Sizes Shapes Speeds

1 LCS Large (380 mm) Circle Slow (6 s)

2 LCF Large (380 mm) Circle Fast (3 s)

3 LBS Large (380 mm) Bar Slow (6 s)

4 LBF Large (380 mm) Bar Fast (3 s)

5 SCS Small (320 mm) Circle Slow (6 s)

6 SCF Small (320 mm) Circle Fast (3 s)

7 SBS Small (320 mm) Bar Slow (6 s)

8 SBF Small (320 mm) Bar Fast (3 s)

Procedure
Group sessions are composed of five steps as the followings. The size of each group is
from 4 to 11 at a time.

Step 1 Introduction
Introduce the levels of autonomous vehicles and explain what SbW technology is.
Step 2 Video play
Videos are captured from the angle as shown in Fig. 5. 3Dmodel from the angle captured
as video.
Play videos (30 s each prototype) three times (if there is a request, play more).
Step 3 Questionnaire
Ask participants to answer the questionnaire (evaluate five bi-polar adjectives). Iterate
Step 2 and 3 till the group finishes viewing eight videos. The order of videos played is
different for each group in order to avoid the sequence effects.
Step 4 Post hoc Survey and Group Discussion
Ask them in open-ended questions overall evaluation on the design they’ve seen.
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Step 5 Answer Personal Information
Last page of the questionnaire is composed of fields such as gender, age, their job title
or major, whether they have their license to drive and whether they own a car. These are
used for further analysis.

Participants
N = 58 participants took part in this user validation. See the description in Table 8.
Their ages ranged between 22 and 47 years (Average age = 30.1, SD = 6.831). One
of the important criteria in recruiting was the background (either designer or engineer)
with the objective of representing the collaborative working environment of the auto-
mobile industry where design and engineering point of views need to be compromised
concurrently when a new system such as SbW is developed. Therefore, the sample was
recruited for the balanced quota of designers and engineers.

Table 8. Demographic breakdown for the final 58 participants

Demographic aspect Number Percent

Gender Female 23 39.7%

Male 35 60.3%

Age group 20–29 35 60.3%

30–39 15 25.9%

40–49 8 13.8%

Background Designer 31 53.4%

Engineer 27 46.6%

License to drive Have a license 50 86.2%

Do not have a license 8 13.8%

Car ownership Own a car 33 56.9%

Do not own a car 24 43.1%

Data Analysis
User perception is composed of five adjectives and evaluated in Semantic Differential
Scale 7. A 2 × 2 × 2 factorial design with 8 distinct design alternatives were given
to all 58 participants (within-subjects: 464 data per one adjective). Data was analyzed
using SPSS statistical software (version 26.0.0.0.). A series of analysis is done: a one-
way ANOVA preceded by a Levene’s tests for the equality of variances and followed
by a post hoc test (Tukey HSD). Chi-square independence tests to see the main effects.
Finally, a three-way ANOVA was used for the interaction effects.
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3 Results

3.1 Descriptive Statistics

On the survey, the user perception had a mean score of 4.88 (innovative, SD = 1.295),
5.04 (futuristic, SD = 1.497), 4.5 (acceptable, SD = 1.644), 2.86 (human-like, SD
= 1.398), and 4.17 (convenient, SD = 1.601). Obviously overall scores are low for
human-like.

3

4

5

[1]
LCS

[2]
LCF

[3]
LBS

[4]
LBF

[5]
SCS

[6]
SCF

[7]
SBS

[8]
SBF

O
rd

in
ar

y
---

---
-I

nn
ov

at
iv

e

3

4

5

[1]
LCS

[2]
LCF

[3]
LBS

[4]
LBF

[5]
SCS

[6]
SCF

[7]
SBS

[8]
SBF

Tr
ad

iti
on

al
 --

---
--

Fu
tu

ris
tic

3

4

5

[1]
LCS

[2]
LCF

[3]
LBS

[4]
LBF

[5]
SCS

[6]
SCF

[7]
SBS

[8]
SBF

U
na

cc
ep

ta
bl

e 
---

---
-A

cc
ep

ta
bl

e

3

4

5

[1]
LCS

[2]
LCF

[3]
LBS

[4]
LBF

[5]
SCS

[6]
SCF

[7]
SBS

[8]
SBF

In
co

nv
en

ie
nt

 --
---

--
Co

nv
en

ie
nt

2

3

4

5

[1]
LCS

[2]
LCF

[3]
LBS

[4]
LBF

[5]
SCS

[6]
SCF

[7]
SBS

[8]
SBF

M
ac

hi
ne

-li
ke

 --
---

--
Hu

m
an

-li
ke

Fig. 6. Means (Semantic Differential Scale 7) and 95% Confidence Interval of eight samples

In order to compare means by a one-way ANOVA, Levene’s test was preceded. It
showed that the variances for futuristic were not equal, F(7,456) = 4.447, p = 0.000 (p
< 0.05). Then for the other dependent variables were analyzed by a one-way ANOVA.
Differences in scores between the design alternatives were statistically significant: inno-
vative (p = 0.026), acceptable (p = 0.007) and convenient (p = 0.000). For futuristic
(not equal variance), chi-square independence tests revealed an association of evalua-
tion on evaluation scores and design alternatives (χ2(42)= 65.182, p= 0.012). Post-hoc
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analysis method Tukey’s HSD (honest significant difference) test showed which design
alternatives are different from some others (triangles, circles and square dots marked
in reds in Fig. 6). For example, for innovative, [2] and [3] are different. For futuristic,
[4] and [5], [5] and [8] are different vice versa. For acceptable, [1] and [4], [4] and [5]
are different. For convenient, [2], [3] and [7], [2] and [4], [6] and [7] are different. No
difference was found for human-like evaluations.

3.2 Main Effects

The main results are summarized in Table 9. Unlike our expectation, there are no sig-
nificant difference of people’s perception by sizes and speeds of movement. We assume
that participants feel limited to compare size issues on seeing only videos without being
given physical prototypes to manipulate. Also, participants expressed their tendency
to connect the fast speed to the convenience. However, chi-square independence tests
showed differences only by shapes – whether it is circle or bar type.

Table 9. Summary matrix from a series of chi-squares indicating statistically significant effects
of design attributes on responses to five bi-polar adjectives

Pearson
chi-square

Ordinary
– Innovative
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– Futuristic

Unacceptable
– Acceptable
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Fig. 7. Average scores (Semantic Differential Scale 7) and 95% Confidence Interval by shapes

There was strong association between the shapes (circle vs. bar) and the evaluation
on “Traditional vs. Futuristic”, “Unacceptable vs. Acceptable” and “Inconvenient vs.
Convenient”. Figure 7 indicates a clear trend that bar type is perceived more futuristic
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than circle type, but less acceptable and less convenient. A one-way ANOVA revealed
that the means are different by shapes for “Traditional vs. Futuristic” (p = 0.009),
“Unacceptable vs. Acceptable” (p = 0.000), and “Inconvenient vs. Convenient” (p =
0.000).

3.3 Interaction Effects

Do different user profiles generate different perception? Chi-square analysis resulted in
the following table. Among user profiles age group and car ownership (whether they
own a car or not) seem to be associated with the evaluation of the perception strongly
(Table 10).

Table 10. Table captions should be placed above the tables.

Pearson
chi-square

Ordinary -
Innovative

Traditional -
Futuristic

Unacceptable -
Acceptable

Machine-like -
Human-like

Inconvenient -
Convenient

Gender *** **

Age group *** *** *** ***

Background ** ***

Licensed * *** *

Car-ownership ** *** *** *** *

* = p � .05 ** = p � .01 *** = p � .001

It may seem doubtful whether user profiles such as gender, age group or background
are correlated to their car ownership (whether they own a car for themselves) or not.
To clarify this issue, a three-way ANOVA was used. No significant effect on Shape *
Gender * CarOwn appeared but there was high interaction effects on Shape * CarOwn
* background and age group as illustrated in Figs. 8, 9, 10 and 11.
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For example, the interaction was statistically significant by Shape * CarOwn * Back-
groundfor:

– acceptable,F(1,7)=6.198,p=0.013,partialη2=0.013(small),
– forconvenientF(1,7)=9.125,p=0.003,partialη2=0.02(small),
– forhuman-likeF(1,7)=5.238,p=0.023,partialη2=0.011(small).
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For innovative, the interaction was statistically significant by
Shape * CarOwn * AgeGroup, F(1, 7) = 5.646, p = 0.018, partial η2 = 0.01 (small).
We admit that statistical power is not large overall judging from partial η2 values.

From this we may suggest that manufacturers who would like to differentiate their
style by shapes of the rimmay target younger people who do not have their own cars yet.
It is also interesting to find that designers and engineers differ their sensitivity to react
on the shapes for acceptability and convenience as well as human-like or machine-like.

4 Conclusion and Discussion

4.1 Summary

We have performed a series of analytical methods to find design directions for SbWs. A
benchmarking study on the current design space revealed providers’ intention to showoff
futuristic style and cutting-edge technologies. However, usability experts and engineers
in charge of feasibility showed concern on acceptability and convenience.Also, therewas
onemore dimension to consider because SbWbehaves autonomously to interact with the
user. Finally, we developed sample digital prototypes applying variation of meaningful
design attributes and validated which ones are better. We suggest that manufacturers
who would like to differentiate by shapes target younger people who do not have their
own cars yet but have a plan to buy their first cars soon. Women are less sensitive to new
shapes than men and designers than engineers vice versa.

4.2 Discussion

Don Norman proposes the emotional system consists of three different, yet intercon-
nected levels: visceral, behavioral, and reflective [22]. The visceral level is responsible
for the ingrained, automatic and almost animalistic qualities of human emotion, which
are almost entirely out of our control. Our study showed how visceral level of SbW can
be designed. The innovation can be achieved only when the mechanism behind delivers
actual benefit expected by the user. Participants in this study were not able to physically
manipulate the concepts, which is limited condition to test behavior level. Also, it is
limited to approach reflective levels of design with only partial design of car design
which is usually very complex.

4.3 Future Work

Weare planning to develop physical and refined design of newSbWconcepts to testmore
design variations, especially to test how engage more users by trying more attributes to
be human-like (anthropomorphism inspired by [17]). The purpose of building physically
working prototypes in the future is to be able to validate which design attributes (both
static or dynamic) give the perception of higher teamwork [23] or symbiotic [24] in
another words to the user.

Acknowledgement. Some work is a part of the research supported by Basic Science Research
Program through the National Research Foundation of Korea (NRF) funded by the Ministry of
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Abstract. The EU H2020 funded project HADRIAN addresses specific chal-
lenges of human-systems integration (HSI) to bring together real drivers with
complex and smart technologies to form safe, acceptable, and meaningful sys-
tem outcomes. The HADRIAN (Holistic Approach for Driver Role Integration
and Automation Allocation for EuropeanMobility Needs) project investigates the
definition of safe and acceptable driver roles for higher levels of automated driving
with 16 research and industrial partners. This paper briefly reviews the field of
HSI and postulates two dominant challenges for HSI in the domain of automated
driving that will be addressed as part of HADRIAN: first, the impact of restricting
the search in traditional solution spaces along prevalent organizational bound-
aries. Secondly, the human factors problems of humans interacting with highly
automated systems across various fields. The paper then presents the HADRIAN
approach for HSI for this field focusing on (1) human mobility needs as start-
ing and converging point for engineering and research efforts, (2) strengthening
holistic system definitions, (3) iterative design combinedwith risk and opportunity
management, and (4) the application of naturalistic research methods including
human-in-the-loop simulation.

Keywords: Human-systems integration · Automated driving · Driver role
definition

1 Introduction

Highly automated driving promises to offer improved safety together with a multitude
of previously unimagined possibilities such as novel mobility offerings for otherwise
excluded mobility participants, reduced stress, and more meaningful activities while
driving. Fully autonomous driving consists of vehicles operating without human interac-
tion under virtually all operating conditions (SAELevel 5, see [1]). However, widespread
implementation of fully autonomous operations currently appears still highly unlikely
over the next ten years or so. Therefore, the human will likely remain to be involved as
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driver to interact with driving automation systems. For example, during conditional auto-
mated driving (SAE Level 3, see [1]) the vehicle may drive without human supervision
for some time but may then request to give back control to the human.

This is a departure from traditional modes of interaction between humans and tech-
nology and causes a challenge for human-systems integration. Over centuries, control
was clearly allocated to the human and many useful tools from hammers to washing
machines were designed with the human firmly in control despite increasingly sophis-
ticated functionality and increasing automation. However, as technologies such as self-
driving vehicles become smarter, they may take over tasks that were previously firmly in
the hands of the humans. The traditional line of what humans and what technology can
do blurs and with this human-systems integration challenges appear. In safety-critical
systems where control authority has to shift between humans and technology under real
time constraints, the overall system has to be designed with very detailed knowledge
about the human capabilities and the possible environmental interactions.

Such knowledge is traditionally brought by human factors engineers, ergonomists,
and engineering psychologists into the engineering process. Whereas human factors
engineering is mostly concerned with applying knowledge about the human to create
safe, acceptable, and effective human-system interaction, engineering psychology devel-
ops knowledge and theories about the human interacting with technological systems and
ergonomics contributes the physiological constraints and capabilities of the human body.
All these disciplines are here referred to as human factors disciplines. Thereby, human
factors disciplines are by default brought relatively late into the technological system
development process; at the time these contributions enter the engineering cycle, usually
the overall system has already been designed and functions have been allocated between
humans and system.

While the late involvement of the human factors disciplines into the engineering
domain may have disadvantages in conventional product design, it is exacerbated in
the design of safety critical systems where control authority shifts have to occur in real
time. Accordingly, there has been, over the years, an increasing call for the discipline of
Human-Systems Integration or HSI to help design technical systems that are from the
start up closer aligned with the human capabilities and limitations. Thereby, HSI is not
just about designing the interactions between humans and systems but about contributing
to designs of overall systems that are consistent with human capabilities and limitations.

The increased call for HSI has been initially most notable in the design of large
systems such as airspace or military systems where human factors has been established
for the longest time. Specifically, in 2007 several experts investigated human-systems
integration among various domains and identified concrete recommendations for suc-
cessful HSI [2]. Also, in 2015 the American Psychological Association published a
handbook to describe the psychological perspectives on such system developments and
the international council of system-engineering in its handbook defines the importance
of human systems integration [3]. There HSI is defined as “..the interdisciplinary tech-
nical and management process used to ensure that the human elements of a system are
appropriately addressed and integrated within the wider systems engineering lifecycle
and management approach to a project.”
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Several principles for successful HSI are stated in [2], most importantly that HSI
should be brought early into the project planning andmanagement and continue through-
out the development. Also, the importance of including risk- and opportunity-driven
approaches as well as the need for including HSI into the overall balancing and orches-
tration of systems engineering and project management are stressed. In my personal
experience, this is made more difficult in real life because HSI requirements are usu-
ally less tightly specifiable than technical requirements. Overcoming the tendency and
not only including in technical developments what can be tightly defined as technical
requirements requires larger managerial and organizational structures, such as proposed
by HSI.

2 Human Systems Integration Challenges for Automated Driving

This paper focuses on twoHSI challenges in automotive engineering that the HADRIAN
project sets out to address. The first is the exploration of non-holistic solution spaces as
result of developing for many decades manually driven automotive vehicles. The second
challenge are human factors challenges of interacting with high levels of automation
when negotiating control authority under real time. Both challenges are discussed next
in turn.

2.1 Non-holistic Solution Exploration

A considerable challenge for HSI in automated driving consists of a historic legacy of
successfully building cars at increasingly quality over many decades. Over more than
100 years of automobile development have engrained the viewpoints that put the vehicle
firmly into the center of the engineering focus and thereby preselects what the driver
has to do with the car within the existing road environment. Sophisticated evolutionary
refinement processes that have continuously improved vehicles and added novel features
now face a discontinuity to develop self-driving vehicles. The complexity of engineering
a self-driving vehicle is considerably beyond the complexity of developing a manually
driven car asmany new challenges appear. Suddenly, topics like object recognition, scene
interpretation, conflict resolution, and active safety prediction become important. To
solve all these problems on the vehicle itself may be possible but maybe there are larger,
more holistic approaches feasible to allocate the necessary functions for automated
driving differently?

From a point of view of “learn from the past to address the problems of the future”,
automobile developments of course focus on the vehicle as the main entity; the vehicle,
though connected, is expected to address challenges of automated driving. The large
variability of driving contexts, traffic rules and road user habits, as well as visibility and
road conditions will be resolved by the vehicle itself as this is the area that a vehicle
manufacturer can control best. However, this view actually makes the human operator
a weak link because he has to resolve all the problems that the driving automation
cannot resolve (i.e. up to level 3 automated driving where the system detects any need
to delegate control back to the human, see [1]). This viewpoint is here referred to as
solipsistic viewpoint according to the philosophy that the self is the center of what is
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known to exist. The solipsistic viewpoint also stands against any extension of this limited
self-view: the drunk pedestrian searching his keys only within the light of the streetlamp
is the prototypical solipsist.

Another and wider view of the solution space consists of combining the various
key-elements of automated driving, the vehicle, the road and traffic infrastructure, and
the human, and include them jointly into the solution. The ambition here is to consider
the self-driving system as composed of all these components. Such larger system views
are more inherent in other domains such as aviation and railroad transportation where
common infrastructure and control providers are explicit part of the complete operation.
Low visibility landings on airports are only possible because of the existence of sig-
naling infrastructure on the airports. Railroads are not just networks of rails but highly
sophisticated signaling and control-systems that coordinate the flow of trains across a
complex rail network. This centralized perspective is almost absent in automotive road
transport and the question is how much better could self-driving vehicles perform if
they would be supported on their trip through geographically fixed sensors and control
infrastructure? We do not yet know but this may result in a profound change in the reli-
ability and pervasiveness of the automated driving operation which then clearly impacts
the role of the human. The HADRIAN project investigates such alternative viewpoint
as will be described in Sect. 3.1.

2.2 Human Factors of Automation

The second challenge for the human-systems integration consists of a well-known set
of human factors issues that result from the real time interaction with automation (e.g.
[4–8]):

a) Driver-out-of-the-loop: As the active driving task is transferred to automation, the
driver’s attention and involvement in the driving task are reduced. This can create a
challenge concerning the transition from automated to manual driving as the driver
has to regain situational awareness and control over the vehicle after possibly long
periods of disengagement.

b) Trust-calibration: As the driver stays disengaged from the driving task, the drivers’
trust in the automated driving functionality is of paramount importance as this
decides on acceptance and usage of automated driving features. A commonly
observed phenomenon in trust research is that initial over-trust in the system (the sys-
tem behaves as expected) is incorrectly extrapolated into expectations for situations
in which the system actually does not work appropriately. For example, drivers of
the automated driving (AD) level 2 lane-keeping functionality often experience that
their otherwise well-functioning lane-keep assist (LKA) does not work correctly in
traffic circles and unexpected LKA disconnects may occur. Such experiences, with-
out explanation or understanding for its causes, may lead the driver to experience
under-trust, generalized expectations about the lack of trustworthiness. Only with
time and experience, drivers learn to calibrate their trust to the appropriate levels as
they get to know the intricacies of their AD vehicle. Without such trust calibration,
the acceptance and use of the automated driving functionality may fail over time.
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c) Humans are good controllers but bad monitors: Humans are better at performing
active control tasks that keep them actively in the loop rather than pure monitoring
and supervising tasks. Active control tasks are also often perceived as rewarding,
such that driving in certain environments is a highly pleasurable and sought-after
activity. However, low-level repetitive monitoring tasks are difficult for humans
as their attention is easily diverted to other tasks and therefore has to be actively
maintained. A result can be reduced level of cognitive engagement [9].

d) Understanding of intent: The mutual understanding of the actors’ intent is a com-
mon prerequisite for safe traffic operations. Intent plays a role not only in the road
environment such as when merging in traffic streams or negotiating priorities in
road intersections. Understanding the other actor’s intent is also important when a
human need to take over control from the automation during AD level transitions.
Like two dance-partners, automation and the human have to know and anticipate
the behaviour of the other actor so that the overall vehicle behaviour can be safe
before, during, and after an AD level transition. Because of the apparent differences
between the involved actors, the understanding and negotiation of intent between
humans and automated driving vehicles is of paramount importance for successful
integration of automated driving in mixed traffic environments and cities. Also, the
natural negotiations of intent are evolving as intelligently acting traffic participants
immediately start seeking to take advantage of simple rule-based traffic-behaviour
such that correctly and consistently behaving AD vehicles could become the los-
ing players in the dynamic game of traffic negotiations (such as a human traffic
participant pretending to step onto the road just to force an AD vehicle to stop or
human drivers slipping into the larger, safe gaps that adaptive cruise control leave
behind lead vehicles). Human factors research has started recently to investigate the
many cues that human drivers use in negotiating their intent [5–15]. While scientific
understanding about intent coordination between traffic actors is growing, it is our
challenge to implement this knowledge in smart systems that correctly infer intent
from humans and share their intent so that humans can easily understand them.

e) ModeAwareness:Mode awareness is a commonphenomenonof humans interacting
with automation and is specifically well documented in the aviation domain where
increasingly complex automation makes it difficult for the human to understand in
what mode the automation is [16]. In automated driving, a commonly reported case
of mode awareness is the difficulty of drivers to differentiate between different AD
levels, especially 2, 3 and 4: in normal operations, these AD levels can be difficult
to distinguish by the vehicle behaviour.

3 An Approach for HSI in Automated Driving

Novel ways of HSI for operations of higher automated driving vehicles are investi-
gated by the HADRIAN project. HADRIAN is funded by the EU H2020 program and
stands for “Holistic Approach for Driver Role Integration and Automation Allocation
for European Mobility Needs”. The consortium investigates and defines the driver role
for automated vehicles. The consortium partners are Virtual Vehicle Research GmbH,
University of Granada, Northern Technical University of Athens, VDI/VDE-IT, Tecna-
lia, RWTHAachen, BAST, CEA, IESTA, Nervtech, TU Delft, ASFINAG, AVL, FORD,
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University of Surrey, Paris-Lodron Universität Salzburg. The HADRIAN project specif-
ically addresses the challenges of creating safe, acceptable, and effective solutions by
applying several principles of HSI that. The main elements of the HADRIAN project as
they relate to addressing the HSI challenges are the following components:

3.1 Human Needs as Starting Point

Human and societal mobility needs are the starting points for the HADRIAN approach to
define themission that the automateddriving technologies should achieve. Putting human
mobility needs as a starting point is hoped to provide the kind of multi-domain conver-
gence across different partners because they allow to derive commonly understandable
and hopefully acceptable objectives for the design and development activities.

Considering human needs as starting point for technological developments is not new
(e.g. [17]) but needs are often insufficiently explained or understood. The term “human
need” is here not directly considered a scientifically defined concept but one that is used
pragmatically. For example, Maslow’s theory of the hierarchy of needs [18] continues
to be frequently cited even today but has not received much scientific confirmation, see
e.g. [19]. Instead of defining human needs as derivation of a generally valid theory of
human motivation, we define needs in the sense of examples that an informed, and at
least somewhat compassionate observer could identifywhen confrontedwith the specific
situation of one or more individuals.

Knowledge about human behavior, values, believes, and constraints are necessary
starting points but not sufficient for the identification of human needs. For example,
knowledge about the situation of elderly drivers is abundant (e.g. [20–24]). Elderly
drivers may have driven their whole life, may have lost their partners, and now are
expected to continue to live alone at home to avoid retirement homes. Now they are
faced with a situation where due to some deterioration of cognitive, perceptual, and
motor capabilities they get excluded from driving their own car and lose their freedom to
shop, visit, and run errands by themselves, especially when living in non-urban areas. By
reviewing these constraints, there is nothing forcing someone to identify a need directly,
except by some empathic understanding and interpretation of the factors influencing a
meaningful life.

Another example consists of the interests and capabilities of today’s truck driverswho
are increasingly confronted with complex technologies that require monitoring, super-
vising and control. This has a direct impact on their work satisfaction can impact how
professional drivers perceive their work and stay engaged and motivated over extended
hours to drive safely and efficiently.

In this sense, empirical knowledge about human capabilities and conditions is a
necessary contributor but is not itself sufficient to serve as needs in the design and
development process. It requires a compassionate observer to pick up these needs as
opportunities for technological development und appropriate HSI.

Therefore, the term human needs as it is described here is not directly a result of
empirical research but based on an active joining of knowledge factors from four different
viewpoints, see Fig. 1.
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Fig. 1. Human Needs at the Junction of four Influencing Factors

3.2 Holistic Versus Solipsistic System Definition

Once the needs have been identified and can be formulated as the mission for a techno-
logical development, the HADRIAN solution finding process will proceed in a holistic
way to not exclude solutions too early. Holistic means that a “large enough” view is
taken concerning the methods that could be used to achieve the solution. In the context
of automated driving, usually the vehicle is in the center of the solution finding process.
However, environmental constraints and road and traffic infrastructure as well as the
human driver or operator should be taken in consideration and included as potential part
of the solution.

Context diagrams are used in systems engineering to depict the limits of a system by
defining what is outside and inside (see e.g. [25]). A solipsistic approach thereby reduces
the system to the minimal components, usually the components that the developer has
most control over. For a vehicle manufacturer this could be the vehicle itself. The inter-
action with other elements is of course acknowledged but are considered external entities
that are outside the (current) levels of control. A holistic approach defines the system
by initially including other entities that may be currently outside of the control of the
system but could be highly relevant to provide a good systems solution. Doing so brings
other stakeholders inside the system definition process instead of dealing with them as
outsiders.

Implementing holistic, more inclusive views of systems allows for shifts in collab-
oration processes and structures toward common mission and objectives. This is not
possible in solipsistic system definitions where the established communication channels
are just reinforced. Holistic approaches take more time and include diverse activities
that lead toward forming a more comprehensive coordination infrastructure among the
stakeholders who are now becoming parts of the system instead of being outside of it.
The main difference between solipsistic and holistic approaches is that the holistic app-
roach may create convergence of the different stakeholders toward common objectives
whereas solipsistic processes have to rely on others to do that (Fig. 2).
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Fig. 2. Holistic versus Solipsistic Approach to Engineering a DAS

3.3 Iterative Design and Risk and Opportunity Management

HADRIAN is based on an important prerequisite of successful HSI such that the human
constraints and limitations often only becomevisiblewhenhumans interactwith a system
for the first time under realistic constraints and conditions. Transitioning from automated
to manual driving or flying can go well most of the time but statistically the likelihood of
the errors only becomes visible when transitions are executed many times under myriads
of circumstances and by different humans.

This problem is difficult to come by but the best existing solution to this problem
seems to iteratively develop solutions and expose humans to them under approximated
real conditions. The human is brought early on into the process and his interactions with
the vehicle are observed such as in paper-and-pencil tests or human-in-the-loop simula-
tions. Early iterations thereby already inform overall system risks that can then be used to
manage the overall research and development process. Such a risk driven approach is also
one of the recommendedmanagement practices of [2] and should probably be considered
as inherent to the engineering of complex systems where unforeseen and unforeseeable
uncertainties can dominate the development process. Similarly, opportunities should be
taken into account and managed along with risks.

3.4 Naturalistic Research Methods

To integrate humans and systems requires knowledge about the system, the humans as
well as the environment withinwhich interactions occur. Specialty fields like psychology
and human factors often focus on the generation of context-independent truths. Thereby,
it can be difficult to apply the theories and principles of human behavior to the realistic
usage conditions within the context of the real world. For example, much research
in cognitive psychology has investigated human memory using non-sense syllables to
extract principles about human memory by eliminating unwanted interference of word
meanings and associations. While useful and important on a theoretical level, it is not
straightforward to translate these findings into realistic environments such as designing
a system that causes fewer human memory errors.
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Therefore, to execute successful HSI, knowledge about the human is required to
consider the naturalistic conditions of where the humans meet the system and interact
with it. The boundary conditions of the situation need to be considered: for example, the
attention of drivers in real life vary considerably from those in the laboratory environ-
ment and this must be taken into account when designing and testing cockpit displays.
Also, testing older drivers to ensure they are still fit to drive puts the driver into a difficult
situation because of stress under test conditions that can lead to an underestimation of
the driving skills and inducing potentially dramatic life changes for elderlies. Under-
standing the presence and impact of such boundary conditions should therefore frame
the application of psychological and ergonomic principles and theories.

The idea of naturalistic research considerations is not new as such approaches have
become well-established in systemic safety assessments (e.g. [26]. There, the under-
standing of the larger situation and preconditions for accidents has become critical for
the pervasive efforts to increase system safety. For example, the crash of Asiana Flight
214 [27] where pilots failed to monitor their airspeed upon approach to San Francisco
airport has many causal preconditions. Some of these preconditions seem endemic to the
use of highly automated systems and the difficulties of mode awareness even of highly
experienced, professional pilots. Suchproblems are difficult to derive frompsychological
theories per se though the phenomena can certainly be explained by them.

To address these problems, research approaches such as “macrocognition” have
been proposed and are being applied around the world [28]. In contrast to micro-
cognitive approaches where human performance is investigated under highly controlled
and often artificial conditions to ensure controllability rather than external validity,
macro-cognition emphasizes the environmental and larger task conditions within which
the individual interacts with a system. Such macrocognitive approaches seem neces-
sary for successful HSI. Especially, methods such as real-world observations, expert
interviews, and human-in-the-loop simulations are useful for this purpose.

4 Conclusions

The outlined challenges and principles of HSI are currently investigated in the EU
H2020 HADRIAN project that started in Dec 2019 that will run until May 2023. If you
are interested in updates and outcomes of the project you are encouraged to contact the
author and visit the project website at https://hadrianproject.eu/.
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Abstract. Improving user experience of highly automated vehicles is crucial for
increasing their acceptance. One possibility to realize this is the design of empathic
vehicles that are capable of assessing the emotional state of vehicle occupants and
react to it accordingly by providing tailored support. At the moment, the central
challenge is to derive relevant use cases as basis for the design of future empathic
vehicles.We report the results of a workshop that brought together researchers and
practitioners interested in affective computing, affective interfaces and automated
driving as forum for the development of a roadmap towards empathic vehicles
using design thinking methods. During the workshop, experts from the field iden-
tified relevant affective use cases for three different scenarios in terms of use
themes in fully automated vehicles (SAE level 5). These affective use cases are
discussed for empathic automated vehicles thereby providing a roadmap of future
research and applied issues of designing user-centered empathic vehicles for future
mobility.

Keywords: Empathic vehicles · User-centered design · Affective computing

1 Introduction

1.1 Motivation

In-vehicle emotion detection and mitigation have become an emerging and important
branch of research within the automotive domain. Different emotional states can greatly
influence human driving performance and user experience (UX) today inmanual driving,
but still in future automated driving conditions. The sensing and acting upon relevant
emotional states is therefore important to avoid critical driving scenarios with the human
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driver being in charge, and to ensure comfort, acceptance, and to enrich the user experi-
ence in automated driving. With the evolving development of progressively automated
vehicles, i.e., high and full automation respectively SAE levels 4 and 5, the role of a
nowadays car driver executing the driving task or at least monitoring the automation
and simultaneously the driving environment is turning gradually into the future role of
a mere user or passenger of the automated system. Prospectively, a car driver does not
even have to serve as a fallback instance in cases of automated system failure. There-
fore, the current primary task of self-driving will become increasingly irrelevant and the
nowadays secondary tasks are turning into prospective primary tasks the user will be
allowed to exclusively focus on. This raises questions of changing interplays in human-
vehicle interaction resulting in prospectively new affective use cases and hence the needs
for different user-centered empathic Human-Machine Interfaces (HMI). Interestingly,
researchers and experts in HMI research expect that technical systems in general and
vehicles in particular will be better able to react to human needs when being equipped
with emotion recognition capabilities [1, 2]. This is the motivation of this paper and
the presented research. Hence, we will focus on the role of the user’s affective state for
user experience and user acceptance in the context of highly automated driving. Within
this context, the central goal will be to reveal and discuss crucial use cases for empathic
automated cars thereby providing a roadmap of future research and applied issues of
designing user-centered empathic vehicles for future mobility.

1.2 Empathic Automated Vehicles

According to the scientific literature, the term empathy refers to the capability or dis-
position to share and understand the other person’s internal world including thoughts
and feelings [3]. Generally, research has differentiated between the ability to understand
another person’s perspective, i.e., cognitive empathy, and to feel what the other person
is feeling, i.e., affective or emotional empathy [4]. This differentiation is very important
not only when studying empathy in humans, but also from a technical system design
perspective, because, given the current state of the art in artificial intelligence, it seems
unlikely that technical system will soon be capable of affective empathy [5]. To add,
technical systems do not require affective empathy to be of help for humans, because
cognitive empathy, i.e., the capability to understand the user, can already enable systems
to provide users with tailored, situation specific support [5]. According to Stephan [5],
technical systems do not even need empathy in every sense of a full understanding of
the emotional spectrum of the user, but in some cases already the understanding of a
limited set of user states can be sufficient to be helpful. Following these considerations,
we here conceptualize empathic vehicles as vehicles that have the ability to understand
a user state of interest and the possibility to react to this user state tailored to the user
given a set of interaction strategies.

Because emotions are supposed to have a critical influence on driving behavior,
use cases for empathic vehicles have been widely discussed for manual driving [6–9].
In contrast, their full potential is not straight-forward during highly automated driving
when the driver is not in control anymore (level 4 and 5 according to SAE international
[10]). Interestingly, some recent projects consider higher automation levels, but these
projects concentrate either on a very limited set of clearly defined use cases [11–14],
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or they rather discuss a general agenda towards the development of empathic vehicles
without defining the exact use cases.

Therefore, the aim of this paper is to generate a set of affective use cases and ideas
that can guide research activities towards designing empathic fully automated vehicles
in SAE Level 5.

2 Method

2.1 Participants

An expert group workshop was conducted as part of the pre-conference workshops of
the ‘Mensch und Computer’ Conference 2019 in Hamburg, Germany (MuC’19 – the
largest annual human-technology interaction conference in the German language area)
[12]. The expert workshop aimed at Human-Machine (HMI) and Human-Computer
Interaction (HCI) researchers as well as at user experience (UX) and usability practi-
tioners, designers, and developers in the field of automotive HMI interested in designing
empathic cars within highly automated driving (SAE 5). Nine (six female) international
participants visited this expert workshop. They varied widely in age (25–41 years; M
= 30.22, SD = 5.40) as well as vocational experience in the field of usability and User
Experience (1–9 years; M = 2.28, SD = 2.94). The participants brought with them a
diverse academic background: three came from computer science, three had a degree in
psychology, one participant had studied graphic design another one interaction design
and one was a graduate student of usability engineering.

2.2 Procedure

Throughout the workshop we followed a design thinking and building ideas procedure
and used participatory ideation methods [15]. The procedure of the workshop can be
separated into four phases (see Fig. 2): (1) getting to know each other, (2) getting into
the right mood, (3) generating ideas, and (4) integration of results.

The workshop started with a brief round of introduction of all participants (1), fol-
lowed by a warm-up exercise that helped participants to ‘warm-up’ with each other so
that they can better start working together (transition from (1) to (2)). This is helpful
for the participants to overcome prejudices and (before things get serious) to interact
with each other. This was accomplished using the Lego® Serious Play® methodology
[16]. In this way, we were able to gain a first reflective and evaluative confrontation with
one’s own view on the topic of self-driving cars. Furthermore, it is a methodological
way to put the context in relation to the topic, while the task for the participants can be
kept very open. On the one hand, the use of Lego® bricks facilitates visualization for
the participants and on the other hand, the presentation in the form of metaphors also
helps them to deal with the topic on a deeper level. When building with Lego® bricks,
participants literally think with their hands, since sensory stimulation of the hands also
triggers certain thinking processes in the brain [16, 17]. It should be pointed out when
presenting each individual Lego®−model, it should be ensured that each brick used is
briefly explained - what it stands for and what the participant was thinking. Exemplary
impressions of the Lego® Serious Play® methodology can be found in Fig. 1.
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Fig. 1. Participants prototyping future automated empathic cars to get into the topic. Images
courtesy of Mensch & Computer 2019.

After that, the research area was introduced with definitions of automated driving,
emotions, and possibilities of in-car emotion recognition as well as car manufacturers’
ideas of empathic cars (feeding (2)). In this block, challenges and boundaries of cutting-
edge researchmethods fromongoing projects and results in the field of emotion detection
and regulation within affective automotive HMI were presented. This way, participants
would go about the workshop tasks with a common understanding for the topic and state
of the art.

To start the idea generation phase (3), participants further learned about the basic
principles of design thinking and the particular methods which would be used in the
following ideation session.Because investigating future scenarios and technologies is not
straightforward [18], we introduced the ‘25th Hour’ project by Audi [19] as a contextual
base for general guidance throughout the creative work. This project is a nice illustration
of people’s visions of future automated vehicles look like and captures possible activities
passengers might want to engage in during an automated vehicle ride (for other studies,
see [18, 20]. Following the insight that future vehicle interiors should be designed for
users’ needs, the ‘25th Hour’ project [19] investigated how future self-driving cars will
change our everyday lives and activities while spending our time in a self-driving car.
In this project, among others, three time modes in the sense of overarching use themes
were defined that are conceivable in future cars of SAE level 5 automation: quality
time, productive time, and down time (or time for regeneration), which were seen as
the framework for the use cases for the group work in our workshop. Here, participants
worked together in small groups to come up with prospective use cases for affective
user interfaces in the age of automated driving. Participants were randomly assigned to
three groups of three expert members and one workshop instructor each. Each group
was tasked to develop use cases for empathic automated vehicles in SAE level 5 within
the context of only one of the aforementioned use themes (down time, productive time,
quality time).
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Fig. 2. Sketch of the expert workshop’s procedure. The goals of the phases are shown on the left.
The time for each of the phases is presented on the right.

In each group, an initial brainstorming was realized using the speed ideation method,
in which participants are urged to generate a bulk of divergent ideas in indirect collab-
oration. Each person records their own ideas on sticky notes and after a few minutes,
when everybody has a set of ideas in front of them, they move seats like in a speed dating
scenario. After that, they iterate on the ideas on their new seat, before rotating again and
again until they are back in front of their initial ideas, which now have been annotated
with improvements and new spins. An ensuing group discussion was used to distill this
flood of ideas into a list of the five ideas with the most benefit for daily life for each
scenario. The groups showcased their findings on a poster and built a paper prototype
for their single top idea, on which they had to elaborate further. Then, each group had
to present its ideas to the plenary.

In order to integrate the results (4), the instructors summarized the main findings
of the workshop and discussed open questions in the plenary. In this phase also an
interesting discussion about cultural and ethical issues of empathic systems came up.
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3 Results

In the following, the use cases that were generated in the course of the workshop for the
three time modes, i.e., use themes, are described. An overview over the main results can
be found in Table 1.

Table 1. Affective use cases for empathic vehicles produced by the groups.

Use Case Down time Productive time Quality time

1 Bored: watching movies,
gaming or listing to
audio books

Concentrated: bright
light, increase opacity of
windows, cancel
environmental noise,
suggest a break every
50 min

Bored: consuming media
together, i.e., vehicle
contacts friends who are
also bored and suggests a
movie to watch with
friends

2 Sad: phone call with
friends/family

Passionate: provides
hardware and software for
a conference call, projects
team members in VR

Bored: gaming &
competitive, i.e., vehicle
starts a game the
passengers can play
against each other

3 Peaceful: e.g., sound of
waves and a slight smell
of salt

Excited: gamification for
achievement in work

Bored: music/karaoke,
i.e., vehicle suggests
favorite songs and picks a
winner

4 Relaxed: seasonal, e.g.,
X-Mas: warm light,
cinnamon smell, jingly
music

Feeling supported:
vehicle provides
information/resources
needed

Sad: things that connect
specific people, i.e.,
vehicle connects with
family/friends

5 Embarrassed: hiding in
the vehicle, ‘stealth
mode’ with dimmed
lights

Bored: play music/video,
offer phone call etc.

Worried: house watching,
i.e., vehicle connects to
home surveillance camera

3.1 Down Time

The first group, dealing with the ‘down time’ scenario, identified the use case of a bored
passenger as the most important. An empathic car would then notice the passenger’s
boredom and provide entertainment in order to change the feeling into a more lightened
mood (for an illustration, see Figure 3). Entertainment could come in the form of sug-
gestions for movies, games, audio books, or phone calls with available friends. Even
talking with the vehicle itself could be an option – provided the vehicle’s AI allows for
engaging conversations.
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Fig. 3. Illustration of ‘down time’

Other use cases produced by this group were: A sad passenger, in which case the
car would offer to phone a close friend or family member in order to cheer up the user.
Other than changing the passenger’s negative feelings, the vehicle could also support
positive ones. A use case presented for this was the creation of a peaceful ambience
by providing sensations associated with peaceful landscapes like the sound of waves
combined with a slight smell of salt or the sound of wind coupled with a smell of pine
trees. Another one providing relaxation via massage knobs built into the seat, support
by playing meditations possibly adjusted to the current season. An example mentioned
was warm light, jingly music and cinnamon smell during Christmas season. Finally, the
car could just allow the passenger to sleep.

A last use case provided by group 1 was that of a passenger who feels embarrassed
and wants to use the car as a safe space or as some kind of a shelter. In this case the
vehicle could darken the windows and tone down the light for the passenger.

3.2 Productive Time

The second group in the workshop dealt with application for a time when the vehicle’s
user wants to be productive. The use case that was identified by this group to be the
most important was the enhancement of the user’s ability to concentrate. If the vehicle
identifies the passenger’s concentrated mood it would react by adjusting the light to be
more suitable for working, cancelling outside noise, and increasing the windows opacity.
Further, the vehicle would automatically connect to relevant devices like the laptop and
cell phone and suppress apps that might be distracting. Also, the route would be planned
in such way that cell phone coverage is ensured at all the times. Lastly, the car would
analyze whether the user is getting tired and offer short breaks approximately every
50 min (see illustration in Fig. 4).
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Fig. 4. Illustration of ‘productive time’

The second use case presented by this group envisioned the vehicle as an office for
conference calls and was entitled ‘passionate’. The vehicle would than automatically
phone all the scheduled participants and provide a shared working space. It could even
project virtual avatars of the other conference participants into the vehicle’s interior.
Further a ‘motivated’ use casewas proposed inwhich the vehicle provides an opportunity
to compare your work with friends and colleagues in a gamified way awarding level-ups
for vocational achievements. Moreover, a ‘feeling supported’ use case was suggested in
which the vehicle provides necessary resources like information, software and online
libraries automatically. For breaks a ‘bored’ uses case was proposed as well, which is
rather identical to the one presented by group 1.

Additionally, to these uses cases an ‘angry’ use case in which the vehicle, when it
detects the user getting irate, would aim for a calmer more passive driving style, adjust
the lighting and suppress non-priority mails. Finally, a use case was presented in which
the vehicle would provide happy stimuli, like the user’s favorite playlist, to support the
user’s productiveness.

3.3 Quality Time

The third group dealt with the scenario of ‘quality time’ (illustrated in Fig. 5). The use
case this group identified as most important was the synchronous consumption of media
with passengers in different vehicles. The vehicle would suggest contacting people who
are also driving in an empathic vehicle at the moment with whom the user could watch
movies and TV shows together. Which movies are suggested for watching could be
based on the viewing history of the users, but also on the conditions. For example, if
the vehicle is en route to Paris, the empathic vehicle could propose a movie centered on
Paris.
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Fig. 5. Illustration of ‘quality time’

In another use case, it was suggested that the vehicle could moderate games that a
family travelling together could play. ‘I spy with my little eye’ was mentioned as an
example. Further the vehicle could play music and invite the family to sing together,
with the music suggested fitting to the potential destinations. If the vehicle realizes that
the passenger is sad it could offer to contact family members or friends by phone. For
this case, it was also proposed to let the vehicle offer to drive a different route, e.g., going
to the beach instead of the original destination.

Lastly a ‘worried’ use case was suggested by this group in which the vehicle would
connect to the security systems of the user’s house letting him or her check back whether
everything is alright at home to get rid of these worries.

4 Discussion

4.1 Summary of Results

In this paper we presented use cases for empathic automated vehicles. These use cases
were generated in an expert workshop, in which participants first had to identify relevant
emotions user of autonomous vehicles are likely to experience during different overar-
ching use themes (productive time, down time, quality time). Based on these, potential
adaptation strategies tailored to the emotions were ideated and elaborated in group work.
In spite of the different themes, the groups were looking into overlapping affective use
cases that emerged during the session and that were deemed applicable for each of the
scenarios. For example, a use case similar to the ‘bored’ use case for down time was
described in every group, i.e., for every overarching use theme. As a bigger pattern, it
could be observed that the participants tended to name solutions counteracting nega-
tive emotions rather than fostering positive ones. The mitigation of negative emotional
states and disturbances could be seen as the common ground of most suggested affective
use cases. Not surprisingly, many concrete mitigation strategies aimed at distracting the
user from his negative emotional state, e.g., by suggesting him or her to watch a movie.
Interestingly, this focus on the recognition and mitigation of negative emotions can also
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be seen in several ongoing research projects dealing with frustration, stress, uncertainty
or sadness [6, 11–13]. However, participants also brought up use cases, in which the
empathic vehicle suggests entertainment fitting to the mood and preference of the user.
This may seem like a logical step considering that internet platforms, like Youtube and
Netflix, already make use of algorithms to suggest videos tailored to the preference of
individual users.

4.2 Technical Considerations on Empathic Vehicles

At the technical basis, an empathic vehicle needs a comprehensive system architecture.
Such an architecture is developed in the project ‘AutoAkzept’ [11]. It consists of several
functionalmodules beyondusermodels for emotion recognition, such as a contextmodel,
and an integrated situation model, a user preference model and a module selecting the
best adaptation in the given situation. This comprehensive architecture is necessary
because not only does the empathic vehicle need to recognize an emotion, it also needs
to understand the context and integrate user state and context into a situation. Only if the
empathic vehicle is able to understand the whole situation, it can recognize the human
needs and suggest the best interaction or adaption to meet that need. This is true because
emotions are elicited by stimuli, e.g., an event or a thought, and the facial expressions
displaying an emotion (as one way to express/detect emotions) are often ambiguous and
even human observers use context to disambiguate emotions [21].

4.3 Challenges and Future Perspectives

The results of this workshop provide a very first glimpse into the possibilities that
affective technologies may provide for interaction in automated vehicles. In order to
advance this field towards feasible implementations accepted by users, the initial expert
input needs to be enhanced applying a user-centered design process. Related work by Li
et al. [22] provides an approach for iteratively generating use cases in user workshops
and car-storming sessions which could be applied to our initial feature ideas. They also
make a point for more inclusive design approaches, for example, by reaching out to users
from different social and cultural backgrounds. In fact, an expert workshop as reported in
this work is a reasonable step towards the exploration of new research fields; in the long
run, however, requirements for affective innovations need to be derived from real user
needs. User acceptance of and user needs during the interactionwith affective technology
such as empathic vehicles are likely to differ strongly based on cultural upbringing. The
context culture theory byHall [23] suggests amajor contrast between eastern andwestern
cultures in the way people from these cultures communicate information, either with low
context and based on the very meaning of said words, or high context, meaning more
implicitly through expressions of emotions. Thus, especially emotional interaction in
terms of detection and mitigation might be susceptible to cultural influences. Apart from
communication, also other factors like disparate design preferences, general taste and
legislation call for a culturally sensitive design approach [24].

Acceptance of empathic vehicles may not be influenced by cultural differences only.
Even within the same cultural context different individuals not only express emotions
differently, posing a challenge for the recognition of the user’s emotion, but different



Affective Use Cases for Empathic Vehicles 99

individuals also have different preferences of mitigation and these may even change
over time, posing a challenge to select the most suitable interaction for a given user
at a given time. For example, in a sad state some individuals may prefer to keep these
to themselves, whereas others will cheer up when the vehicle suggests to call some
friends or family (see suggested intervention in use case 2 in the ‘down time group’
and use case 4 in the ‘quality time group’). So a vehicle suggesting calling a friend
to someone who has just lost a friend is likely to make the situation even worse. This
rather dramatic example illustrates the fine line between helpfulness and harmfulness of
empathic vehicles or technology more generally. To be on the helpful side, the system
needs to have the capacity to learn individual user preferences and needs to be able to
apply them.

A whole bouquet of questions concerning privacy presents itself when more than
one person is riding in the vehicle. If the passengers have different moods and needs or
even just different preferences, who should the car adapt to?What happens to the person
whose mood and needs are not catered to? Another unsolved question that arises when
several people share the ride concerns socially unaccepted emotions such as frustration.
Will users accept frustration reduction measures suggested by the vehicle when another
person can watch and should they even be suggested?

So in a nutshell, we have to conclude that this attempt and journey to address the
user-centered question of exploring affective use cases in highly automated driving has
just begun.
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Abstract. In autonomous cars, the automation systems assume complete opera-
tional control. In this situation, it is essential that passengers always feel comfort-
able with the vehicle’s decisions. In this project, we are specifically interested in
risk assessment by the passenger of an autonomous car navigating among pedes-
trians in a shared space. A driving simulator experiment was conducted with 27
participants. The challengewas twofold: on the one hand, to find a link between the
pedestrians’ avoidance behavior of the vehicle and the risk felt by the passenger;
and on the other hand, to try to predict this perceived risk in real time. The study
revealed a significant effect of two factors on the risk assessed by the participants:
(1) the value of the TTC at the moment the vehicle begins a pedestrian avoidance
maneuver; (2) the lateral distance it leaves to the pedestrian. The proposed real-
time prediction model is based on the principle of impulse response operation.
This new paradigm assumes that the passenger’s risk assessment is the result of a
quantifiable unconscious internal phenomenon that has been estimated using the
dynamics of the perceived pedestrian approach. The results showed that this app-
roach was predictive of risk for isolated avoidance maneuvers, but was insufficient
to explain the variability in the risk assessment behavior of the participants.

Keywords: Online risk assessment · Driving simulator

1 Introduction

The advent of driver automation systems in vehicles is changing the driving paradigm
[1]. At least in the near future, experts in the field consider that the driver will have to
learn to cooperate with the vehicle [2]. This new role in driving suggests that the user of
a vehicle equipped with an autonomous driving system will have to continue to assess
his or her environment and the behavior of the car. On the one hand, this will enable
them to understand the environment in which they are operating, and on the other hand,
it will enable them to update their knowledge of the functional state of their car. In
the introduction to his paper on the importance of taking into account processing and
action times when studying human-machine interaction, Hollnagel [3] suggested that
the Human and the machine have a representation of how the other works. Man develops
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such a representation through experience, the machine possesses this representation in
its design, and it is somehow transmitted by the engineers who developed it. For the
driver, this representation (called “internal model”) is very important because it contains
all his or her knowledge on the driving behavior of the automaton. This internal model
allows the driver to understand and anticipate the maneuvers of his or her vehicle. If
everything goes well, i.e. if the driver feels that the driving automaton is making the
right choices, the movement does not alter his emotional state (e.g. stress, anxiety) and
the driver remains in a comfortable situation.

It has been shown that individuals do not necessarily change their social rules when
actingwith an automated system [4]. In amixed dynamic context, where the autonomous
vehicle has to make its way among other users (pedestrians, cyclists, other autonomous
or non-autonomous vehicles), this may mean that the driver expects his or her vehicle
to act according to the same social rules as he or she does, i.e. to adopt the same driving
style as he or she does [5]. The maneuvering choices followed by the automaton in
order to make its way among other users must therefore be close to the possible options
considered by the driver. Gibson and Crooks [6] suggest that there is a dynamic zone that
the driver perceives consciously or unconsciously in which travel can take place safely
(Field of Safe Travel). The acceptable trajectory envelope that the driver perceives is
subjective and depends, among other things, on the driver’s experience, the safe distances
he or she wishes to travel and the driver’s perception of his or her own (in our case, the
car’s) size. It is suggested here that the trajectory perceived by the driver plays a major
role in how he or she feels when driving a vehicle equipped with an autonomous driving
system: the more the vehicle respects this trajectory, the better the driver will feel.

These considerations raise the question of the perceived comfort or risk on board
an autonomous vehicle during a travel among other road users. Unfortunately, there are
very few studies in the literature on passenger risk perception in an autonomous vehicle
(e.g., [7–9]). We propose here to study this phenomenon in a dynamic context using a
driving simulator. Passengers will assess their perceived risk of collision in real-time
during a trip among pedestrians. The main challenge is to understand the dynamics of
how a passenger feels when he or she is not in control of the vehicle in which he or
she is travelling. Such an understanding could then be used to adjust the safety margins
respected by automated driving cars when travelling among multiple other road users.

This paper therefore presents a pilot study of the online risk assessment in a driver
simulator. It introduces a newmethod for the real-time study and prediction of perceived
risk. In Sect. 2, information about the experiment and the data analysis are given. Results
and interpretations are detailed in Sect. 3. Finally, a discussion of these results and the
corresponding conclusions are presented in Sect. 4.

2 Method

2.1 Participants

For this experiment 27 volunteer participants were recruited aged between 18 to 52
years (SD = 7.75). They were 17 males and 10 females. The choice was made to select
participants with varying degrees of driving experience. 22 participants out of 27 had
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a driver’s license (average duration = 10 years, SD = 8.61). 2 individuals had a driver
license but reported they never drive.

2.2 Experimental Setup and Dependent Variable

During the experiment, participants were asked to take place in a fixed-based driving
simulator (Fig. 1.a) operated with SCANeR™Studio software [10]. They were installed
in the seat of a virtual autonomous car and were asked to evaluate the risk of collision
with pedestrians during a driving simulation in a shared space. Such space is intended
to eliminate any segregation between road users (e.g., absence of road signs and road
markings) and therefore makes any notion of priority or speed limits implicit. This urban
design has already been introduced in large cities (e.g., Exhibition Road in the museum
district of South Kensington in London, UK) and should, among other things, enable
drivers to integrate better into their environment, resulting in lower vehicle speeds and
smoother traffic flow [11–13]. During the simulation, participants were informed that the
vehiclewas fully automated and that no action on the controlswould be required. In order
for participants to assess the perceived risk throughout the simulation, an analog device
has been developed for one-handed use (Fig. 1.b). The objective was to avoid visual
distraction; therefore, the device was designed to be used without requiring participants
to look at it.

Fig. 1. Setup used in the experiment. (a) The fixed-base driver simulator operated by SCANeR™

Studio. (b) The Analog device used for the online risk assessment. The orange box contains a
potentiometer linked to an USB alimented Arduino UNO™ electronic board. (Color figure online)

On the basis of themeasures collected, 5 participantswere found to be non-responsive
(they reported little risk) and have been excluded from the data analysis. 4 of them were
among the 7 participants who do not have a driver license or who never drive. This may
reflect the fact that driving experience may condition the attitude of passengers when
they are in a self-driving car.
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2.3 Experiment

Procedure and Instructions. As mentioned above, participants were to pay attention
to the driving scene and as little as possible on the online rating operation. For this
reason, prior to the main experiment, each participant conducted a preliminary scenario
of autonomous driving on a pedestrian-free road; the objective for participants was to
optimize the use of the device by finding a good hand position and exploring the available
rating scale.

Then, in order to study the online risk assessment, there were two successive sim-
ulations, each lasting around 7 min of autonomous driving. The experiment has been
divided into two parts with a break in between to reduce the monotony of the task. For
both parts, participants were asked to use the analog device for assessing their risk of
collision in real time. In both scenarios, the autonomous vehicle was travelling at a con-
stant speed of 30 km/h. It followed a straight-line trajectory except when it had to avoid
pedestrians, which happened every 25 s.

Independent Variables. Avoidance conditions have been varied as a function of four
variables:

• The time-to-collision (TTC) when the avoidance maneuver was triggered. In straight
line trajectory, the TTC is the time remaining before the vehicle reaches an obstacle.
It depends on both the distance and the relative speed between the vehicle and the
obstacle (Fig. 2). In the experiment, 4 values of TTC were tested: 2, 2.5, 3 and 3.5 s.

Fig. 2. The Time-To-Collision (TTC) in a straight forward trajectory. The speed of the car (resp.
pedestrian) is denoted �vcar (resp.−→v pedestrian). On this illustration, the pedestrianwalks in the same
direction as the vehicle so that the condition −→v car >

−→v pedestrian is required. This condition is
respected by default when the pedestrian walks in the opposite direction (−→v pedestrian < 0).

• The lateral distance from the pedestrian when the vehicle has reached its position.
This parameter was introduced to check whether the proximity between vehicle and
pedestrian affects the risk assessment. 3 values of lateral distance have been tested:
0.5, 1, 1.5 m.

The combination of the manipulation of the TTC and the lateral distance allowed
simulating different safety margins. Because of software constraints, it was not possible
to cross all degrees of the two variables. Indeed, with a TTC of 2 s it was impossible to
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respect a lateral distance smaller than 1.5 m. As a consequence the experience plan was
not complete: only 8 conditions out of 12 have been tested.

Two additional factors have been manipulated to make the simulations more realistic
and unpredictable.

• Half of the pedestrians walked in the same direction as the vehicle (the participant
could see their back), the other half walked in the opposite way (they were facing the
vehicle).

• In a shared space there is no rule concerning the direction the vehicle should avoid
other road users. For that reason, the direction of the avoidance maneuver was varied
between left and right.

In addition to the 4 parameters influencing avoidance conditions, the pedestrians’
appearance was arbitrarily chosen from a list of a dozen possibilities (man in T-shirt,
man in suit, teenager in shorts, etc.).

2.4 Data Analysis

Factor Analysis. One of the objectives of this study was to find out whether partici-
pants’ risk assessment was dependent on pedestrian avoidance conditions. An avoidance
maneuver is supposed to create a reaction from the participant in terms of the assessed
risk. More concretely, an evolution of the assessed risk is expected for each pedestrian
avoided. As mentioned before, the pedestrians were very far apart from each other. The
advantage of such a design is twofold: on the one hand, it guarantees that the risk assess-
ment necessarily concerns one and only one pedestrian, on the other hand, it guarantees
that the risk assessment starts and ends at 0. Hence, for each avoided pedestrian, a time
series of assessed risk was extracted. Data were primarily scaled to be in the range [0; 1],
and then two indicators were computed: the maximum assessed risk (Risk Max) and the
area under the risk curve (AUC). Those indicators are illustrated on Fig. 3. It resulted
in two sets of 32 indicator values by participant for the two experimental phases. The
influence of the independent variables (TTC, lateral offset, pedestrian heading and the
direction of the avoiding maneuver) on those values was assessed by means of analyses
of variances.

Dynamics Analysis of the Assessed Risk. In the considered approach, risk assessment
is the external expression of an implicit internal phenomenon that can be modelled as an
impulse response (IR). Formally, an IR is a dynamic function that gives the quantitative
reaction of a system to a unitary stimulus (a Dirac impulse). In this context of online risk
assessment, the objective of the IR is to represent the dynamics of the cognitive process
that leads to the participant’s rating when the vehicle avoids a pedestrian. Consequently,
the quantitative data collected for each participant should be considered as time series
of the risk assessment that is assumed to be the response to a certain stimulus flow.

Such a paradigm assumes that risk assessment can be seen as the response of a
linear and time-invariant system to a given input signal [14]. Linearity requires that the
risk assessment (output) in the case of a response to a linear combination of stimuli
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Fig. 3. Example of the assessed risk by a participant for a maneuver of pedestrian avoidance.
Two indicators were computed: the maximum assessed risk (Risk Max) and the area under the
risk curve (AUC). It is important tomention that the unimodal specificity of the curvewas common
to all participants.

(inputs) should be the same linear combination of the output responses of the individual
inputs. A simple way to illustrate this concept is to say that the response to a 10 unit
stimulus should be 10 times the response to a 1 unit stimulus whatever the unit. The time
invariance implies that the response to a stimulus should be independent to the moment
the stimulus is perceived. That is, a stimulus occurring at a time t should produce the
same reaction as the same stimulus occurring at a time t + � whatever is the �.

The IR is computed using an autoregressive model with exogenous variable (called
an ARXmodel). Given a time t, a general formula is given in the Eq. 1. The value of risk
assessment (the output, denoted Risk) is supposed to depend on the na previous values
of risk assessment, on nb values of an exogenous variable (the input, denoted X ) with a
delay of nk time units and on a white noise disturbance (denoted ε) mainly attributed to
measurement error or to uncontrollable inputs phenomena.

Risk(t) =
∑na

i=1
αi × Risk(t − i) +

∑nb−1

j=0
βj × X (t − nk − j) + ε(t) (1)

As seen in the Eq. 1, an ARX model is completely defined with 3 parameters:

• na: Number of autoregressive components, also called the output samples.
• nb: Number of exogenous components, also called the input samples.
• nk: Number of input samples (exogenous) that occur before the input affects the
output, also called the dead time in the system.

Those parameters have to be rigorously chosen as they directly condition the form
of the IR. The latter can be seen as a time series where each value is a linear combination
between, on one side the coefficients αi and the output series and on the other side
the coefficients βi and the input series. In this experimental case, the optimal numbers
of coefficients (i.e. na and nb.) were to be found using the data. A grid search was
performed to find out the best configuration (performance test among combinations of
the parameters).
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In this study, the exogenous variable introduced in the ARX model is the evolution
of the retinal expansion rate of the pedestrian. If we consider two points belonging
to the pedestrian, the retinal expansion rate is the dilation rate of the optical angle
(denoted φ) formed by those two points as illustrated on Fig. 4.With some trigonometric
approximations, the rate of retinal expansion (i.e. φ

/
φ̇) has been shown to be the inverse

of TTC [15]. The use of this variable in this study of online risk assessment turns out to
be consistent with many references in the literature about the detection and avoidance
of upcoming collision by drivers [16–18].

Fig. 4. As demonstrated by Lee [15], with some trigonometric approximation the TTC can be
expressed as the inverse of the rate of dilatation of the optical angle represented by (any) two
points on the pedestrian.

3 Results

3.1 Effect of TTC and Lateral Offset

As explained before, two indicators (Risk Max and AUC) have been computed for each
avoided pedestrian and analysis of the variance (ANOVA) were performed to figure out
whether the factors affected the observed risk assessment. To do that, each factor was
studied independently. A preliminary analysis revealed that neither the direction of the
avoidance maneuver (left/right) nor the walking direction of the pedestrians (front/back)
influenced the risk assessed considering the two indicators. Given this result, conditions
were taken into account indifferently for the analyses that followed. For a givenmodality
of a factor (TTC, lateral offset), all the occurrences have been averaged to get one value by
participant per indicator. Then, a one-way ANOVA was computed over the 22 resulting
values to determine whether the factor has a significant effect on the assessed risk.

The results of the ANOVAs lead to the conclusion of significant effects for the TTC
on the two indicators (Risk Max: F(3, 18) = 20.74, p < .001; AUC: F(3, 18) = 15.75,
p < .001). The lateral offset also had an effect although it was only significant for
RiskMax (Risk Max: F(2, 19) = 3.30, p < .05; AUC: F(2, 19) = 2.60, p < .1).
In addition, as illustrated on Fig. 5, the latter the maneuver was triggered, the higher
the indicators are. This supports to the intuitive idea that the passenger feels a higher
risk when the vehicle starts the avoidance maneuver too late. Likewise, the closer the
vehicle was to the pedestrian during the avoidance maneuver, the higher the assessed
risk 5 (Fig. 6).
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However, post hoc tests of the significant difference of the means (Tukey’s HSD
test) revealed that the lowest values of both the TTC (2 s) and the lateral offset (0.5 m)
resulted in a significant increase of the assessed risk.

***

***

***

*

***

Fig. 5. Effect of the TTC on the two indicators. The stars indicate the results of the post hoc tests
(*: p < .1; **: p < .05; ***: p < .001).

*

*

Fig. 6. Effect of the lateral offset on the two indicators. The stars indicate the results of the post
hoc tests (*: p < .1).

3.2 Risk Prediction

System Identification. The data were then used to determine the extent to which the
participant’s assessment could be modeled as an IR. For this purpose, all avoidance
maneuvers were treated independently and optimal coefficients were computed using
MATLAB and the System identification toolbox [19]. A set of optimal coefficients
corresponds to an IR which fit the best with the observed data in terms of normalized
root mean squared error (NRMSE). As shown in the Eq. 2, NRMSE summarizes the
observed differences between observed and predicted data and take into account the
actual dispersion of the observed data. Such a performance metric always returns a
value lower than 1, and the nearer the NRMSE is from 1, the better the predicted values
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are.

NRMSE(obs, pred) = 1 −
√√√√√

∑
t(obs(t) − pred(t))2

∑
t

(
obs(t) − obs

)2 (2)

Given a moment t:

• obs(t): Observed values i.e. the risk assessed by a participant.
• pred(t): Predicted value by the ARX model of the risk assessed.
• obs: Mean of the observed values considered in a range of time.

Before estimating the coefficients αi and βi (cf. Eq. 1), the best parameters of the
ARX model were obtained (na, nb). Since no assumption was privileged, all combina-
tions among the grid na ∈ [1; 20] × nb ∈ [1; 20] were firstly tested on the data. The
performances were compared and finally the values na = nb = 2 were retained for all
participants. These values were chosen based on an analysis of the performance of all
the models, and of the gain observed through the introduction of additional coefficients.
Voluntarily, the chosen ARX model was relatively sparse and gave rise to an IR calcu-
lated from only 5 coefficients. The fact that na = 2 means the autoregressive part of the
model concerns only delays of order 1 and 2. That is, the risk assessed by a participant
at a given time t essentially depends on the risk assessed at time t − 1 and t − 2. The
value of nb is linked to the reaction to exogenous stimulus (retinal expansion rate) and
should be interpreted in relation with the value of the last ARX parameter, nk. The latter
was chosen afterwards by testing all values between 100 ms and 3 s (every 50 ms). This
parameter was selected for each avoidance maneuver of the participants. As explained
before, it corresponds to the number of stimulus samples that occur before seeing a reac-
tion on the assessed risk by the participant. The lower limit (100 ms) was chosen as the
minimum time interval required to perceive a succession of stimuli for a Human [20].
The upper boundary (3 s) was selected with regard to data of all participants. Once this
parameter was found, the parameter nb = 2 can be interpreted as the number of stimulus
samples that affect the assessed risk after nk time units. More formally, at a given time
t, the assessed risk depends on the previous values of stimulus which occurred at time
(t − nk) and (t − nk − 1).

This procedure of system identification was performed to test whether the risk
assessed by a participant could be estimated using an IR and only one exogenous vari-
able. Out of the 704 overtaking maneuvers, only 679 identifications were processed.
The remaining 25 maneuvers concerned data with no risk assessed i.e. maneuvers where
participants did not perceive risk of collision (cursor remaining at 0). These excluded
cases were found randomly among participant and an examination revealed no specific
pattern in terms of avoidance conditions or participant profile.

Global Model Summary. In addition to the system identification two heuristic manip-
ulations were operated.

• The retinal expansion rate exists as soon as the vehicle is approaching to a pedestrian.
If the speed of the vehicle remains constant at 30 km/h, which was the case in the
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experiment, a pedestrian walking 100 m in front of the vehicle is already supposed to
produce a stimulus for the participant although the risk of collision can reasonably be
considered absent. In the ARX model, this causes the IR to be triggered too early and
therefore predicts a non-zero assessed risk when no stimulus is actually perceived by
participants. To work around this phenomenon, the stimulus series was truncated to
keep only values that correspond to TTC below 5 s which was the threshold value
found based on the data.

• The IR has the disadvantage to keep on estimating a non-zero output (and so a risk
predicted different from 0) even long after a stimulus occurred. In the context of
the experiment, most of participants returned to a value of 0 just after the avoidance
maneuver i.e. when the pedestrian was just behind the vehicle. To cope with this
phenomenon, the risk predicted by themodelwas truncated using the distance between
the pedestrian and the vehicle: as soon as the vehicle moved away from a pedestrian,
the risk predicted was set to 0.

A global model strategy is then defined and composed of three steps: (step 1) trun-
cate the exogenous stimulus series, (step 2) identify parameters of the ARX model and
estimate the coefficients, (step 3) truncate the predicted series.

Performances. Due to the large amount of data expected, performances were com-
pared and judged through median values per participant. The accuracy of the predicted
risk estimation was evaluated with the NRMSE and the threshold of 0.6 was chosen to
distinguish good and bad fit. The threshold was selected based on the data following
observations: performances lower than 0.6 reflected a predicted series which does not
fit the observed series (e.g. too large absolute difference between the predicted and the
observed values); for performances greater than 0.6, the predicted series were well corre-
lated and had low absolute differences with the associated observed series. An example
of a result with a NRMSE = 0.74 is illustrated on Fig. 7. The IR (Fig. 7.a) depends on
the estimated parameter nk and the system identification results (coefficients αi and βi).
This curve trend with a positive skewness is very characteristic and corresponds to the
majority of cases. It reflects the fact that the occurrence of a stimulus leads to a rapid
increase and then a gradual decrease in the risk assessed. The estimated IR is then used
in the global model detailed above to compute the predicted series (Fig. 7.b).

Out of the 22 participants under analysis, the median performances of 16 were
greater than 0.6. The profiles of the 6 remaining participants have been studied in detail
but no specific patternwas found.However, inmost cases, themodel failed because of the
form of the assessed risk. The ARXmodel assumes that an increase of the stimulus input
(retinal expansion rate) should always result in an increase of the output (assessed risk).
When this was not the case, the procedure systematically failed to estimate a correct
IR. For example, some participants assessed a progressive risk when approaching a
pedestrian by staying on the same value for a long timewhile the rate of retinal expansion
increased steadily.

As a result, the model strategy was found to be effective for more than 70% of par-
ticipants. After this first step, further analysis was conducted to determine whether it
was possible to estimate a single IR for all avoidance maneuvers of a given participant.
To this end, tests were carried out on all participants and a calculation routine was put in
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Fig. 7. Result example of the model prediction with the IR (a) obtained after the system iden-
tification and the resulting predicted series (b). The NRMSE computed for this example is 0.74
which is judged as satisfying. On the IR, the parameter nk = 12 can be seen at the beginning of
the series that remains at 0 during 12 time units.

place to progressively aggregate the coefficients. The idea was to simulate the possibil-
ity of adjusting future predictions based on the risk assessed during previous avoidance
maneuvers for a given participant. For example, the prediction of the assessed risk at
the 10th pedestrian avoidance would depend on the observed values for the previous 9
pedestrians. In this example, the coefficients obtained by system identification for the
previous 9 maneuvers were averaged. Theoretically, this approach had the advantage of
stabilizing the IRs (resulting from the coefficients) as the vehicle progressed. This makes
sense because the more the participants experimented with avoidance maneuvers, the
more robust the predictive models became. However, this approach yielded disappoint-
ing results because the median performance calculated per participant was never higher
than that obtained by system identification. Performance was at least halved for 19 par-
ticipants; and, surprisingly, for 2 of the remaining 3 participants, themedian performance
obtained by identification was below the 0.6 threshold mentioned above.

This poor performance can be explained by the fact that the participants’ behaviors
were not constant during the experiment in terms of the risk assessed by considering only
the rate of retinal expansion as an entry stimulus. Therefore, the hypothesis of temporal
invariance of IR could not be validated by the data, i.e., the same avoidance maneuver
did not produce the same effect on the participant.

4 Conclusion and Discussions

Results Summary. This experiment made it possible to study in real time the risk felt
by a passenger when travelling between pedestrians in an autonomous vehicle. Two
variables were used to manipulate the vehicle’s safety margins: (1) the value of the TTC
when the vehicle starts its avoidance maneuver, (2) the lateral safety distance the vehicle
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leaves with the pedestrian. Two indicators have been proposed to study the influence
of these parameters on the assessed risk: the maximum value and the area under the
curve. According to these indicators and the results obtained, the TTC at the start of
the maneuver and the lateral deviation from the pedestrian have a significant effect on
the risk assessed: the lower the TTC or the lateral deviation, the more the participants
considered the maneuver to be risky. However, only the extreme values tested for these
parameters resulted in significant differences. The risk felt by the participants was also
analyzed dynamically for predictive purposes. An autoregressive model with an exoge-
nous variable was tested to predict the risk assessed in real time through the evolution
of the rate of retinal expansion when approaching a pedestrian. The results obtained
by identifying the parameters resulted in sparse models and satisfactory performance
(NRMSE) for more than 70% of the participants. Nevertheless, attempts to characterize
the participants by their impulse response resulted in prediction performances below
those obtained by the models with identified parameters.

Conclusion. In view of these results, it is clear that the assessed risk by the participants
depends on the dynamics of approach and avoidance of pedestrians by the vehicle.
However, the factors tested were not sufficient to explain accurately the assessment
behavior observed in the participants. Predicting the risk perceived in an autonomous
vehicle probably requires considering more complex independent variables related to
the vehicle dynamics. For instance, aggregate the TTC and the relative time separating
the vehicle and the obstacle as proposed in [17, 21]. Nevertheless, risk as such remains a
concept that is complex to define, and if it is considered to be a feeling (as suggested by
Slovic et al. [22]) it would be intuitive and therefore not entirely dependent on objective
measures.

It is also possible that themodeling approach considered is not suitable for predicting
a risk feeling in a temporal context. For some participants, it was found that assumptions
of linearity and temporal invariance were not satisfied. This may reflect a change in the
importance or uncertainty that participants placed on the risk of pedestrian collisions (as
characterized by Yates and Stones [23]). For future research, a criterion to account for
changes in passenger perception of the vehicle behavior (internal model) could therefore
be added to the modeling.
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Abstract. The biggest challenge for a human-machine interface in highly auto-
mated vehicles is to provide enough information to the potentially unaware human
operator to induce an appropriate response avoiding cognitive overload. Current
interface design struggles to provide timely and relevant information tailored for
future driver’s needs. Therefore, a new human-centered approach is required to
connect drivers, vehicles and infrastructures and account for non-driving related
activities in the forthcoming automated vehicles. A viable solution derives from a
holistic approach that merges technological tools with human factors knowledge,
to enable the understanding and resolution of potential usability, trust and accep-
tance issues. In this paper, the human factors challenges introduced by automated
driving provide the starting point for the conceptualization of a new Fluid inter-
face. The requirements for the new concept are derived from a systematic analysis
of the necessary interactions among driver, vehicle and environment. Therefore,
the characteristics, components and functions of the interface are described at a
theoretical level and compared to alternative solutions.

Keywords: Automated driving · Adaptive interface ·Mobility needs

1 The Need for a New Concept

In highly automated systems the design of human-machine interfaces is mostly driven by
technology development rather than by the characteristics and skills of the humans who
should manage them. However, the more automation works independently from human
intervention, the more likely it is that humans are not able to intervene if necessary,
because of a lack of attention and inadequacy of the interfaces. The challenge is then
to design an interface capable of providing enough information to the human operator
who may be unaware of what is happening, while at the same time to induce a rapid
response without overloading the operator with information. This cannot be achieved
without consideration for the human factors from the start of the design process of the
system. This is even more true in the context of driving automation which is changing
the relationship between drivers, vehicles and environment in a way that is not yet
fully understood. Indeed, highly automated vehicles will need to accommodate a variety
of functions and will therefore require an unprecedented flexibility of the interface to
communicate and switch control to and from humans. Yet, current interface design
struggles to provide timely and relevant information tailored for future driver’s needs.
Therefore, the way (human) drivers and (automated) vehicles interact and communicate
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with each other needs to be rethought. A new human-centered approach is required to
connect drivers, vehicles and infrastructures and account for non-driving related activities
in the forthcoming automated vehicles (AV). A viable approach seems to derive from
a holistic perspective that puts together technology-based solutions, which are or will
become available with the progress of sensor technology and data science, and human-
factors knowledge, which helps identifying and resolving potential usability, trust and
acceptance issues. In this paper, the human factors issues and mobility needs posed by
automated vehicles are first reviewed. Then, the theoretical characteristics and functions
of a new HMI approach to overcome the issues are derived and described. Finally, the
envisioned interface concept is compared to other solutions. TheHMI concept introduced
here is being developed within the European project HADRIAN.

1.1 From Human Factors and Mobility Needs to Interface Requirements

To understand whether a new interface concept is needed for highly automated vehicles
and how that should work, it is necessary to analyze in detail what the needs of their
operators will be. The basic assumption is that the complexity of technology has only
recently reached a level that enables a real interaction between operator and vehicle. This
means that the vehicle has now (partial) access to the operator’s psychophysical states
and mental models about the vehicle itself, and the operator has access to the vehicle
states with context-relevant information. Moreover, for the first time in the automotive
history, the vehicle can operate independently and affect the operator’s states, while the
operator can demand vehicle configurations that are not related to driving activities.
The novel issue is therefore the necessity to keep a constant exchange of information
between operator and vehicle, considering also the external, environmental conditions.
The challenge is even more difficult given the limitations of sensing and communication
technologies on one side, and the limited human ability to oversee and select relevant
information from multiple, concurrent sources on the other side.

According to [1], an interface for AV should explain the details and technological
features of the driving systems; help create realistic mental models of the complex inter-
actions between vehicles, sensors and environment; present the features progressively,
so occupants can build this knowledgewith time.Moreover, the interface should “…con-
vey to occupants the sensed hazards and the shared knowledge received from the other
vehicles or infrastructure, so users can acknowledge that the system is aware of hazards
beyond the field of view.” (cit. [1]).

Other studies [2, 3] provide an interesting overview of the opinions of several human
factors experts on what issues need to be addressed by automated vehicle interfaces. The
experts indicated that an AV should provide information about its status and limitations
and enable a safe transition between automated and manual driving mode. Interestingly,
specific trainings are to be envisioned to ensure drivers can efficiently and safely operate
automated vehicles [3]. Moreover, a cross-national large study also indicates that the
public has a high acceptance of automated vehicles when they can be perceived as
useful and easy to use, pleasant and trustful [4].

In addition to the information challenge, Cunningham et al. [5] have identified and
reviewed a series of potential human factors issues in highly automated driving. The
driver could become less attentive or distracted, loosing situational awareness and the
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ability to promptly react to a critical situation [6]. This could also inducemode confusion,
i.e. the misunderstanding about which functions are under control of the automated
system and which are under human responsibility. Another critical issue arises when the
operator’s trust in an automated system exceeds the actual capabilities of that system,
resulting in an insufficient countercheck of the automation status, i.e. reducedmonitoring
behavior, and an abuse of the system in situations that are not suitable. Conversely under-
trust in the automationmay result in low acceptance rate of the technology and thewaiver
of the potential benefits. Long [7] and short-term [8] impairments of driving skills have
also been reported after exposure to automated driving sessions, likely due to sensory and
cognitive adaptation processes. Finally, the condition of motion sickness, characterized
by symptoms of nausea, headache, and general discomfort, is expected to worsen in
automated vehicles [9, 10], i.e. when the driver becomes a passenger. This is supposedly
a consequence of an increased sensory mismatch between visual and vestibular input
[11] and a reduced controllability over the current vehicle motion (see [12] for a review).
Moreover, it seems plausible to expect a further increase in motion sickness rate with
rearward facing seats arrangement [13], which could possibly be adopted for non-driving
activities enabled by the automation.

The solutions to these problems are not so straight forward, and many studies are
investigating how information can be efficiently conveyed within an automated vehicle.
For example, the results of a preliminary study [14] suggest that the timing in provid-
ing explanation of events plays an important role in trust building towards AV. Also,
explanations provided before actions seem to promote more trust than explanations pro-
vided afterwards. Another recent paper [15] suggests that robotics, machine learning,
psychology, economics, and politics are needed to address the challenges of automated
driving and proposes a few principles underlying the human-centered autonomous vehi-
cle. Among others, these principles refer to the shared autonomy between human driver
and automated system to jointly maintain a sufficient situation awareness of the driving
activities. For an extensive review and very insightful recommendations of HMI design
principles and practice it is useful to refer to [16–18].

Overall, there seems to be a general agreement around the new human-factors chal-
lenges posed by the introduction of automated driving. Those challenges revolve around
the general mobility needs for safety, comfort, acceptance, trust, and connectivity. These
general needs do not seem to differ between automated and traditional driving scenarios.
However, in the new landscape of mobility the complexity of the interactions among
entities like human drivers, vehicleswith different levels of automation, and environment
with connected infrastructure and vulnerable road users tends to increase significantly.
Therefore, it is important to analyze the mobility needs within the perspective of all three
components – driver, vehicle and environment, to inform the design of an interface for
the upcoming scenarios.

In Table 1 the general needs of driving scenarios (first column) are translated in
requirements for each mobility component – driver, vehicle and environment – of com-
plex, automated driving scenarios. In the following paragraphs, a description of the table
contents is produced.
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Table 1. Driver, vehicle and environment needs in automated driving.

Driver Vehicle Environment

Safety High situational
awareness, low
cognitive load

Monitoring sensors, state
extraction algorithms

Monitoring road, traffic
and weather conditions,
standardization

Comfort Physical (sensory) and
cognitive, for driving
and non-driving tasks

Holistic models for
internal combustion
engine/electric vehicles

Providing databases for
services

Acceptance Foreseeable human-like
automated driving
behavior

Increased transparency
of vehicle behavior in
defined situations

Enable information
exchange among
different road user types

Trust Calibrated towards own
system and other road
users, tutoring system

Feedback interface,
adaptive algorithms
learning over time

Maintaining up-to-date
databases

Connectivity Multi-sensory natural
interaction via gaze,
gesture, speech, touch,
audio, visual

Multi-display, ensured
connectivity, flexible
control strategies

Fast connectivity across
platforms, devices,
sensors

Driver
The driver needs to receive updated information to keep high situational awareness,
or to able to regain situational awareness quickly and efficiently. This should occur in a
non-obtrusive way, i.e., without adding more and more warning signals or increasing
the information density on the available displays. Also, AV operators must always be
able to attribute the responsibility of driving task. Thus, they must knowwhat tasks they
are responsible for at any point in time, regardless of their current activities. Conversely,
they need to avoid overload of information, as they do not need to know the whole
time every vehicle-related information that is not immediately relevant. The interface
should also enable a high level of connectivity for the driver and passengers. This is
particularly relevant for safety-oriented applications stemming from vehicle-to-vehicle
or vehicle-to-infrastructure communication.Moreover, it is rather evident that any person
nowadays must be connected in order to carry out a series of work, leisure and personal
activities. So, the need for connectivity does not only reflect safety requirements but is
also socially relevant. To guarantee safety, comfort and acceptance, it will be essential
for the user to be able to communicate naturally with the interface. This could mean to
make use of technologies that recognize natural speech, but also intentions from gesture
or gaze direction. The driver needs to be supported in the learning of the complex
automated driving system, to be able to use it in a way that can eventually relive the
driver from the driving tasks and responsibilities. In other words, the driver needs to
achieve a proficient use of the new technology and at the same time maintain an assuring
feeling of ‘familiarity’. Trust towards the vehicle and its systems must therefore also
be calibrated with step-by-step approaches, that bring the understanding of the user to
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the appropriate level. Calibrated trust is also necessary among different road users, as,
e.g., pedestrian must be able to recognize and understand vehicles’ intentions, and vice
versa.

Vehicle
From the vehicle side, the main need is to keep an updated status of occupants and
environment conditions to ensure safety and comfort. This meansmonitoring driver and
environmental states, in order to plan the travel conditions and the switching of control
between system and driver across different automation levels and road conditions. On
one side, this requires active and constant communication between infrastructure and on-
board sensors, to keep track of environmental conditions both in proximity of the vehicle
or remotely. On the other side, monitoring of the driver and passengers’ conditions is
essential to guarantee prompt reactions or even anticipatory behavior.Also, vehiclesmust
be equipped with holistic comfortmodels, that can take into account how the conditions
for optimal comfort change across automation levels, and depending on the activities
of the occupants, or even the powertrain of the vehicle. It becomes more and more
evident that traditional vehicle interfaces are not capable of handling such an amount
of information and, even more importantly, the interaction with driver and passengers
towards the interior, and the other road users and infrastructure towards the exterior of the
vehicle. Therefore, it is required to developmulti-display andmulti-sensory interfaces,
that can reproduce redundant and complementary signals using a broader bandwidth.
Finally, a timely and efficient communication and interaction with the occupants require
a fast processing of data collected by the onboard sensors or retrieved by connected
devices or infrastructure. This can be achieved only by a combination of artificial
intelligence algorithms and model-based engineering.

Environment
The other components of road traffic, which act outside the vehicle and form together
what is referred here as the ‘environment’, include other vehicles, vulnerable road users,
infrastructure, geographical and weather information. This environment needs to be able
to receive and distribute information from and to the vehicles and any other connected
entity. Indeed, the presence of a powerful connectivity infrastructure seems to be the
essential requirement for enabling most of the functions that will be deployed with
automated driving.

1.2 Current Concepts, Prototypes and Visions

In the last few years, several concepts have been proposed to create a user interface
for automated vehicles that enables non-driving activities and supports transition of
control. Here is a short overview of some of the most impactful concepts. It is important
to notice that the concepts show similarities with each other and with Fluid, but also
remarkable differences stemming from the different goals of the interface. The purpose
of this section is therefore to illustrate how different players intend to address the needs
and requirements described in the previous section. In the Sect. 3, a comparison between
Fluid and these concepts is proposed.
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Fig. 1. Representation of the HMI concepts for AV described in the main text. From top right,
clockwise: BMW ZeroG Lounger, Renault Symbioz, Toyota Concept-I, Daimler Vision AVTR,
BMW i Interaction EASE, Nissan Invisible-to-Visible, Audi Experience Ride, Mercedes-Benz
F015 Luxury in Motion.

Audi. Has proposed the Audi Experience Ride, a virtual reality headset-based enter-
tainment system providing passengers with interactive contents that move consistently
with the movement of the vehicle to increase comfort and the “connection with the road”
[19]. This technology fuses vehicle data, geodata and content data. The complementary
systemAudi Immersive In-Car Entertainment implements car bodymovements tomatch
the motion of the contents the passengers are seeing on an otherwise stationary vehicle
[20]. The immersion is enhanced by adding multisensory information including, e.g.
seat vibrations, sound, heating and interior light animations.

Toyota. Has introduced Concept-I and a humanized interface acting as a friendly “li-
aison between passengers and the car” to create a “special bond between the driver, the
car and the world around the driver” [21]. The system is designed to detect what the
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driver is “thinking, feeling and needing” to ensure the driver is “always happy”, with
the ability of learning over time using artificial intelligence. Ultimately such a system
should also be capable of detecting driver’s fatigue and take over driving control.

Nissan. Has recently presented the Invisible-to-Visible technology [22]. Such a system
shouldmerge sensors information from inside and outside the vehicle with infrastructure
data and visualize it through human-like avatars inside the car (covering the driver’s full
visual field) to inform the passengers about any current or upcoming conditions on the
road ahead, including visibility, pedestrians and guidance. In addition, it can alsomonitor
occupants’ state and suggest assistance if the situation requires.

MIT. Highlights the need for sensing human cognitive load, activities, hand and body
position and glance region, together with the desired deep personalization of vehicle
operational aspects, to reflect the specific experiences of the vehicle and an individual
driver that cumulate over time [15]. The authors propose a solution with a large central
display on the dashboard to indicate with the use of stylized icons who is currently in
charge of the driving task.

Daimler. Vision AVTR is described as a concept vehicle in which interior and exterior
merge in an holistic view [23]. The design process focuses on the perception and needs
of the passengers with the goal of extending their perception from inside out, creating an
immersive space in which passengers are connect with each other, with the vehicle and
the surroundings. In the 2015 prototype F015 Luxury inMotionMercedes-Benz showed
also the use of large displays on the door panels, which could show animated particles
with the purpose of reducing the visual mismatch between vehicle interior and actual
vehicle body motion with respect to the environment [24]. This solution is expected to
mitigate motion sickness symptoms.

BMW. I Interaction EASE, and ZeroG Lounger [25]. The first concept focuses on a
natural interaction between human and automated systems and enables three operating
modes: “Explore, Entertain, Ease”. In “Explore” users’ gaze and pointing are sensed for
respectively browsing and selecting the space around the occupants and the vehicle. A
full-windscreen sized Head-Up display works as augmented-reality display on which
additional information are over-imposed to the real-world view. In “Entertain” the side
windows are darkened to isolate from the outside, while on the interior theatre-like
ambient lights adapt to the contents displayed on the windscreen, which is used to
stream media. In the “Ease” mode the seat assumes a “zero-gravity” position and all the
screens and windows are darkened to allow a more relaxing environment.

Renault. Symbioz [26]. The cabin layout has been conceived as a connected extension
of the house and designed as if driver and passengers were sitting in a living-room.
The door panels feature built-in lighting. Head-mounted displays offer an immersive
VR experience that incorporates inputs from vehicle dynamics data as well as objects
detected by the sensors. During the journey, passengers wearing the VR headset experi-
ence a transition from augmented reality to virtual reality, drifting from a realistic visu-
alization to a completely fantastic environment. Floating objects in the virtual world pro-
vide visual references about the actual motion of the vehicle, to maintain the coherence
between the virtual and physical dimensions, ensuring a comfortable experience.
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Overall, all concepts address the needs for safety, comfort, trust, acceptance, and
connectivity, as previously described. Commonalities and differences in the described
concepts canbe appreciated by avisual inspectionofFig. 1.However, it isworth reporting
here a few features to summarize what is to be expected from an HMI for automated
vehicles, given the current landscape.

• Most of the concepts imply either a full-size windscreen head-up display or the use of
a head-mounted display to provide virtual/augmented reality contents. This indicates
the trend of OEMs to provide an immersive visual experience to the occupants. This
seems to be the answer to the need for information, communication and connectiv-
ity of AV passengers as described above. It reflects also the new mobility need for
connectivity and entertainment, as introduced in Sect. 1.1 and Table 1.

• Another common aspect in the concepts is the connection between interior and
exterior of the vehicle. This exchange of sensed data and information between the
driver and the outside world is conceived to increase the comfort of the occupants
and to expand the range of interactivity. The first goal is achieved by connecting
what is visually displayed inside the vehicle with what is physically happening in
its proximity. The second goal is achieved by connecting the on-board controls with
remote sensors in the environment, so that the vehicle can become an extension of
the living spaces. Interestingly, the same technology can also be used in the opposite
way to improve the entertainment experience and isolate the passengers from the
surroundings.

• Another aspect that isworthmentioning is thehumanized interface. In some concepts
this is implemented as a human-like virtual assistant, which transform the vehicle into
a human companion; while in others the concept is less extreme, and only specific
features like natural language and other forms of interactions are implemented to
make the use of the interface more intuitive.

Similarly, Fluid has also been conceived to address the samemobility needs, as described
in the next section.

2 Fluid Concept

Fluid is the expression of a holistic approach that aims at addressing the main human-
factors challenges of automated driving in the upcoming mobility scenarios. Like a
fluid, an interface based on this approach surrounds the driver and continuously adapts to
support any change in his/her psychophysical state. Fluid is meant to increase situational
awareness, minimize obtrusiveness of traditional visual and auditory interfaces, and
preserve the driver’s cognitive spare capacity for a prompt and smooth transition of
control, while providing a comfortable and safe experience. Fluid is a concept of holistic
interface to mediate the interactions between driver and vehicle or any other connected
entity, as well as between vehicle and other agents in the external environment.
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Fig. 2. Scheme of the Fluid concept.

2.1 Fluid Characteristics

Fluid is envisioned as a multisensory, omnipresent and omnidirectional system that
constantly monitors the driver’s activities and attentional levels, vehicle state and envi-
ronmental conditions to update a “digital twin” model. Such a model consists of a
representation of the driver’s state and preferences over time, in relation with the vehicle
and environmental conditions. The updates in themodel enable context-based interpreta-
tions of the sensed information. Then, proper sensory modality, timing and locations are
selected to initiate and seamlessly carry on a natural interaction with the driver through
a fluid interface (Fig. 2).

Omnidirectional interface
The interface consists of visual, auditory and haptic displays, allowing information to
“flow” across different sensory modalities and around the driver, adapted to his/her
current activity and focus of attention. Fluid interfaces are an extension of adaptive
interfaces as they continuously adapt to the human operator depending on the changes
in the configuration between driver, vehicle and environment. Moreover, fluid interfaces
extend beyond the physical boundaries of a dashboard, as they can include thewindshield
and seats, as well as door panels and roof/floor. Therefore, fluid interfaces have the
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potential to revolutionize car interiors and traditional interface design, embracing and
surrounding the occupants. In that sense Fluid is an omnidirectional interface, capable of
providing information everywhere in the vehicle interiors. Fluid is also an omnipresent
system, which is constantly running in the background, collecting data from onboard
dedicated sensors, but also fromavailable connectedwearables or infrastructure network.
The system is seamlessly integrated in all aspects of vehicle functions, but it extends
even beyond the vehicle, as it makes use of data collected by smartphones andwearables.
This guarantees a constant update to the digital twins that contribute to the decisions of
the interface even when the driver is not in the vehicle.

In a fluid interface information flow seamlessly across displays, regardless ofwhether
they are visual, auditory or haptic, to convey the information wherever the driver has
allocated attention in that specific moment. The driver may also indicate explicitly to
the interface the preferred interaction modality, but it is the interface and its model-
based decision logics that decides the priority of the interaction with the driver (e.g.
for safety-critical situations) and the consequent appropriate modality to initiate the
interaction. The focus of attention and the available sensory modality of the driver, i.e.
the most appropriate sensory channel for an efficient interaction, are estimated based on
the monitoring activities that are constantly running in the background. For example,
if the driver is reading a book, a visual display will not be able to efficiently convey a
warning signal. Therefore, the fluid interface will redirect the intended signal towards
an auditory display and issue, e.g., a sound.

Within the European project HADRIAN, Fluid interface concept is being embedded
in several technological solutions that exploit the ‘fluidity’ of the system. A haptic steer-
ing wheel is used to provide feedback during shared control, i.e. collaborative driving
between human and automation, and to support a gradual transition of control from
automated to manual driving. Moreover, a full-windscreen Head-Up display is being
designed to facilitate human-vehicle interactions. This visual display will fulfill two
purposes: first, to highlight critical objects within the visual field in a way that is consis-
tent with the driver point of view; second, to provide visual explanations and feedbacks
about specific intervention on the vehicle operations.

Digital Twin
Fluid digital twin models offer context-based interpretations of sensed data from driver,
vehicle and environment and their interactions (Fig. 3). For each entity the history of the
sensed information is stored and updated over time to integrate new learned information.
The priority of how data are collected and stored is dictated by the dynamics of the
entity. Therefore, the driver history is updated more frequently than the vehicle history,
as the driver’s status is changing more rapidly and frequently during a single trip, for
different times of the day, because of the interactions with the environment and onboard
connected devices, etc. For example, heart rate monitoring functions – monitored by on
board sensors or wearable devices – can detect a sustained increment while the driver is
talking on the phone, and a fluid interface could decide to start a relaxing seat massage
program. Interestingly, a similar feature has been recently announced and is expected
to enter the market soon [27]. In another example the driver history could show that a
certain route through the city at a given time of the day produces an increased heart rate
based on the driver history. The interface could then suggest to the driver, conveniently
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on time, an alternative route for a more comfortable trip. These features are only possible
if a history of the interactions between driver and environment is stored and properly
included in a digital twin model that compares the reactions of the driver to a previous
state and to the environmental conditions.

Fluid 
Twin

! Digital 
Twin !!Digital 

Twin

Digital 
Twin

!!!

Fig. 3. Fluid digital twins. Driver (top), vehicle (right) and environment (left) models, as well as
their possible interactions, are represented and updated inside the central fluid digital twin with
different priority, as indicated by the number of exclamation marks.

Each digital twin is composed of three layers: the basic layer contains the generic
parameters with the default values; the adaptable layer learns over time and adapts to
the entity (driver, vehicle or environment) category, group, typical condition, etc.; the
specific layer adapts to the individual contingencies of the entity. For example, the driver
digital twin adapts to individual characteristics that are constant over time (e.g. height,
sex, etc.) and to psychophysical states and conditions of the moment (e.g. emotional
response, fatigue). The central Fluid Digital Twin is responsible for importing data from
the digital twins of driver, vehicle and environment, and for moderating the mutual
influences of those models (Fig. 3). Also, it operates the necessary transformations of
the acquired data into a meaningful percept of the overall state, which can then be shared
with other road users.

2.2 Fluid Functions

The characteristics of Fluid enable the implementation of several functions:

1. Monitoring of drivers’ states, activities and tasks, as well as of passengers, vehicles
and environments.

2. Transitioning control, including hand-over/take-over requests and transitions across
different levels of automation.
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3. Informing the driver about vehicle and environment state, as well as incoming
situations, in a way that is compatible with current (non-driving) activities.

4. Learning of the driver preferences and needs, ranging from interior setup to driving
style, going from general to individual settings.

5. Communicating outside of the vehicle, with other vehicles (V2V) and infrastructure
(V2I, V2X). A newly available type of information that can be shared across vehicles
consists, for example, of the driver state. Sharing driver state (e.g. ‘distracted’) in
a connected infrastructure to enable the prediction of driver-induced dangers in
mixed-automation traffic will have a relevant impact on safety.

6. Tutoring of drivers towards increasing automation levels. This function is partic-
ularly relevant in the context of automated driving and is not part of a traditional
interfaces. Indeed, it covers the current gap in training procedures, where the driver is
often learning by trial-and-error. The tutoring function is context-sensitive and pro-
vides a step-by-step training of the driver to develop a complete mental model of the
automated system. The tutoring system learns from the driver, from the vehicle and
from context data and customizes tutoring sessions accordingly, presenting ‘lessons’
that are suitable for the current context. The tutoring approach is based on a mapping
of the knowledge that is needed to operate higher levels of automation. This includes
the understanding of the system functionalities and limitations, obtained through a
cognitive task analysis [28] and the construction of knowledge spaces [29] related to
driver, vehicle and environment data. This is expected to facilitate the understanding
and handling of increasing levels of complexity in automated systems.

7. Driving style. A fluid system also aims at increasing driving comfort, i.e. provide
the occupant of an automated vehicle with a driving style that closely resembles the
driving style of a human driver. This does not only apply to how an automated system
moves, but also to how it acquires data and extracts, uses and shares information
about the surrounding conditions. Specifically, a fluid driving style scoring system
was created that automatically recognizes the driving style providing a continuous
indication of how a vehicle behaves with respect to the surrounding vehicles and road
conditions, like a driving instructor [30]. An automatic controller can then use the
driving score to shape the behavior of automated vehicles, depending on the traffic
conditions, location, local culture and traffic rules.

3 Impact, Benefits and Limitations

The massive introduction of driving automation is expected to decrease the number of
accidents, increasing overall traffic safety and efficiency, reducing consumption, reduc-
ing travel time and traffic congestions [31]. However, at an individual level, from the
perspective of drivers and passengers, the societal benefits may not be directly perceived,
and even less accepted.What should then be expected in terms of immediate, perceivable
benefits from car occupant? What impact is to be expected from the adoption of auto-
mated driving technology, together with Fluid? Fluid is one of the many concepts that
are being developed to cope with the open questions and challenges of automated driv-
ing, A series of alternative approaches and prototypes have been previously introduced
(Sect. 1.2), but there are also other concepts, like adaptive, context-based interfaces,
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which are widely adopted in information technology. In this section it is described how
Fluid relates to the mobility needs and differentiates from the other approaches.

3.1 Relationship with Mobility Needs

Fluid interface is conceived to address the needs for safety, comfort, acceptance, trust
and connectivity as described above, adapting to individual preferences of the driver, the
specificity of the vehicle and the environment.

Fluid can improve safetywhen using automated vehicles by reducing distraction and
cognitive load. Indeed, it creates the conditions for the driver to behave and respond in a
safer way and reduces the risk of potentially critical situations. Moreover, the possibility
of sharing the state of drivers among neighboring vehicles is also expected to increase
safety, as well as acceptance of vehicle behavior.

Fluid can also improve comfort as it offers personalized support, information and
services when and where needed. This type of interface never intervenes abruptly or
unexpectedly, as it considers the characteristics of the driver, the vehicle and the sur-
rounding environment at all times, thanks to the preferences explicitly indicated by the
user or his/her responses recorded during previous interactions.

Acceptance of automated driving systems is expected to increase as a gradual learn-
ing process is establish by the interface to bring the driver up to the necessary knowledge
and familiarity with the system and all its functions. Also, functions like the driving style
scoring (see 2.2.7) are expected to facilitate an intuitive understanding and acceptance of
automated systems, which are then able to react to standard and even critical situations
like humans would do.

The development of a fluid tutoring function increases the transparency of the auto-
mated system and enables the calibration of driver’s trust, avoiding over- or under-trust
(see 2.2.6 for more details).

Finally, Fluid optimizes the interaction between driver and vehicle. So, on one side,
more resources could be spared for entertainment purposes, for which connectivity
between interior and exterior of the vehicle is required. On the other side, an enhanced
connectivity with wearables and surrounding vehicles can increase the overall safety by
bringing relevant information to the attention of the driver when and where needed.

3.2 Comparison with Other Concepts

Like other concepts, Fluid is meant to increase the connection with the road and the
surrounding environment. It achieves that with sensory augmentation and sensory sub-
stitution, i.e. transforming inertial data sensed from the motion of the vehicle into visual
cues floating around the occupants’ space [32]. This enhances the feeling of motion and
contact with the road, reducing symptoms of motion sickness, while at the same time
reduces obtrusiveness within the visual field. Moreover, the Fluid visual feedback to
driver and passengers uses all available surfaces inside the vehicle but does not require
to wear head-mounted display, which can result in discomfort over time.

Fluid concept enables an unprecedented freedom in interface design. The way infor-
mation is displayed (where, how, how often, in which sensory modality) is no longer



Fluid Interface Concept for Automated Driving 127

predetermined for each scenario, but it is decided from time to time, according to the
states of the driver, vehicle and environment. In fact, the interaction with the driver
becomes polymorphic, i.e. capable of assuming different forms and layouts based on the
context.

With a fluid approach, mobility needs can be addressed from a holistic, human-
centered perspective, avoiding the situation in which a technological device shapes the
interaction with the user. Within the HADRIAN European project, the user needs are
the starting point, and so is the Fluid approach. Therefore, it is expected that acceptance
for a Fluid-based solution will be higher, and its adoption faster, than for competing
concepts.

A specific advantage of a fluid system is that it can be transferred across different
vehicles. When a fluid interface has learned the preferences of a specific user, it can
enable similar functions in different vehicles. When the user changes vehicle, the system
can update the vehicle accordingly to the personalized and most up-to-date settings,
regardless of the different interiors layout. What will be transferred is not necessarily
the layout of an icon, but the logics of how information should flow across the different
sensory channels and displays. This clearlywould provide beneficial effects also in terms
of standardization and adoption of safety criteria for automated vehicle interfaces.

A difference between Fluid and some of the concepts [22] consists in the level of
“humanization” of the interface. Indeed, Fluid does not require a humanized assistant to
work, as it does not pretend that the vehicle control system is represented with human
appearance. However, the way occupants can interact with the system takes advantage
of natural human interactions, like e.g. gesture and body motion, as well as gaze and
pointing. This is also in line with what [15] has proposed.

One might consider Fluid to be an adaptive, context-sensitive user interface, assum-
ing that those interfaces can cope with the complexity of automated driving. Indeed,
an adaptive/adaptable user interface [33] can change its layout according to the user’s
needs and expertise, while the context-sensitive feature increases its efficiency simi-
larly to what graphical user interfaces for desktop applications do [34]. However, even
though a fluid interface has undoubtedly aspects that are adaptive and adaptable based
on contextual information, it also implies the definition of a ‘context’ that goes well
beyond the traditional meaning. Instead of the interactions between driver and vehicle
functions, similarly to what happens in a desktop environment, here the context refers
to the possible interactions between driver, vehicle and environment. The three entities
are treated as a single system, and therefore a single context to which the interface shall
adapt, but the complexity of the interactions is surely larger. Indeed, the update of the
respective models (digital twins) requires dynamics that are different for each of them.
The adaptive aspects do not refer to the mere layout changes in the graphical layout of
the interface, but to the ability of transferring and conveying information across different
communication channels, that connect to different senses of the users, like, e.g. adapting
a visual feedback into an auditory one. Finally, a fluid interface does not require the
specification of a predefined interface layout, as this will emerge over time over the
course of multiple interactions with the operator.

The difficulty of such a fluid interface is in the necessary massive use of artificial
intelligence algorithms that must learn and adapt over time to the specific situations,
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while minimizing the risk of misinterpretation and misunderstanding. Also, the decision
logics needs to be first implemented in a series of prototypes. Therefore, several studies
need to be planned to inform the design of an integrated mobility system that includes
driver, vehicle and environment features. Finally, the necessary coordination among
different manufacturers, as well as the intensive collaboration required across different
disciplines, seem to be a difficult step for the development of the concept.

However, these difficulties seem worth the effort, given the many expected benefits
of a fluid system. Overall, Fluid merges the advantages provided by an adaptive, flexible
and personalized interfacewith the need of having an efficient and rapidway of informing
the driver about the situation and converging his/her attention towards relevant aspects.
It has therefore the potential to enable a wider and faster adoption of automated driving.
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Abstract. Driving automation leads to meaningful changes of driver roles, from
the primary party responsible for execution of all dynamic driving tasks to supervi-
sion of selective tasks in automated driving systemswith varying levels of automa-
tion. In partially automated systems, drivers are required to resume control occa-
sionally, either voluntarily or involuntarily. This paper aims at exploring human
factors influencing the course of take-over. Through a review of a large body of lit-
erature and a summary of observations, some particularly influential driver-related
issues are identified. These issues include mental workload and distraction, situ-
ation awareness, and trust. Based on the consideration of these issues, the timing
and the efficiency of take-over are analyzed.

Keywords: Transition of control · Partial automation · Human factors

1 Introduction

The aims of automated driving systems are to reduce traffic accidents and improve road
safety, because some research implies that most of accidents are attributed to human
error (Dingus, et al. 2006). The systems function as supportive automation do complete
partial driving tasks. Therefore, reducing driver’s workload allows the driver to be out-
of-the-loop to some degree. However, the present partial automated systems expect the
driver to stay in the loop to monitor the whole driving process and to control the driving
task at any time (Lu et al. 2016). So, when drivers out-of-the-loop suddenly need to take
over control from an automated driving system, accidents are more likely to occur if
the time of take-over required is more than available (Jamson, et al. 2013; Merat, et al.
2014; Zeeb, Buchner and Schrauf 2015). In order to understand how human factors
influence the time of driver take-over, this paper proposes a framework that incorporates
human factors issues into transitions between the driver and automated driving systems.
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Through observations noted from the review, we attempt to explore the primary human
factors influencing the timing and effectiveness of driver take-over.

2 Related Literature

2.1 Automated Driving Systems

According to the Society of Automotive Engineers (SAE), six levels of driving automa-
tion from “no automation (level 0)” to “full automation (level 5)” are identified (SAE
2014). Since most stakeholders have adopted the SAE standard, the remaining portion
of this article adopts the six-level definition of automated driving systems (ADS) identi-
fied by SAE. The aforementioned classification of automation levels primarily describes
how the dynamic driving task is distributed between drivers and automation systems.
At Level 0 (no automation), the driving task is performed entirely by a driver, and
at Level 5 (full automation), the driving task is conducted completely by automation
systems. As for Level 1, in which the driver and the system perform cooperatively the
dynamic driving tasks, the system is a driver assistance system of either steering or accel-
eration/deceleration. Some advanced driver assistance systems (ADAS) that currently
available on many production vehicles belong to Leve 1. Two commonly seen examples
are adaptive cruise control (ACC) and lane-keeping assist (LKA). In Level 2 vehicles, the
automation driving systems relieve the driver from both longitudinal and lateral control
tasks. An example of Level 2 automation is a system that combines lane-keeping and
ACC operations. At Level-2, however, the driver still needs to monitor the surrounding
environment, receive system feedback, and is responsible for the overall operation of
the vehicle. Notwithstanding the potential for and the reality of driver distraction and
inattention, Level 2 assumes that the human driver will continue to actively monitor the
driving environment. In Level 3 automation, the automation driving systems relieve the
driver from continuous supervisory requirement to some degree and thus change the
driver’s role in a significant manner. For the human drivers in Level 3 automation, they
are passive supervisors because their attention may be directed toward secondary tasks.
However, once the automation systems initiate a request for the driver to intervene and
take over the dynamic control tasks, human drivers still need to respond appropriately
(Smith and Svensson 2015). Figure 1 shows the driver-ADS-environment interaction for
L2 and L3 vehicles while driving (Marinik, et al. 2014). For a vehicle with Level 2 or 3
automation, the dynamic driving tasks and monitoring of the surrounding environment
under normal or abnormal situations are cooperatively carried out by the human drivers
and automation systems.

In these partially automated systems, the driver’s task changes from actively operat-
ing to passively supervising the system. Obviously, the difficulty in driver’s interaction
with partial automation, a vehicle of Level 2 or 3, is that it assumes drivers are always
available, though it is more likely that drivers will shift their attention to non-driving
related tasks. Consequently, sometimes the drivers are not available to resume control of
the vehicle when requested. These safety concerns are critical. In this paper, we conduct
a review of literature that are focused on research about driver take-over from automation
driving systems of Level 2 and Level 3 vehicles.
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Fig. 1. Automated Operator-Vehicle Interaction System (Source: Marinik, Bishop, Fitchett,
Morgan, Trimble, and Blanco 2014. Modified by authors)

2.2 Human Factors Issues During Automated Driving

While many automakers and technology providers are intensively developing automated
driving vehicles, mcuh research has also looked into a number of human factors issues
that influence the safety and effectiveness of human intervention in ADS (Cunningham
and Regan 2015; Jones 2013; Martens and Beukel 2013; Saffarian, et al.2012). Some
primary considerations are highlighted below.

• Mental workload and distraction

Automation purports to reduce driver stress and workload (Vahidi and Eskandarian
2003), however, reductions below a certain level of mental workload might have a neg-
ative effect on driving performance. In routine driving, automated driving often reduces
mental workload by relieving parts of driving tasks (Ma and Kaber 2005) and such low
workload leads to boredom.Matthews andDesmond (2002) found that underload caused
greater damage to drivers’ performance than overload.

When driving related workload is low, instead of monitoring and supervising the
autonomous driving system, drivers may seek to engage in other activities such as enter-
tainment (Carsten et al. 2012; Merat et al. 2012). Therefore, the number and duration of
off-road glances and secondary tasks involvement increase under some forms of auto-
mated driving (Jamson, et al. 2011, Cho, Nam, Lee 2006). Another study found that
participants reduced horizontal gaze dispersion and side mirror checks (He, et al. 2011)
under xxx situation compared to xxx situation. As this underload occurs, delayed reac-
tionary performance can occur (Merat and Jamson 2009, Young and Stanton 2001).
The tests on the secondary tasks show that performance on these tasks are improved
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under automated driving, which demonstrates the additional attention allocated to them
(Rudin-Brown, Parker and Malisia 2003). The results indicate that the more driving
automation involved, the more drivers are willing to rely on automation to permit them
to perform non-driving related tasks. Therefore, these research studies have illustrated
that drivers may bemore vulnerable to distractions during periods of driving automation,
which lead to a safety issue when suddenly regaining control of the vehicle is required
(Merat et al. 2012).

• Situation Awareness

Endsley (1995) considers that situation awareness (SA) is “the perception of the elements
in the environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future”. The three levels of SA
are defined by perception, comprehension, and projection. Higher levels of SA depend
on the success of lower levels (Endsley 1995). The first level of SA is to perceive
the status, attributes, and dynamics of relevant elements in the environment. Based on
a synthesis of disjointed Level 1 elements, the second level of SA is to comprehend
the situation. Achieved through knowledge of the status and dynamics of the elements
and comprehension of the situation (both Level 1 and Level 2), the third and highest
level of SA is formed to project the future actions of the elements in the environment
(Endsley 1995; Endsley and Kaber 1999). So, SA is considered to provide a basis for
decision-making and performance.

SAof drivers reflects the dynamicmentalmodel of the driving environment including
current driving conditions; the condition of other vehicles, pedestrians, and objects;
traffic lights and so on (Horrey et al. 2006; Endsley 2015). Matthews et al. (2001)
outline elements of SA that are relevant to driving. They believe that the elements include
spatial awareness, identity awareness, temporal awareness, goal awareness and system
awareness. Spatial awareness is the knowledge of the location of all relevant features
of the environment. Identity awareness is the knowledge of salient items in the driving
environment. Temporal awareness is the knowledge of the changing spatial “picture”
over time. Goal awareness is the driver’s intention of navigation to the destination,
and the maintenance of speed and direction. System awareness is relevant information
on the vehicle within the driving environment. Incorporating navigational knowledge,
environment and interaction knowledge, spatial orientation, and various vehicle statuses,
the operational, tactical, and strategic levels of driving comprise SA (Matthews, Bryant,
Webb and Harbluk 2001; Ma 2005).

Fisher and Strayer (2014) consider that driving is dependent on several cognitive
processes, including visual scanning of the driving environment for, predicting and
anticipating potential threats, identifying threats and objects in the driving environment,
deciding an action and executing appropriate responses (SPIDER).When drivers engage
in secondary tasks unrelated to the driving, attention is often diverted from driving and
the performance on these SPIDER-related processes is impaired (Regan and Strayer
2014). Consequently, activities diverting attention from the tasks degrade the driver’s
situation awareness.

For automated driving, the researchers find that the impacts on a driver’s situation
awareness are direct (Endsley 1995). The results indicate that drivers arewilling to rely on
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automation to permit them to perform secondary tasks. Because working memory plays
a critical role in the driver’s situation awareness and secondary tasks place demands
on working memory, the secondary tasks degrade the driver’s SA (Johannsdottir and
Herdman 2010; Heenan et al. 2014). Once emergency such as an unexpected conflict
or automation system malfunction happens, the situation requires quick reactions that
depend largely on the SA level. However, secondary non-driving-related tasks decrease
the SA level and consequently driving performance is decreased (Matthews, Bryant,
Webb and Harbluk 2001; Merat, Jamson, Lai and Carsten 2010). In addition, Endsley
(1996) thinks that lower level of drivers’ SA in the automated conditions is attributed to
more passive in the process of decision making, which the drivers rely on the automated
expert system’s recommendations.

Several empirical studies clearly demonstrated that SA is reduced on the aid of
automation. For example, drivers utilizing ACC (Adaptive Cruise Control) had much
higher braking-reaction time than those manually controlled the vehicle, even when the
braking event was expected (Young and Stanton 2007; Merat and Jamson 2009; Rudin-
Brown, Parker and Malisia 2003). Deceleration rates with ACC were twice that of CCC
(Conventional cruise control) and ACC was significantly less safe when compared to
manual driving (Fancher, et al. 1998, Rudin-Brown, Parker andMalisia 2003).Moreover,
when regaining driving control from the automated system was needed, the driver also
demonstrates worse performance (Merat, et al. 2010).

• Trust

The degree of trust a humanplacing in an automation system is one ofmost critical factors
that influences the operator’s use of the complex automated systems (Jones 2013).

Lee and Moray (1992) consider that human–automation trust depends on the per-
formance, process, or purpose of an automated system. To some degree, performance-
based trust depends on how well the automated system completes a task. The degree of
process-based trust varies based on the operator’s understanding of the methods that the
automated system uses to perform tasks, In the meantime, purpose-based trust depends
upon the designer’s intended use of the automated system.At the beginning of experienc-
ing the automated systems, people commonly prefer to believe that automated systems
are perfect because it provides expertise that the user may lack (Lee and Moray 1992;
Kantowitz, Hanowski and Kantowitz 1997). From this perspective, the initial reaction
of the persons is faith. Once the system encounters errors, the trust rapidly dissolves.
As relationships with automated systems progressing, dependability and predictabil-
ity replace faith as the primary basis of trust (Madhavan and Wiegmann 2007). For a
lower degree of trust, Ma (2005) thinks that it may pose a higher mental demand on
human operators. The operators will have to monitor both system states and automaton
states. As a result, it may influence operators’ SA, which requires more mental attention,
thus reducing operator perception, comprehension and projection of system states and
environment knowledge.

Marsh and Dibben (2003) identify trust at three different layers: dispositional trust,
situational trust, and learned trust. Dispositional trust refers to an individual’s enduring
tendency to trust automation. Situational trust depends on the specific context of an inter-
action, but variations of the trust in an operator’s mental state can also change situational
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trust. Learned trust, the third layer, is based on past experiences relevant to a specific
automated system. Hoff and Bashir (2015) summarize and construct the various factors
influencing trust and reliance based on the three layers. For the dispositional trust, they
reveal four primary sources of variability, which are culture, age, gender, and personal-
ity. For the situational trust, they summarize two broad sources:the external environment
and the internal, context-dependent characteristics of the operator. For the learned trust,
they divide them into two categories: initial and dynamic. The corresponding factors are
outlined in Fig. 2.

Fig. 2. Full model of factors influencing trust in automation (adapted fromHoff and Bashir 2015)

Incorrect levels of trust may result in three possible outcomes, which are misuse,
disuse and abuse. On the one hand, if automation system users violate critical assump-
tions and rely on the system inappropriately, it will lead to misuse. In such condition,
drivers often do not question the performance of automation or check the automation
status (Saffarian et al. 2012). With this in mind, drivers may think it is safe to engage in
the secondary tasks. In fact, the automation system may be less capable than it actually
is (Rudin-Brown and Parker 2004a; Hoedemaeker and Brookhuis 1998). On the other
hand, if the users reject to utilize the automation system, it leads to disuse. In this case,
too little trust may result in ignoring or negating associated benefits with its use (Parasur-
aman and Riley 1997). Finally, abuse means that designers introduce an inappropriate
application of automation. Accidents may happen if operators misuse automation as a
result of over-trusting it, or disuse automation based on under-trusting it (Parasuraman
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and Riley 1997). Although the level of trust in automation depends on an accurate under-
standing of the purpose, operation, and historical performance of the automation (Lee
and Moray 1992), users do not always make correct assessments of these components
and often rely on automation inappropriately (Jones 2013).

3 Method

3.1 Literature Search

For the purpose of the present literature review, we followed the steps for a systematic
literature review. Firstly, we searched related database such as ‘Web of Science’, ‘Google
Scholar’, and some related journals. Then the in-depth review took place.After that,main
issues of impacting the time of taking over were proposed. Finally, the literature review
was included if it was relevant to the topic.

3.2 Frame of the Review

Since there are some situations that automation systems of Level 2 and 3 vehicles cannot
handle, the human driver must take over control from the system within a limited time
window. In fact, the transfer of driving control includes two stages. The first is hand-over
from the automation systems. And the second stage is take-over by the driver. Before
and during the first stage, the human driver may often perform a secondary task or be
out of the loop to a certain degree with different levels of automation driving. This
out-of-loop performance problem results in deteriorated reactions in cases of take-over
requests (Endsley and Kaber 1999; Kaber and Endsley 2004; Neubauer et al. 2012).
When receiving a signal of take-over requests, the drivers have to pull their attention
from distraction back to driving. Before conducting take-over behaviors, the drivers have
to construct a mental model to make decisions and select appropriate actions according
to traffic conditions and vehicle conditions (Zeeb et al. 2015). The whole process of the
driver taking over from the automation system while doing secondary tasks previously
or being distracted for a while is shown in Fig. 3.

Fig. 3. The process of driver taking over from the automation system
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The required take-over time (RTT) is the time from a signal issued by automation
systems to a human driver completing take-over, which should be less than available
take-over time (ATT). RTT is composed of perception time, cognitive processing time
and reaction time (Zeeb et al. 2015). Therefore, If the RTT time is less than ATT, then
the driver will be able to successfully resume control.

4 Results and Discussions

The take-over time is determinedby situationvariables such as traffic complexity, human-
machine interface, and level of driver distraction, and driver variables (Son and Park
2017; Zeeb et al. 2015).

For the distraction, several studies believe that secondary tasks influence take-over
quality and time (Merat et al. 2012; Merat et al., 2014; Radlmayr et al. 2014). Van den
Beukel and Van der Voort (2013) show that drivers who are out-of-the-loop will fail
in almost half of the occasions (47.5%) to avoid an unexpected event, while are ‘safe’
during manual driving. If transition to manual driving from automated driving systems
is required, Merat et al. (2014) find the average time of take-over is 10 s when drivers
are attentive. And when drivers are less attentive, the average time regaining control will
be up to 35-40 s. However, Gold and Bengler (2014) discover that the reaction time is
typically less than a second for the first gaze at the scenery, 1.5-1.8 s for the first contact
with steering wheel and about 1.5 s until the foot is on the brake pedal. The results imply
that, for the whole time of taking over, reaction time is relatively certain and less while
the perceiving and decision-making time is relatively uncertain and longer. Therefore,
the length of time of take-over is mainly determined by the time of perceiving and
decision-making.

Perceiving surroundings corresponds to the first level or the first and second level
of SA, which is to perceive the status, attributes, and dynamics of relevant elements in
the environment and to comprehend the situation. Therefore, for drivers driving under
automated driving mode for a long time, the amount of time of taking over from the
systems is affected by two aspects according to existent research. The first aspect
affecting the time of taking over is characteristics of traffic conditions in the external
environment. The traffic conditions include the complexity of the road, other vehicles
in the vicinity, and the level of the dangerous situation (Gold et al. 2016, Radlmayr,
Gold, Lorenz, Farid, and Bengler 2014). The second aspect is the inherent and dynamic
characteristics of the drivers’ adaptation to automation. The inherent characteristics are
drivers’ age, personality, education, and experience with similar systems (Körber, Gold,
Lechner, and Bengler 2015; Bao et al. 2012; Koustanaï et al. 2012; Xiong, et al 2012). If
drivers rely on highly automated driving systems over long periods of time, their driving
skills may be decreased (Parasuraman, Sheridan, and Wickens 2000; Rudin-Brown and
Jamson 2013; Cunningham and Regan 2015; Matthews, et al. 2010). Especially, when
the dependence or trust surpasses a certain level, overtrust occurs (Lee and See 2004).
Even when there is an emergency situation, overtrust could lead to longer delays and it
takes more time for drivers to resume control. The dynamic characteristic comes from
secondary tasks or tasks non-related to driving, as increasing automation leads to more
time spent looking away from the forward roadway to the secondary tasks (Radlmayr,
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et al. 2014; Matthews, et al. 2001; Merat, et al. 2010; Merat, et al. 2012; Carsten, et al.
2012). Therefore, the more time looking away from the forward roadway, the more time
needed for regaining control from the automation.

Since the time needed for taking over depends on how long the driver needs to gather
information from the environment and develop sufficient situation awareness to make
decisions, in-vehicle driver-interface are designed to support drivers so that they can
retrieve control safely and adequately when required. Information presented for SA not
only conveys warning signals but also rich contents like status of automated system
or vehicles, traffic condition. According to presentation time dependent on the time to
collision,warning signals can be categorized into urgent warnings, warnings, and early
warnings or information (Götze, et al. 2014). In order to provide warnings that allow
drivers to turn back into the control-loop on time, this kind of information is relative
simple with less content. Usually, an audible interface is recommended (Lee et al. 2001).
Also, a tactile feedback can retrieve attention fromdistracted drivers. In addition, a tactile
stimulus can promote drivers to select and speed-up correct control when compared with
audible signals (Fitch, et al. 2011; Flemisch et al. 2014). As for the urgency of warning
signals presented, Van den Beukel, Van der Voort, Eger (2016) summarize that there is
a fundamental relationship between perceived urgency and the intensity of the warning
signals such as frequency, wavelength, pace and duration, etc. Moreover, researchers
show that warning signals must be appropriately timed to ensure safety, which are not
too late as to give the driver sufficient time to successfully re-engage, and not too early
as to lack concentration for the driver (Cunningham and Regan 2015; Gold, et al. 2013;
Lees and Lee 2007). However, as for what degrees of risks and how close to the accident
scene are safe to arouse drivers to take over the control and may not startle and confuse
the drivers, further quantitative research is still needed.

The driver-interfaces with content-rich information can be separated into situa-
tional information and conditional information. The situational information is referred
to specific traffic situations such as location of the hazard, road congestion in the vicin-
ity,the weather condition and so on. The conditional information represents the vehicle
state, e.g. speed, direction, and the state of the automated driving system. Although
some researchers provide evidence that continuous information improves driver’s SA
(Martens and Van den Beukel, 2013; Stanton, Dunoyer and Leatherland 2011), some
other studies also think a continuous display could result in confusion and distraction
(Martens et al., 2008). Beggiato et al. (2015) conclude that information needs change
frommanual operating to partially and highly automated driving. For partially and highly
automated driving, information for monitoring and supervising the automation becomes
more important than those related to the driving task. And the information should provide
transparency, comprehensibility and predictability of current and future system actions.
In addition, for improving driver-automation cooperation, automation uncertainty should
be presented (Beller, Heesen and Vollrath 2013). As for optimal interface to understand
the information and take quick appropriate decisions, some empirical research studies
underline some factors influencing drivers’ reading and comprehension (Cristea and
Delhomme 2015), including the length of the message (Arditi 2011), color use (Shaver
and Braun 2000), presence of pictograms (Shinar and Vogelzang 2013), type of display
device (Gertner 2012), type of message (Wang, Keceli and Maier-Speredelozzi 2009)
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and optimalmodality of communicating a hand-over request (Naujoks,Mai andNaukum
2014). According to the previous review, main human-factor issues contributing to the
time of taking over are summarized in Table 1.

Table 1. The influence of main human factor issues on the time of taking over

Characteristics of drivers Human factor issues on
automated driving

Improvements or future studies

Inherent: Drivers’ age,
personality, education;
Drivers’ experience with
automated driving systems in
long period

1. Decreased mental
workload

2. Decreased driving
skills

3. Overtrust or distrust

1. Drivers required to monitoring the
automated vehicles or taking over from
automated systems sometime, what levels of
workload is safe or appropriate to maintain

2. The effect of automation on driving skills
that has not been studied much should be
assessed continually through long time. In
addition, behavioral adaption to automated
driving systems like shorter gaps between
two vehicles also needs further studying

3. Drivers should be trained on autonomous
systems (Stanton and Young, 2005;
Rudin-Brown and Parker, 2004, Regan
2004)

Dynamic: Secondary tasks
or non-related to the driving

1. Distract
2. Reduced SA and

driver vigilance

1. The driver’s alertness and attention level
could be assessed in real-time as a
mitigation strategy. Therefore, if they are in
the state of “too distracted”, their attention
should be reoriented driving tasks (Rauch,
Kaussner, Krüger, Boverie and Flemisch,
2009; Zeeb et al. 2015)

2. Some conditions should be identified that
the drivers can’t take over

3. Information aided system: On the one hand,
information aided system could clearly
communicate the automation status and
make it easy for drivers to monitor (Louw
et al. 2015). On the other hand, the system
could signal a manual take-over request
while situation needed, which are neither
too late nor too early as to give the driver
appropriate time to successfully re-engage
(Lees and Lee 2007). Lots of systematical
and empirical evidence are needed in the
future

However, as how much and what kind of risky information presented to the drivers
at that moment is safe, further empirical evidence are still needed. Additionally, so far
almost all studies about transition of control are conducted on simulators, because it is
unethical to test loss of situation awareness on the real road and its duration on the open
roadwith regard to acute threats. Consequently, the actual data of dangerous transition of
control and trust in the reliability of the automated system while driving on the real road
can’t be known. Therefore, it is impossible to determine which situation is appropriate
for and which is not suitable for the driver to take over based on actual data.
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5 Conclusion and Future Work

In summary, this review of the literature has highlighted human factors influences the
transition from automated to manual driving. Because the combined performance of the
driver and automationwill be in existence fromnow to the foreseeable future, the drivers’
responsibilities will change significantly in these partially automated driving systems.
They transform from total control to be only primarily for monitoring and supervising
the driving task of inattention, as a result reduced situational awareness and manual skill
degradation will happen. Consequently, the shifting role of the human driver may lead
to safety problems. Since automated technologies are being introduced into the market
increasingly, these latent and urgent risks should be addressed in future research.
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Abstract. Simulation sickness is a condition of physiological discomfort
felt during or after exposure to any virtual environment. An immersive
virtual environment can be accessed through a head mounted display,
which provides the user with an entrance to the virtual world. The onset
of simulation sickness is one of the main disadvantages of virtual real-
ity (VR) systems. The study presented in this paper aims to expand
the knowledge on how gender affects simulation sickness in an innova-
tive VR driving environment. A between-subjects design (n = 62) was
conducted to investigate the effect of gender and motion on simulation
sickness and physiological responses induced by a fully automated urban
virtual driving simulation. The results showed that women significantly
experienced more simulation sickness while using the driving simula-
tion compared to men. Furthermore, there was no significant difference
between the static and moving platform conditions regarding simulation
sickness onset. These findings indicate that there is a real separation of
how much simulation sickness has an effect on the users depending on
their gender. Therefore, female users should be more cautious while using
an automated VR driving simulations with a moving platform.

Keywords: Simulation sickness · Virtual Reality · Gender · Driving
simulation · Head-mounted display · Automated driving · Urban
driving · Physiological signals

1 Introduction

In the last decade, Virtual Reality (VR) has become very popular and accessi-
ble to the general public due to technology improvements and cost reductions.
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Especially in the automotive sector, VR offers new opportunities to evaluate
interior and user interface concepts during development. With VR systems, a
safe, fully controlled, and still high fidelity environment can be provided at a
fraction of the costs of real driving studies. In other words, an environment can
be created, which is close to a realistic driving experience without the liability
issues or high costs [50]. One of the significant advantages of VR is that it can
immerse the user in a world which possibly does not exist yet. In particular, an
automated driving scenario could be executed in such an environment without
the hazardous effects of a real-world study.

However, common human factors and usability issues remain to occur and
impair the potential of this technology. The most common issue is the onset of
simulation sickness (SiS), a condition of physiological discomfort felt during or
after exposure to a virtual environment. SiS or visually induced motion sickness
is a type of motion sickness that does not require a true motion but requires a
wide field-of-view (FOV) to develop [4]. The malaise could be referred to as VR
sickness or cybersickness in the literature [36]. Throughout the article, the term
“simulation sickness” with the abbreviation SiS is used to refer to discomfort
induced by using head-mounted displays (HMDs).

According to Cue conflict theory, the discrepancy between visual and motion
cues is one of the assumed reasons for SiS while using driving simulators [6].
Based on this theory, reducing the mismatch between the visual and vestibular
sensory systems should mitigate SiS. An addition of a motion platform to a static
driving simulation is a commonly used technique to simulate the missing motion
cues. However, the experimental data are somewhat controversial. For exam-
ple, Aykent et al. [1] and Curry et al. [10] showed that the addition of motion
cues reduces the SiS and Keshavarz et al. [27] presented the opposite results.
Nevertheless, the addition of motion cues to a static VR driving simulation is
considering as one of the promising mitigation techniques [40].

With the trend of using automated vehicles for transportation in the future,
the number of driving simulations using an automated type of driving will
increase. Automated driving is categorized into five levels, where level five relates
to fully automated driving without any human intervention. Fully automated
cars have the highest level of automation, and the driving system has full con-
trol over all driving tasks under all road conditions, which are managed by a
human driver at the lowest level [24]. Despite the growing body of studies on SiS
in automated vehicles, there have been only a few studies on discomfort induced
by modern HMDs during an automated virtual driving simulation.

In the literature, it is a common assumption that women are more susceptible
to SiS and experience severer SiS symptoms than men [16,25,32,33,43,47]. How-
ever, contrary research results exist as well [51]. Possible reasons for that could be
the hormone balance [48], wider FOV in women [11], or difference in the motion
perception [5]. Munafo et al. [37], for example, reported that the incidence of SiS
was more common among female participants than male participants. However,
the severity of SiS symptoms was not different between the genders. Moreover,
it was reported that men under-report their symptoms, and that might be as
well a possible reason for the difference in the questionnaire’ score measuring
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SiS [21]. Research on the gender difference in SiS has not included a compari-
son between women and men during an automated VR driving simulation using
a new HMD technology [17,35,39]. This paper raises the question of whether
gender affects the incidence of SiS and whether the addition of a moving plat-
form affects SiS. Furthermore, exploratory analysis is conducted to investigate
possible relationships between the variables. To examine these aspects HMD
technology commonly used in the industry, namely HTC Vive Pro was used.

In the next section, a brief overview of related work is provided. The method-
ology for the user study and the experimental setup is described in Sect. 3, fol-
lowed by the results of the experiment. This paper concludes with a discussion
of the results and shows a way towards future research.

2 Related Work

Research in VR driving simulation and, more specifically, driving simulation with
HMDs, has experienced growth in recent years. Nevertheless, only a few studies
are using HMD instead of conventional displays for driving simulation. SiS in
VR driving applications should be considered more complex than other compa-
rable sicknesses in other VR applications, namely because of visual and physical
motion cues, which add a possibility of motion sickness outbreaks. Therefore, the
discomfort can be induced from a multitude of sources, such as visual-vestibular
mismatch or visual-proprioceptive mismatch [40].

The participant’s degree of control during the drive seems to influence their
susceptibility to SiS. According to previous research, passengers experienced
more SiS than drivers in a driving simulation [3,7,15,44]. Without control over
the vehicle, the role of the driver is transformed into the role of a passenger. It
is assumed that the same effect applies to any simulated automated driving as
well. Therefore, removing the control from the users in a virtual vehicle could
lead to a high drop rate due to SiS onset.

Several studies show that SiS is less likely to occur in a dynamic driving
simulator than in a static driving simulator, and the participants seem to prefer
dynamic driving simulators [2,10,31]. Nevertheless, other studies did not support
this statement. For example, Klüver et al. [30] compared two motion-based and
three static driving simulators without finding a difference regarding the onset of
SiS. However, it has to be mentioned that in this study, the driving simulators
also differed concerning other potentially confounding variables, for example,
FOV, resolution, and motion delay between the visual input and physical motion
response.

Keshavarz et al. [27] examined the mitigating effect of physical motion cues
while participants drove actively in a VR driving simulator. Contrary to their
expectations, the results indicate only a small impact of physical motion cues
on SiS. Nevertheless, the authors emphasized the more significant impact phys-
ical motion cues could have if they are produced more congruent to the visual
cues of the driving simulation than in their conducted study. These results and
recommendations are in accordance with the findings of Klüver et al. [31]. Fur-
thermore, Keshavarz et al. [27] emphasize how challenging it is to achieve this
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kind of precision when self-driving, meaning the participants can choose any driv-
ing maneuver at any time. They propose it is easier to achieve precision when
participants drive fully automated, and the driving maneuvers are predefined for
every participant.

Rangelova et al. [41] compared a fully automated driving simulation with and
without aligned physical motion cues, regarding the SiS occurrence. They could
not find a clear trend between the aligned physical motion and without physical
motion condition. However, it has to be considered that it is only a pilot study,
and the sample size of nine participants, as well as the used reduced speed in
the driving simulation are leading to not representative results.

Reviews show gender differences in spatial orientation skills that can be inter-
preted based on biological phenomena, environmental factors, or an interaction
of both [9]. Men showed a tendency to under-report their SiS symptoms avoid-
ing weak appearance [46]. Women are known to have a wider field of view and,
therefore, they receive more visual signals at the same time than men [33]. Also,
women have more color cones in the eye and see colors in a different way [38],
and they have a different perception of virtual environment [5,37]. Moreover, in
psychological terms, women and men have different perceptions about driving
a vehicle [19]. Previous study reported that female participants enjoyed a VR
driving simulation less than male participants [42]. Collectively, these studies
outline a critical role for gender as an SiS susceptibility factor.

Previous research states that physiological signals such as the above can serve
as indicators for SiS occurrence [43,51]. These results show that an increase of
heart rate (HR), skin conductance level (SCL), and respiration rate (RR) is
significantly positive correlated to SiS [12–14,18,22,29]. Furthermore, previous
research shows that participants with severer SiS symptoms showed higher levels
of these physiological signals than participants who did not experience SiS [8].
However, it has to be noted that some research results show that these physio-
logical changes can individually differ regarding their direction [25].

3 Methodology

3.1 Participants

The study sample consisted of 62 participants between 19 and 61 years old
(M = 31.94, SD = 10.56), from which 31 were female. All participants were
recruited through internal mailing lists and internal social platform in BMW
Group. The eligibility criteria for the participants were: being able to under-
stand the German language, having a driver’s license class B and having normal
or corrected to normal vision.

The considered study sample regarding the physiological measurements is
smaller than 62 participants due to technical issues with the used sensors. For
the HR, there were 58 samples and for the HR difference (HRD), there were
52 samples. For the SCL, there were 49 samples and for the SCL difference
(SCLD), there were 39 samples. For the RR, there were 51 samples and for the
RR difference (RRD), there were as little as 26 samples. The female and male
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groups differed only significantly regarding age, video game usage, and motion
sickness history. Male participants were older, scored higher on video game usage,
and lower on motion sickness history than female participants (see Table 1).

Table 1. Descriptive statistics of the susceptibility factors differences: age, driving
frequency, driving km per year, gaming experience, VR experience, driving simulator
experience, and motion sickness history, between female and male participants.

Female Male

M SD N M SD n

Age 27.39 4.86 31 36.48 12.66 31

Driving frequency 3.71 .86 31 3.94 .93 31

Driving km per year 3.45 .10 31 4 1.34 31

Gaming experience 1.19 .48 31 2.23 1.28 30

VR experience 2.65 1.36 31 2.33 1.52 30

Driving simulation experience 2.45 1.50 31 2.33 1.52 30

MSSQ 10.78 8.98 31 6.61 6.16 29

3.2 Study Design and Setup

A 2× 2 factorial design was chosen to investigate whether the gender and the
addition of motion affect the onset of SiS or not in VR driving simulation.
Each factor had two levels: motion (motion, without motion) and gender (male,
female). Furthermore, an investigation of human factors and how they are related
to SiS was performed. Correlation analysis on human factors (i.e., gender, motion
sickness history, previous experience, and vision correction) was conducted to
calculate the appearance and the strength of the correlation.

The VR driving system consisted of an HMD with a tracking system, a
motion platform with four pneumatic actuators, and a personal computer (PC)
for rendering the driving scene (Fig. 1). As the HMD, the HTC Vive Pro with
a FOV of 110◦, uses a binocular view and a resolution of 1440× 1600 pixels per
eye was used.

The study was operationalized with a three Degrees of Freedom (3DOF)
motion. The four actuators, attached on each corner of the motion platform,
can simulate pitch, roll, and heave movements. Each actuator has a maximum
payload of 227 kg, a maximum acceleration of 1 g-force, a maximum angle of 15◦,
and a stroke of 152.4 mm [23]. Two actuators have one master box. Each box
translates the signals from the Actuator Control Module (ACM) and controls
the actuators. The ACM is connected to a high-end PC, where a motion code is
executed.

On the same PC, a 3D scene of the driving simulation is displayed. The virtual
scene was powered with a 3.6 GHz Intel Core i7 processor with 128 GB of memory
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and an NVIDIA GeForce RTX 2080Ti graphics card running on Windows 10.
The movement induced by the platform was aligned to the driving maneuvers
shown in the VR driving simulation. To create an immersive environment, a car
seat was added to the platform for a more realistic experience.

Fig. 1. A participant using the experimental setup.

3.3 Measurements

The data was collected via questionnaires and physiological sensors. The phys-
iologic signals HR, SCL, and RR were collected using Plux sensors [45]. All
three signals were recorded with a frequency of 1 kHz. The HR was collected
using a 1-lead electrocardiograph attached to the right side of the participants.
The SCL was assessed through electrodermal activity sensors attached to the
third and fourth finger of the non-dominant hand. The RR was collected using a
piezoelectric respiration sensor attached to the abdomen via an elastic strapped
belt. Then the data was sent to the data collection computer via Bluetooth and
recorded by the Social Signal Interpretation (SSI) software developed by the
University of Augsburg [49].
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A pre-questionnaire including standard social-demographic information, pre-
vious experience with video gaming, VR, driving simulators, and motion sickness
history [20] was given before the study.

During the driving simulation, the level of experienced SiS was assessed
through the Fast Motion Sickness Scale (FMS) [28]. The participants were asked
every three minutes to rate their current well-being state on a scale ranging
from 0 (no sickness at all) to 20 (frank sickness) and to state their most severe
symptom. Immediately after the VR driving simulation, SiS was assessed by the
widely used Simulation Sickness Questionnaire (SSQ) [26]. The same question-
naire was used to assess the after effects of the VR driving simulation one hour
after the simulation.

3.4 Virtual Environment

Unreal Engine 4.20 was used in the study for creating and executing the driv-
ing scene and the highest level of automated driving simulation (i.e., automated
level 5). Additionally, the driving simulation was shown on a computer display to
allow the experiment supervisor to track the driving simulation. In all conditions,
the participants were exposed to the same route through an urban driving sce-
nario. It contained multiple lane roads, traffic lights, roundabouts, and reduced
traffic density. The comparability of the simulations between conditions and par-
ticipants was ensured by simulating an automated driving experience. Thereby,
all the participants also experienced the same speed and driving maneuvers.

3.5 Procedure

After scheduling an appointment for the study, the participants received a hyper-
link via email to access a pre-questionnaire on LimeSurvey [34]. At the beginning
of the laboratory appointment, the participants filled out a consent form. They
were informed that they could stop the participation in the experiment at any-
time without negative consequences. Before the participants entered the driving
simulator, the sensors for the physiological measurements were connected to their
bodies. Then a five-minute baseline recording of the physiological measurements
was conducted. The participants were randomized and equally assigned to one
of the two motion conditions.

Afterward, the participants were informed that the driving simulation is fully
automated driving, meaning no intervention or monitoring is required. Their only
task was to enjoy the ride and check out the interior of the vehicle. Moreover,
they were briefed, that during the driving simulation, physiological measure-
ments were consistently recorded and self-reported data regarding their level
of discomfort was repeatedly verbally assessed. After putting on the HMD, the
participants had two minutes to settle in the VR, before the actual driving sim-
ulation started.

The duration of the driving simulation was in total 24 min and it started after
the introduction period was over. The average vehicle’s speed in the virtual world
was 30 km/h, and the maximum speed was 59 km/h. After the completion of the
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driving simulation, the physiological sensors were detached from the participants,
and they were asked to answer a questionnaire regarding their current level of
SiS.

4 Results

The results showed a significant difference between women and men regarding
the experienced discomfort during and immediately after the VR driving simu-
lation. The results from the follow-up questionnaire (FSSQ) showed interactions
between gender and motion regarding the total score and within the Nausea
cluster. From the physiological signals, the HRD, the SCLD, and the HR record
showed a significant difference between the genders. Furthermore, the results
showed no significant differences regarding the SiS onset between the two motion
conditions (Table 2).

Table 2. Overall of the results for factors gender and motion as well as for the inter-
action between the factors. The p-value is significant at .05.

Dependent variable Factor p Factor p Interaction p

FMS score Gender .001 Motion .824 Gender×Motion .887

SSQ total score Gender .001 Motion .956 Gender×Motion .281

SSQ Nausea Gender .002 Motion .774 Gender×Motion .343

SSQ Disorientation Gender .001 Motion .946 Gender×Motion .315

SSQ Oculomotor Gender .015 Motion .588 Gender×Motion .342

FSSQ total score Gender .023 Motion .111 Gender×Motion .022

FSSQ Nausea Gender .010 Motion .085 Gender×Motion .003

FSSQ Disorientation Gender .127 Motion .236 Gender×Motion .073

FSSQ Oculomotor Gender .079 Motion .157 Gender×Motion .145

HR difference Gender .003 Motion .127 Gender×Motion .901

HR Gender .013 Motion .088 Gender×Motion .372

SCL difference Gender .002 Motion .097 Gender×Motion .390

SCL Gender .192 Motion .759 Gender×Motion .630

RR difference Gender .125 Motion .135 Gender×Motion .643

RR Gender .119 Motion .867 Gender×Motion .236

A frequency regarding the answers of the self-report scales concerning SiS
was calculated in order to get an overview of the magnitude of SiS occurrence
in this study (Fig. 2).

As many as 36% of the participants experienced moderate discomfort. Similar
results were reported from the SSQ, where the severity level was low with slight
(68%) and moderate (21%) sickness severity. Furthermore, the most self-reported
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Fig. 2. Plot of severity of SiS symptoms separated by clusters for SSQ and FSSQ.

symptoms during the VR session in the motion condition were nausea, dizziness,
unease, and tiredness. Without motion conditions, the most reported symptoms
were nausea, dizziness, and headache.

However, 11 participants (9 female) of the considered sample size had to
terminate the driving simulation early due to severe feelings of discomfort. A
considerable number of those participants (n = 7), all female, quit between 3 min
and 12 min of the driving simulation. Furthermore, the most (36%) stopped the
test between 9 min and 12 min. The participants were not excluded from the
data analysis due to that the mean value of the FMS score was taken in the
statistical analysis. For the analysis of the rest of the data, the earlier withdraw
was not relevant as the aim of the experiment was to evaluate the sickness onset.

4.1 FMS and SSQ Scores

A two-way Analysis of Variance (ANOVA) was conducted on the influence of
two independent variables (gender, motion) on the SiS onset during, immedi-
ately after, and one hour after the driving simulation. Gender included two levels
(female, male), and motion included two levels (with motion, without motion).
The dependent variables are FMS score, SSQ Nausea score, SSQ Disorienta-
tion score, SSQ Oculomotor score, SSQ total score, FSSQ Nausea score, FSSQ
Disorientation score, FSSQ Oculomotor score, and FSSQ total score.

For the FMS score, only the effect of gender was statistically significant
at the .05 significance level. The main effect for gender yielded an F ratio
of F (1,58) = 11.779, p = .001, indicating a significant difference between female
(M = 4.98, SD = 2.82) and male (M = 2.58, SD = 2.57) participants. The main
effect of motion yielded an F ratio of F (1,58) = 0.050, p = .824, indicating that
the effect of motion was not significant, motion (M = 3.62, SD = 2.95) and
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without motion (M = 3.93, SD = 2.97). The interaction effect was not signifi-
cant, F (1,58) = 0.020, p = .887.

For the SSQ total score, only the effect of gender was statistically signifi-
cant at the .05 significance level. The main effect for gender yielded an F ratio
of F (1,58) = 11.723, p = .001, indicating a significant difference between female
(M = 59.12, SD = 37.03) and male (M = 29.20, SD = 39.77) participants. The
main effect of motion yielded an F ratio of F (1,58) = 0.003, p = .956, indicating
that the effect of motion was not significant, motion (M = 42.89, SD = 39.77)
and without motion (M = 45.35, SD = 35.43). The interaction effect was not
significant, F (1,58) = 1.186, p = .281.

For the SSQ Nausea score, only the effect of gender was statistically signifi-
cant at the .05 significance level. The main effect for gender yielded an F ratio
of F (1,58) = 10.816, p = .002, indicating a significant difference between female
(M = 55.39, SD = 43.75) and male (M = 24.00, SD = 30.56) participants. The
main effect of motion yielded an F ratio of F (1,58) = 0.083, p = .774, indicating
that the effect of motion was not significant, motion (M = 62.01, SD = 42.40)
and without motion (M = 39.35, SD = 39.58). The interaction effect was not
significant, F (1,58) = 0.916, p = .343.

For the SSQ Disorientation score, only the effect of gender was statistically
significant at the .05 significance level. The main effect for gender yielded an
F ratio of F (1,58) = 11.534, p = .001, indicating a significant difference between
female (M = 62.42, SD = 45.87) and male (M = 27.39, SD = 34.56) participants.
The main effect of motion yielded an F ratio of F (1,58) = 0.005, p = .946, indicat-
ing that the effect of motion was not significant, motion (M = 44.08, SD = 45.08)
and without motion (M = 45.68, SD = 43.62). The interaction effect was not sig-
nificant, F (1,58) = 1.028, p = .315.

For the SSQ Oculomotor score, only the effect of gender was statistically
significant at the .05 significance level. The main effect for gender yielded an
F ratio of F (1,58) = 6.287, p = .015, indicating a significant difference between
female (M = 41.81, SD = 25.05) and male (M = 25.19, SD = 26.58) participants.
The main effect of motion yielded an F ratio of F (1,58) = 0.297, p = .588, indicat-
ing that the effect of motion was not significant, motion (M = 31.08, SD = 26.88)
and without motion (M = 35.77, SD = 27.24). The interaction effect was not sig-
nificant, F (1,58) = 0.918, p = .342 (see Fig. 3).

4.2 FSSQ Scores

For the FSSQ total score, there was a statistically significant interaction at the
.05 significance level between the effect of motion and gender, F (1,52) = 5.571,
p = .022. In other words, motion affects females differently than males.
Motion yielded an F ratio of F (1,52) = 2.628, p = .111, in motion (M = 31.58,
SD = 36.03) and without motion (M = 21.80, SD = 18.41). Simple main effects
analysis showed a statistically significant effect of motion for females (p = .023)
than for males (p = .537), there is a substantial interaction effect between motion
and gender on FSSQ total score.
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Fig. 3. Plots of SSQ total score (a), SSQ Nausea (b), SSQ Disorientation (c), and SSQ
Oculomotor (d) score over motion and gender.

For the FSSQ Nausea score, there was a statistically significant interac-
tion at the .05 significance level between the effect of motion and gender,
F (1,52) = 9.582, p = .003. In other words, motion affects females differently than
males (Fig. 4). Motion yielded an F ratio of F (1,52) = 3.076, p = .085, in motion
(M = 28.97, SD = 38.11) and without motion (M = 18.42, SD = 19.24. Simple
main effects analysis showed a statistically significant effect of motion for females
(p = .010) than for males (p = .215), there is a substantial interaction effect
between motion and gender on FSSQ total score.

For the FSSQ Disorientation score, all effects were not statistically signifi-
cant at the .05 significance level. The main effect for gender yielded an F ratio
of F (1,52) = 2.403, p = .127, indicating no significant difference between female
(M = 27.32, SD = 34.64) and male (M = 16.32, SD = 25.25) participants. The
main effect of motion yielded an F ratio of F (1,52) = 1.435, p = .236, indicating
that the effect of motion was not significant, motion (M = 25.78, SD = 37.17)
and without motion (M = 17.76, SD = 22.29). The interaction effect was not
significant, F (1,52) = 3.338, p = .073.
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For the FSSQ Oculomotor score, all effects were not statistically significant
at the .05 significance level. The main effect for gender yielded an F ratio of
F (1,52) = 3.208, p = .079, indicating no significant difference between female
(M = 28.07, SD = 23.86) and male (M = 18.82, SD = 19.18) participants. The
main effect of motion yielded an F ratio of F (1,52) = 2.060, p = .157, indicating
that the effect of motion was not significant, motion (M = 26.95, SD = 26.12)
and without motion (M = 19.87, SD = 16.76). The interaction effect was not
significant, F (1,52) = 2.189, p = .145 (see Fig. 4).

Fig. 4. Plot of estimated marginal means of FSSQ total score (a), FSSQ Nausea (b),
FSSQ Disorientation (c), and FSSQ Oculomotor (d) score over motion and gender.

4.3 Physiological Signals

The signals of the baseline and driving simulation were separately averaged over-
time for every participant. The difference between these two scores was calcu-
lated (Driving Simulation minus Baseline) for every physiological signal (HRD,



158 S. Rangelova et al.

SCLD, and RRD), with higher values indicating a severer SiS level. It should
be taken into account that only the physiological data which had both records,
during the simulation and the baseline, was included in the calculation of the
variable differences.

A two-way ANOVA was conducted on the influence of two independent vari-
ables (gender, motion) on the physiological signals response during the driving
simulation. Gender included two levels (female, male), and motion included two
levels (with motion, without motion). For the HRD, only the effect was not statis-
tically significant at the .05 significance level. The main effect for gender yielded
an F ratio of F (1,48) = 9.759, p = .003, indicating a significant difference between
female (M = 7.93, SD = 10.39) and male (M =−2.86, SD = 14.88) participants.
The main effect of motion yielded an F ratio of F (1,48) = 2.406, p = .127, indicat-
ing that the effect of motion was not significant, motion (M = 4.77, SD = 12.61)
and without motion (M = 0.07, SD = 14.88). The interaction effect was not sig-
nificant, F (1,48) = 0.016, p = .901.

For the SCLD, only the effect of gender was statistically significant at the
.01 significance level due to the violation of the homogeneity of variances. The
main effect for gender yielded an F ratio of F (1,35) = 11.285, p = .002, indi-
cating no significant difference between female (M = 1.22, SD = 1.13) and male
(M = 0.47, SD = 0.44) participants. The main effect of motion yielded an F ratio
of F (1,35) = 2.908, p = .097, indicating that the effect of motion was not signifi-
cant, motion (M = 0.86, SD = 0.97) and without motion (M = 0.62, SD = 0.69).
The interaction effect was not significant, F (1,35) = 0.757, p = .390.

For the RRD, all effects were not statistically significant at the .05 significance
level. The main effect for gender yielded an F ratio of F (1,22) = 2.538, p = .125,
indicating no significant difference between female (M =−0.014, SD = 0.03) and
male (M = 0.003, SD = 0.03) participants. The main effect of motion yielded an
F ratio of F (1,22) = 2.405, p = .135, indicating that the effect of motion was not
significant, motion (M = 0.003, SD = 0.02) and without motion (M =−0.013,
SD = 0.04). The interaction effect was not significant, F (1,22) = 0.221, p = .643.

For the HR record, only the effect of gender was not statistically signifi-
cant at the .05 significance level. The main effect for gender yielded an F ratio
of F (1,54) = 6.600, p = .013, indicating a significant difference between female
(M = 80.83, SD = 12.68) and male (M = 72.84, SD = 12.24) participants. The
main effect of motion yielded an F ratio of F (1,54) = 3.027, p = .088, indicating
that the effect of motion was not significant, motion (M = 79.39, SD = 14.33)
and without motion (M = 74.18, SD = 11.24). The interaction effect was not
significant, F (1,54) = 0.811, p = .372.

For the SCL record, all effects were not statistically significant at the .01
significance level due to the violation of the homogeneity of variances. The
main effect for gender yielded an F ratio of F (1,45) = 1.757, p = .192, indicat-
ing no significant difference between female (M = 1.08, SD = 1.16) and male
(M = 0.73, SD = 0.52) participants. The main effect of motion yielded an F ratio
of F (1,45) = 0.095, p = .759, indicating that the effect of motion was not signifi-
cant, motion (M = 0.91, SD = 0.94) and without motion (M = 0.85, SD = 0.81).
The interaction effect was not significant, F (1,45) = 0.235, p = .630.
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For the RR record, all effects were not statistically significant at the
.05 significance level. The main effect for gender yielded an F ratio of
F (1,47) = 2.516, p = .119, indicating no significant difference between female
(M = 0.23, SD = 0.04) and male (M = 0.25, SD = 0.03) participants. The main
effect of motion yielded an F ratio of F (1,47) = 0.028, p = .867, indicating that
the effect of motion was not significant, motion (M = 0.24, SD = 0.04) and with-
out motion (M = 0.24, SD = 0.03). The interaction effect was not significant,
F (1,47) = 1.439, p = .236.

4.4 Correlation

Correlation analysis on human factors (i.e., motion sickness history, previous
experiences, education, age, vision correction, and physiological signals) was
conducted to calculate the appearance and the strength of the correlation. The
significant level was set to .05 with 95% Confidence Interval. From all tested
variables only the variables which presented significant results are reported.

A Spearman’s correlation showed a significant relationship between age and
MSSQ total score, rs =−.327, p = .011, N = 60. The same correlation analysis
showed a significant relationship between MSSQ score and SSQ Oculomotor,
rs = .323, p = .012. A significant relationship between the HRD and the SSQ
total score (rs = .291, p = .037), the SSQ Nausea (rs = .308, p = .026), and the
SSQ Disorientation (rs = .321, p = .021) was found.

A Kendall’s Tau correlation was conducted and there was a significant rela-
tionship between HR record and SSQ Nausea score (rτ = 0.186, p = .047). The
same correlation analysis was conducted and there was a significant relationship
between SCL record and SSQ Nausea score (rτ = 0.218, p = .036). Furthermore,
there was a significant negative correlation between RR record and FMS mean
score (rτ =−0.216, p = .034), SSQ total score (rτ =−0.240, p = .019), SSQ Nau-
sea score (rτ =−0.300, p = .004), and FSSQ Nausea (rτ =−0.240, p = .033).

5 Discussion

The popularity of HMDs in the industry has made this medium a valuable eval-
uation tool for new interior concepts and human-computer interfaces. However,
the technology of VR and, in particular, HMDs has its disadvantage regarding
users’ well-being, namely SiS.

Prior research has documented the relationship between gender and SiS in VR
[32,43]. Garcia et al. [17], for example, reported that male participants fell less
SiS during a driving simulation study with a motion-based and stationary driving
simulator. However, these studies were evaluating the SiS onset using different
displays such as outdated HMDs. Furthermore, commonly the driving simulation
studies which investigates SiS was using a driving environment such as standard
driving with a highway scenario. In this paper, the effect of gender and motion
on SiS onset, as well as their interaction, was tested in an automated VR driving
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simulation using objective (physiological signals) and subjective (questionnaires)
measurements.

The subjective results showed a significant difference in gender and no sig-
nificant difference in moving platform in the SiS outbreak. In particular, female
participants reported higher SSQ scores, FSSQ scores in the Nausea cluster, and
total score. These results provide evidence to support earlier studies that women
are more susceptible to SiS than men. Moreover, the results align with previ-
ously conducted studies on gender in immersive virtual environments [47]. The
SiS severity in this study appears to be slight to moderate since the frequencies
of the self-reported SiS severity mean scores range from the lower to the middle
section of the used scales. Even though the self-report data indicate no severe
SiS occurrence, the early dropout rate of 17.7% emphasizes the need to find
solutions in order to mitigate SiS in VR driving simulations.

A trend was observed in all subjective measurements to experience more dis-
comfort for female participants as a result of adding motion to the VR driving
simulation. This effect was observed as well in the response of the question-
naire one hour after the VR simulation. In particular, the interaction between
motion and gender regarding the FSSQ total score was statistically significant.
A possible reason could be the wider FOV of women [11,32,33], and the more
influence of the visual cues [48] which could lead to more significance of the
visual input and therefore, to contribute to the higher mismatch between the
visual and motion cues.

The female participants did not only report significantly higher SiS scores
and showed more changes regarding their physiological measurements, but also
had to terminate the driving simulation more often. However, it is questionable
if male participants stated their SiS symptoms’ severity honestly. Several male
participants repeatedly reported low SiS, although they seemed to feel discom-
fort (e.g., visible sweating), and some even mentioned after the study to have
experienced SiS symptoms and discomfort. It seems that male participants tried
to be suitable participants and under-reporting their SiS score instead of rating
it honestly [21].

Another possible explanation for the found differences between female and
male participants could be led back to the susceptibility factors video gaming
and driving habits. Thus previous research identified video gaming experience
as a factor reducing SiS susceptibility [27]. In this study, the male participants
had more video gaming experience than the female participants.

The physiological signals further supported the difference between female and
male participants. For example, the HR during the VR simulation and the HR
difference were increased for the female participants. Furthermore, the difference
between the baseline and the SCL recorded during the VR simulation showed a
significant difference, as well. A possible explanation could be the relationship
between physiological signals and SiS, which was found in previous research
[12–14,22,29].
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Contrary to the expectations, the addition of motion cues did not contribute
to reducing the SiS symptoms significantly. The mitigating effect of physical
motion cues regarding SiS in VR driving simulations could not be replicated
[1,10]. However, a previous study showed that the presence of motion cues did
not affect the sickness outbreak [27]. The results were explained with the physi-
cal limits of the motion platform or with slight time delays between driver inputs
and the motion response. The authors suggested that the addition of a moving
platform could have a more significant effect when the vehicle’s maneuvers are
intentionally limited to current movements, which the participants can antici-
pate. In the current study, however, this assumption was not supported. Thus,
the response time of the moving platform is a possible reason for the not signifi-
cant effect of the moving platform. Despite the DOFs of the platform, some of the
maneuvers could be difficult to replicate accurately, and therefore, a mismatch
between the sensory systems might arise.

Additionally, the degree of control the participants had during the VR driv-
ing simulation influences the SiS susceptibility [3,32]. The simulated driving
simulation was an automated driving level five; therefore, the degree of control
participants had during the simulation was none. This could have evoked SiS in
both conditions regardless if physical motion cues were added or not.

The positive relationship which was found between symptoms from the Nau-
sea cluster, such as nausea, stomach awareness, and sweating, and physiological
signals, showed the contribution of the HR and SCL to evaluating SiS. Objec-
tive measurements are a vital part of each sickness evaluation, and these findings
showed that they are suitable indicators of SiS, as shown in previous research
[43,51]. Additionally, the negative relationship between SiS and RR records
pointed to that the participants decrease breathing when they experienced more
discomfort. Similar results were reported in previous research [29], where an RR
decrease was reported during the VR simulation. A possible explanation could
be that this action is taken as an automatic response from the human body to
try to reduce the aroused nervous system. Nevertheless, the results should be
interpreted with caution because the sample size of the RR and SCL were sig-
nificantly smaller than the sample size of the HR. The physiological response of
the body could not only respond to the experienced discomfort but also due to
excitement or boredom.

The present study has a few limitations, which need to be considered when
interpreting the present findings and need to be addressed in future research.
First, the considered sample size for some of the physiological data (SCL and
RR) was small. This leads to small statistical power, meaning differences and
effects could have been not found even if they exist. Second, the performance
of the driving simulation was unstable through the evaluation session. The city
environment required a lot of virtual elements to be included in a realistic repre-
sentation. Furthermore, the other vehicles contributed also to the usage of more
computer and graphics power, which led to sometimes drops in the performance.
Future studies should secure a stable performance during the whole VR driving
simulation in order to minimize the factor of performance on the participants.
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Lastly, the follow-up questionnaire was not entirely controlled by the researcher,
and due to that, the results should be interpreted with caution. A link to the
FSSQ was sent one hour after the VR session was over through email client;
however, some of the participants filled out the questionnaire on the next day.
Therefore, the results might not be entirely correct because the participants filled
out the FSSQ on memories of how they felt after the driving simulation.

One of the practical implications of the study is that it confirms, that SiS
occurs during and after the VR driving simulations and impairs the applica-
tion potential due to high dropout rates [27,33,40]. The dropout rate shows a
peak between 9 and 12 min. Therefore, the duration of evaluations in VR driv-
ing simulations should not exceed 12 min in order to circumvent frank sickness
severity. Thereby, the majority of evaluation trails should be completed by the
participants due to the lower dropout rate.

Another practical implication, based on the finding of the current study, is
that women are more susceptible to SiS induced by VR driving simulation than
men. The automated driving simulation will be used more and more in future
studies as part of the interior development or human-computer interactions in a
vehicle. Therefore, women should be more cautious when they are using a VR
driving environment, mainly if the environment includes any moving platforms.

Furthermore, it is not efficient to add physical motion cues to the VR driving
simulation per se in order to mitigate SiS. It is crucial as well to align the
simulated motion cues precisely to the visual cues in order to match the VR
driving experience to a real-world driving experience as well as to reduce the
sensory systems mismatch. Nevertheless, the presented driving simulation was
created to evaluate a future interior concept, and thus, the system focused more
on the quality of graphics than on vehicle dynamics.

6 Conclusion

The results presented in this paper showed that there is a gender bias on SiS onset
induced by an automated VR driving simulation. These findings support results
in previous research on gender differences in virtual environments. Furthermore,
the results showed no significant difference in the felt discomfort between the two
conditions - with and without a motion platform. However, these results add to
the rapidly expanding field of VR and particularly, to further understand the SiS
induced by modern HMDs used in automated driving simulations. These results
brought attention to an SiS factor, which is well-known but not thoroughly
investigated. In order that VR becomes accessible for everyone, gender should be
taken into account during the design and the development process. Nonetheless,
the findings underpin the need for further research regarding the onset of SiS
and according to mitigation techniques in order to reveal the full potential of
VR driving simulations.

Considering the findings, a future study might include a type of virtual driv-
ing such as standard driving, and a different driving scenario, such as highway
or country road. The occurrence of no significant difference between the motion
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conditions points to the operationalization of a different motion platform perfor-
mance configuration. Further investigation is needed to estimate the influence
of gender on SiS outbreak and possible prolonged after effects in VR driving
simulations.
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12. Dahlman, J., Sjörs, A., Ledin, T., Falkmer, T.: Could sound be used as a strategy
for reducing symptoms of perceived motion sickness? J. Neuroeng. Rehabil. 5(1),
35 (2008)
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Abstract. Highly automated vehicles are likely to cause a paradigm shift, as they
profoundly affect user behavior and vehicle design. To reflect this change in a
user-centric approach to designing automated vehicles, passenger well-being can
be a relevant variable. To be able to consider passenger well-being appropriately,
valid and reliable measures are required. In study contexts or industry applica-
tions, restrictions may apply that limit the selection of measures for passenger
well-being. Frequently utilized multi-dimensional self-report measures may not
always be appropriate. Instead, single item measures and physiological measures
may be more suitable. In case of physiological measures, habituation effects can
affect measurement and require further investigation. This work utilizes a low-
fidelity driving simulator study (n = 30) to identify suitable short self-report and
physiological measures for automated driving settings. Further, this work con-
tributes by investigating habituation effects on the relationship between physio-
logicalmeasures and subjectivewell-being. Results indicate that the shortmeasure
with three items “happy”, “calm” and “awake” is a permissible alternative for cases
where multidimensional self-report measures for passenger well-being cannot be
used due to time or distraction constraints. Further, electrodermal activity and
heart rate variability can be physiological proxies for passenger well-being. The
data also provide indication of habituation effects caused by increased experience
with automated driving on sympathetic activity that requires consideration in the
selection of physiological measures for passenger well-being.

Keywords: Automated driving ·Measures · Habituation

1 Introduction

Automated vehicles are expected to reach the roads in the next years [1]. Automation
levels 4 and 5 [2] provide the driver with the opportunity to spend at least parts of the
travel time as passenger and engage in non-driving related tasks (NDRTs). Thus, in highly
automated vehicles (level 4), the driver behavior is likely to change and these vehicles
may have to be designed differently to accommodate both driving tasks and NDRTs.
One factor that is likely important to consider in the user-centric design of such vehicles
is passenger well-being. Passenger well-being is defined as “positive self-evaluation of
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one’s current affective state triggered by the travel experience” [3]. Measurements of
the current level of well-being are required in research contexts and later on in industry
applications as well. For research, it is advantageous if measures of passenger well-
being are non-invasive and do not obstruct the research design, e.g., by interrupting the
study conduct through lengthy questionnaires. The same applies to industry applications,
where it is required to be able to react to the passengers’ level of well-being during the
travel experience by e.g., utilizing affective computing.

In research contexts, self-report measures for well-being in transportation have been
readily used (e.g., [3–6]). However, using self-report measures as questionnaires with
multiple items across several dimensions may not be practical for all study designs such
as real-world driving studies, highfidelity driving simulations or for industry applications
utilizing affective computing. Instead, shorter subjective self-ratings with single items
may be easier to administer. Non-invasive physiological measures that continuously
measure throughout the study or drive and provide proxies for passenger well-being can
present another alternative. Prior work suggests heart rate variability (HRV), electro-
dermal activity (EDA) or body motion (BM) as suitable physiological measures. These
measures are indicators for arousal (parasympathetic or sympathetic activity) and thus
the relationship between these indicators and passenger well-being may be influenced
by individual characteristics. One characteristic that may influence the link between
arousal and well-being in the context of automated vehicles may be prior experience
with automated driving. Prior experience with automated driving technology can reduce
perceived risk [7] and in turn may impact stress and physiological functioning.

Based on these thoughts two research questions are addressed in this work:

• RQ1: Are single items and/or non-invasive physiological measures appropriate to
measure passenger well-being in automated driving contexts?

• RQ2: How does experience with automated driving affect the relationship between
self-rated well-being and physiological indicators?

2 Related Work

The increasing interest in automated driving has led to a growing body of publishedwork
onhow tomeasurewell-being subjectivelywith self-reportmeasures andobjectivelywith
physiologicalmeasures as proxy. Published results onmeasures forwell-being in general
and automated driving in particular are used to refine the raised research questions and
develop hypotheses.

2.1 Measures for Passenger Well-Being

The definition of passenger well-being utilized in this work is closely related to current
subjective well-being in its psychological sense such as Diener and Lucas’ definition of
well-being as a combination of life and domain satisfaction (habitual) and high positive
and low negative affect (current) [8]. This contextual link provides the possibility to uti-
lize measures from psychology for passenger well-being. Here, self-rating approaches
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with multidimensional measures are widely applied and have found application in trans-
port research as well, for example in aviation (e.g., [6, 9]) or automotive (e.g., [4]). An
overview by [3] shows that these multidimensional measures can measure well-being
reliably in different transport contexts. Further, this study suggests to measure passenger
well-being in automated driving using the multidimensional state survey (MDBF) [10].

Similar to other measures frequently utilized in transportation contexts (such as
Eigenschaftswörterliste (EWL) by [11], Swedish Core Affect Scale (SCAS) by [12],
UMACL mood adjective checklist by [4], Positive and Negative Affect Schedule
(PANAS) by [13]) the MDBF provides multiple items per dimensions. Although the
MDBF has only twelve items across three dimensions in its short version, this may
already be too long to administer in certain demanding driving situations as rating twelve
items on a 5-point scale may be too distracting.

Instead, single item measures may be an alternative that can allow frequent admin-
istration with less distraction even in more critical situations. The brevity of single item
measures comes at the price of lower validity and reliability, less differentiation [14]
and may also be more prone to contextual influence [15]. Yet, temporal reliability can
be sufficient and such single item measures can be suitable for certain applications [14].

For well-being in general, single items such as “All things considered, how happy
are you?” [16], the delighted-terrible scale [17] or pictorial scales such as the faces
scale using pictograms have been developed [18]. However, in situations where the
questionnaire has to be administered verbally, graphical scales may be less useful. In
automated driving a combination of three single items derived from themultidimensional
state survey has been utilized [19]. An advantage of this approach is the potential to
compensate the decreased differentiation of single items by combining items for different
dimensions of well-being. For the use in automated driving the items “happy”, “calm”
and “awake” have been proposed but were not validated [19]. Thus, the following is
hypothesized:

H1: Single Items “happy”, “awake” and “calm” significantly correlate with multidi-
mensional self -reported passenger well-being.

Physiological measures used as proxies for passenger well-being can provide addi-
tional insights into the passenger’s state that they may not admit through a verbal scale
[20]. Non-invasive physiological measures have the advantage that they only have to be
fitted once at the beginning of the study or measurement. Due to decreasing sensor size,
they are unobtrusive and may be less distractive. Some sensors can even be integrated
into a vehicle [21], such as electrodermal sensors on surfaces that are frequently touched
like the steering wheel or pressure sensors in the vehicle seats to measure body motion.
As introduced above in addition to EDA and BM,HRV are physiological parameters that
can be used to approximate affective responses [22] that are part of passenger well-being.

Electrodermal activity is an indicator of activity of the sympathetic nervous system. In
states of stress, the eccrine sweat glands in the skin react and change the level of skin con-
ductance. These changes can either be slow over time (tonic EDA) or more rapid (phasic
EDA) [23]. Thus, EDA tends to be a proxy for stress or emotional arousal [24]. In auto-
mated driving, EDA has been used to predict sleepiness [25], stress [21, 26, 27] or trust
[28]. However, the use of EDA for discomfort or passenger well-being is questionable
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[19, 29]. In other contexts, a link between mood and tonic EDA is found [30, 31]. Thus,
EDA may require further investigation:

H2a: Tonic EDA significantly correlates with self -reported passenger well-being.

Bodymotion is frequently used as physiological indication of comfort. As comfort is
closely linked to passengerwell-being [3], BMmay also be a suitable proxy for passenger
well-being. In general, it has been found that discomfort leads to a higher movement
of the body to counteract negative body sensations [32, 33]. The same relationship has
been found in automated driving, where BM positively relates to discomfort [29] and
negatively to passenger well-being [19]. Thus, it is hypothesized:

H2b: Body motion significantly correlates with self -reported passenger well-being.

Heart rate variability is the variation in the beat-to-beat heart rate which is caused by
the interaction of the sympathetic and parasympathetic nervous system. Thus, HRV can
reflect both states of stress (sympathetic activity) and rest (parasympathetic activity) [34].
The different states can be derived from analyzing and extracting different parameters of
HRV such as time domain parameters of frequency domain measures [35]. In addition
to research on HRV in the context of well-being in general (e.g., [36, 37]), HRV has
been used in automotive research to measure for example the state of driver stress [38].
For this purpose the parameters SDNN (standard deviation of the normal-to-normal
interval) and LF/HF (low frequency, high frequency ratio) were used. SDNN increased
throughout the study while LF/HF ratio remained steady. The time-domain parameter
RMSSD (root mean square successive difference) has successfully been used to proxy
driver discomfort [29] in automated driving. For the measurement of passenger well-
being RMSSD has been proposed as suitable parameter as well [19]. Based on these
indications it is hypothesized:

H2c: HRV RMSSD significantly correlates with self -reported passenger well-being.

2.2 The Effect of Experience

In addition to investigating a general link between self-reported passenger well-being
and different physiological measures in automated driving, this work further examines
the extent to which the relationship between these measures may differ depending on
the level of prior experience a passenger has with automated driving.

In general, habituation effects may apply to automated driving. Habituation is caused
by a higher exposure to a certain stimulus such as automated driving and resulting non-
associative learning. This exposure and learning in turn leads to a less intense reaction to
said stimulus [39]. Applying this general mechanism to measurement of well-being in
automated driving indicates that with growing experience through extended exposure to
automated driving, the reaction to automated driving is lower. Thus, stress experienced
in automated driving reduces with increasing prior knowledge.

This mechanism is confirmed by research in automated driving. Research shows
that increasing prior experience with automated vehicles decreases the risk perception
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of automated driving [7]. Similarly, prior knowledge also contributes to shape positive
attitudes to automated driving [40, 41]. For example, prior experience can create higher
trust levels [42] which in turn also affect stress levels while driving in an automated vehi-
cle. [26] shows that drivers experience higher stress in automated driving in conditions
with low trust.

Habituation to stressors can be seen in physiological measures. Studies in general
contexts show habituation effects to stressors in case of EDA [43] and heart rate [44]
which are both indicators of sympathetic activity. In case of high frequency HRV, a
parasympathetic indicator, habituation was not found. This may indicate that habituation
reduces sympathetic reactionsmore strongly than it affects parasympathetic activity [44].
Taken together, the results from related work suggest that with less prior experience,
automated driving is perceived as more arousing or stressful, thus sympathetic activity
is expected to be stronger than parasympathetic activity. With increasing experience,
habituation effects are expectedwhich lead to a reverse relationshipwith parasympathetic
activity being more dominant. Thus, the following is hypothesized:

H3a: For people with high prior experience in automated driving, there is a positive
relationship between indicators of parasympathetic activity and self -reported passenger
well-being and a negative relationship between indicators of sympathetic activity and
self -reported well-being.

H3b: For people with low prior experience in automated driving, there is a positive
relationship between indicators of sympathetic activity and self -reported passenger
well-being and a negative relationship between indicators of parasympathetic activity
and self -reported well-being.

3 Method

To address the raised hypotheses, a user study with a low-fidelity driving simulator was
conducted utilizing a 2 × 2 × 2 × 2 design with three within-subject factors and one
between-subject factor. As within-subject factors the video used in the simulator (sim-
ulated with high traffic/real-world with low traffic) and induced well-being (low/high)
are varied and a repeated measure for experience within the experiment (drive 1, drive 5)
is included (c.f. Fig. 1). Different video stimuli were used to gather additional insights
into how visual stimuli of the simulator impact passenger well-being. Different levels
of well-being are induced based on results from prior experiments to investigate the
hypotheses at different levels of well-being. The sequence of the resulting four stimuli
is randomized. The factor experience is considered by including a fifth drive, which is
equal to the first drive. This allows to investigate how experience gathered throughout
the study may play a role.

The between-subject factor additionally considers experience by dividing the par-
ticipants into two groups using a median split in regards to their prior experience with
the advanced driver assistance systems (ADAS) lane centering assist and adaptive cruise
control.
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I. II. III. IV. V.

Simulated 
environment

Real world 
environment

Simulated 
environment

Real world 
environment

Same as first 
stimuli

Video in 
simulator

High High Low Low Same as first 
stimuli

Induced level of
well-being

Low Low High High Same as first 
stimuli

Noise level

Self-
configured

Self-
configured Upright Upright Same as first 

stimuli
Seat adjustment 

(back rest)

Stimuli I-IV randomized

Variables to 
induce 

different levels 
of well-being 
based on prior 
experiments

Within-subject 
factors

Between-subject factor: Experience (low/high)

Fig. 1. Mixed design utilized in user study.

3.1 Experimental Setup

A low fidelity driving simulator with a car seat, a speaker for driving sounds, and a 48”
screen for the front view was used (c.f. Fig. 2). Two types of videos were used in the
study. One using a simulated environment and the other using a real-world driving video.
Both videos were combined with a mock-up cockpit of a level 4 automated vehicle as
overlay to increase realism of the videos.

Fig. 2. Simulator setup used in the study.

The videos (c.f. Fig. 3) correspond to the driving behavior of level 4 automated vehi-
cles without any take-over requests or malfunctioning. Participants were instructed that
the simulator displays this behavior andwere asked to engage in a reading comprehension
task as a form of non-driving related task.



172 V. Sauer et al.

Fig. 3. Example of videos used in the user study (real world video left, simulated environment
right).

3.2 Experimental Procedure

The participants were welcomed and informed consent was obtained. The participants
were fittedwith the required sensors tomeasureHRV,EDAandBM throughout the study.
The participants completed a demographic survey and ten-minute baseline measurement
of physiological measures outside of the simulator with a subsequent self-report of well-
being. The participants then completed five drives in the driving simulator. Each drive
lasted five minutes after which the participants completed a self-report questionnaire on
the perceived level of passenger well-being during the drive. Between each drive, the
participants had at least a threeminute break to allow physiological activity to normalize.

3.3 Measures

To measure multidimensional self-reported passenger well-being the multidimensional
state survey [10] was used. Single items were used according to suggestions by [19].
Participants’ interest in cars in general was measured on a 5-point scale (1: very low,
5: very high). The prior experience with different ADAS used in level 2 vehicles was
measured on a 5-point scale as well (1: I have never head of this systems, 2: I have heard
of this system, 3: I know how this system works in theory, 4: I have tried this system out
myself, 5: I frequently use this system).

Tomeasure EDA the Empatica E4wristbandwas used and placed on the participant’s
non-dominant hand. HRV was collected using the eMotion Faros 360 ECG monitor
with a 1-channel and 2 electrode setup and 1000 Hz measurement. To measure BM the
accelerometer (100 Hz) integrated into the ECG sensor was utilized.

3.4 Participants

In total, 30 healthy participants (10 female, 20 male, aged between 19 and 63, M =
29.00, SD= 12.40) were recruited for the study. Eleven participants had a non-technical
background while 19 had a technical background. The participants had on average a
medium level of interest in cars in general (M = 3.30, SD = .88). On average, the
participants had heard of adaptive cruise control (M = 2.50, SD = 1.11) and knew how
lane center assists work (M= 3.23, SD= .86). Out of the total sample three participants
stated they would not use a highly automated driving function if available, while the
remaining 27 participants would.
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Due to technical errors in the recording of physiological data, EDA could not be
recorded for four participants, and BM for three participants. The study design and
recruitment of participants adhered to requirements set by the ethic commission of the
RWTH Aachen University.

3.5 Data Analysis

In terms of physiological data, tonic EDA signals were extracted with help of Ledalab
[45, 46] and subsequently range corrected [47]. HRV was extracted using Kubios Pre-
mium Software (automatic artifact correction with an acceptance threshold of 5%, RR
interval detrending with smoothness priors). The BM data was range corrected [47]. Sta-
tistical analysis was performed inR [48] by conducting correlation analyses and analyses
of variance (ANOVA). Significance was accepted at the α-level of p< .05.

4 Results

To assess if single items relate to multidimensional self-reported passenger well-being
using a multidimensional measure (H1), a correlation analysis across all participants (n
= 30) and all measurements (baseline and drive 1–5) was conducted. The correlation
considers each single item individually and an index (“short measure”) derived by cal-
culating the mean across all single items. Results are displayed in Table 1 and support
H1 both on a single item level and as an aggregated short measure.

Table 1. Pearson correlation coefficients of single items and shortmeasurewithmultidimensional
self-reported well-being, bold indicates significant values.

Single items r p

Happy .62 <.001

Awake .34 <.001

Calm .70 <.001

Short measure .79 <.001

The relationship between physiological measures and self-reported passenger well-
being is analyzed in the same way by calculating Pearson correlation coefficients. All
data points from baseline measurements and all five drives are included. These corre-
lation coefficients are shown in Table 2. The results support H2a and H2c in case of
multidimensional self-reported well-being and H2c in case of short measure well-being.
H2b is not supported by any of the self-report measures at a α-level of 5%.

Correlation analysis is conducted to analyze prior experience in regards to thewithin-
subject factor of the repeated stimulus (drive 1 and 5, see Fig. 1) and the between-subject
factor (low/high experience). The results are summarized in Table 3 and 4. Correlation
analysis using experience gained within the study does not provide any evidence for H3a
or H3b (c.f. Table 3). Correlation in case of the between-factor low experience provides
partial evidence for H3b, but no evidence for H3a (c.f. Table 4).
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Table 2. Pearson correlation coefficients of physiologicalmeasureswith self-reportedwell-being,
bold indicates significant values.

Multidimensional
self-report

Short measure
self-report

Physiological
measures

r p n r p n

EDA .16 .04 156 .08 .29 156

BM −.14 .08 162 −.05 .51 162

HRV RMSSD −.23 .002 180 −.17 .03 180

Table 3. Pearson correlation coefficients of physiological measures with multidimensional self-
reported well-being for the first and last drive, bold indicates significant values.

Drive 1 Drive 5

Physiological measures r p n r p n

EDA .04 .86 26 .01 .96 26

BM .20 .32 27 .09 .65 27

HRV RMSSD −.33 .08 30 −.23 .22 30

Table 4. Pearson correlation coefficients of physiological measures with multidimensional self-
reported well-being across the groups of high and low prior experience (between-subject factor),
bold indicates significant values.

Low prior
experience

High prior
experience

Physiological
measures

r p n r p n

EDA .29 .01 84 .04 .76 72

BM −.33 .002 84 .06 .60 78

HRV RMSSD −.27 .01 90 −.19 .08 90

Further, the effect of experience as between-subject factor is analyzed in a between-
subject ANOVA (c.f. Table 5). However, ANOVA does not provide any significant dif-
ferences between any of the subjective or objective measures regarding prior experience
and thus, no evidence for H3a or H3b is provided.
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Table 5. One-way ANOVA with between-subject factor experience for subjective and objective
measures of passenger well-being, bold indicates significant values.

Measure Effect DFn DFd F p η2G

Mult. self-report Experience 1 22 .155 .700 .004

Short measure Experience 1 22 .001 .973 <.001

EDA Experience 1 22 .179 .676 .002

BM Experience 1 22 2.146 .157 .012

HRV RMSSD Experience 1 22 1.685 .208 .066

5 Discussion

Based on an empirical user study with a low-fidelity driving simulator, two research
questions are addressed: alternatives to multidimensional self-reports for measuring
passengerwell-being (RQ1) using single items (H1) or physiologicalmeasures (H2); and
the influence of habituation effects on the relationship between subjective and objective
passenger well-being (RQ2, H3).

5.1 Applicability of Single Items for the Measurement of Passenger Well-Being

Correlation analyses (c.f. Table 1) show that both single items and the short measure
containing the mean across all three items have significant, positive relationship with the
multidimensional self-report. Thus, H1 is empirically supported. All correlations can be
considered medium to high (r> 0.30) [49]. Interestingly, the short measure has a higher
correlation with the multidimensional self-report compared to correlations on a single
item level. This may indicate that using the short measure approximates self-reported
well-being better, as it considers the multidimensional nature.

Taken together, the results indicate that using single items as suggested by [19] or
the short measure is permissible for situations in which only short self-reports can be
utilized, such as real-world driving studies where participants should be distracted as
little as possible. It is advised to prefer the short measure over single item use to account
for themultidimensional nature of passengerwell-being and allow higher differentiation.

5.2 Physiological Measures as Proxy for Passenger Well-Being

EDA, BM and HRVRMSSD have been suggested as physiological proxies in automated
driving contexts in related research. Results of correlation analysis (c.f. Table 2) in this
study provides support for a significant relationship between EDA andmultidimensional
self-reported well-being (H2a supported) and HRV RMSSD with both types of self-
reports (H2c supported). The relationship between BM andmultidimensional self-report
is not significant (H2b not supported), but indicates a negative relationship (r=−.14, p
= .08).

The direction of the relationship remains identical for multidimensional self-report
and short measure, which is to be expected. Further, the direction of the relationships
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for EDA (sympathetic activity) and HRV RMSSD (parasympathetic activity) across the
whole sample and all data points indicates that passenger well-being is related to a state
of arousal. As the physiological indicators measure arousal and not valence, it is difficult
to say if the participants’ state is stress (negative arousal) or excitement (positive arousal)
[50]. As well-being is generally a positive state and physiological measure correlate, it
may be assumed that participants experienced excitement.

Further, the direction of relationship is reversed in this study compared to prior
findings [19]. Comparing the samples this study has slightly older participants with
slightly less prior ADAS experience and lower interest in cars in general. This may
indicate an effect of prior experience which is discussed in the following.

5.3 The Effect of Experience

Prior experience is hypothesized to influence the relationship between physiological
measures and self-reported passenger well-being through habituation. It is expected that
with less experience subjective passenger well-being is related to a physiological state
of high arousal, possibly excitement (H3b). With increasing habituation caused by prior
experience this relationship is expected to turn to a physiological state of low arousal and
relaxation (H3a). In this study prior experience is considered in two ways: experienced
gathered within the experiment and prior experience as between-subject factor.

In case of experience gatheredwithin the experiment (drive 1 and drive 5), none of the
considered physiological measures correlate with multidimensional self-reported well-
being in either of the stimuli (c.f. Table 3). Thus, experience gathered within the experi-
ment does not support H3a or H3b. However, in case of HRV RMSSD a non-significant
tendency is visible that for low experience parasympathetic indicators relate negatively
to self-reported well-being (H3b). With increasing experience this relationship grows
slightly smaller (rdrive 1 = −.33, rdrive 5 = −.23).

Turning to the general level of prior experience with ADAS conceptualized as
between-subject factor, stronger relationships are visible (c.f. Table 4). In case of low
experience, all physiological measures correlate significantly with multidimensional
self-reported well-being. HRV RMSSD as parasympathetic indicator correlates nega-
tively (r=−.27). EDA (r= .29) and BM (r=−.33) are both sympathetic indicators but
display different directions of the relationship with subjective well-being. Considering
only HRV RMSSD and EDA H3b is supported. However, BM suggests that low experi-
enced participants displayed less bodymovementswith increasing subjectivewell-being.
This difference in the direction of sympathetic indicators may be explained by the fact
that EDA is an indicator for stress while BM originates from comfort studies and thus
may have other causes.

Data from participants with high prior experience show no significant correlations
between physiological measures and subjective well-being (c.f. Table 4) and provides no
support for H3a or H3b. In case of EDA and HRVRMSSD the relationships with subjec-
tive well-being decrease. In case of EDA no linear relationship is found suggesting that
for high prior experience sympathetic activity decreases due to habituation, as suggested
by related work (e.g. [43, 44]). Parasympathetic activity measured with HRV RMSSD
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decreases in its negative relationship with subjective well-being compared to low prior
experience. However, this relationship remains negatively, although not significant (r=
−.19, p= .08). These tendencies speak for H3a, but do not provide clear empirical sup-
port. Further, ANOVA (c.f. Table 5) shows that habituation does not apply to self-report
measures, as no significant differences between the two groups are found. This is to
be expected. In case of the relationship between physiological and subjective measures
no clear evidence is provided for significant between-subject differences regarding the
effect of prior experience. Taken together, although data of this study provide indications
for H3a and H3b, the hypotheses are not supported by empirical data.

5.4 Limitations

For this study a lowfidelity driving simulator is used to address the topic of subjective and
physiological measures and the effect of prior experience. Using a low fidelity driving
simulator provides less realism and immersion than other options such as real-world
driving scenarios. This can affect the validity of the findings when applying them to
real-world driving situations. Vibrations and movement from the vehicle can add noise
to physiological data, especially in case of body motion. This has to be investigated and
addressed separately. Further, the stimuli in this study were chosen to induce different
levels of well-being, but not extreme cases of well or ill-being. More extreme stimuli
may lead to stronger relationships between the measure types. However, in real-world
driving situations extreme levels of ill-being are rarely caused. Thus, the stimuli design
used in this study with different traffic types and simulator settings may be sufficiently
realistic.

Further, the experience gained within the study may have not been sufficient for
significant effects. As discussed, the stimuli used in the study are similar. Due to the
level 4 automation used in the simulator little interaction from the participants was
required. Instead, hands-on interaction with more options to explore automated driving
and different functions within the study may have stronger learning effects.

The recording time of the physiological measures is relatively short but sufficient to
analyze the selected parameters [35, 47].

6 Conclusion

This study investigates the applicability of single items and physiological measures for
the measurement of passenger well-being and the effect of prior experience in auto-
mated driving. The study results suggest that it is permissible to use the short measure
containing the items “happy”, “awake” and “calm” as suggested by [19] as a means to
approximate multi-dimensional passenger well-being in situations where lengthy mul-
tidimensional measures cannot be used due to time constraints or distraction. Although
multidimensional self-report measures may be preferred due to higher differentiation,
validity and reliability [20] a short measure can provide a suitable measurement for cases
in which subjective data would not be collected because multidimensional measures are
too time consuming to use.
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Further, the results of this study suggest that EDA and HRV RMSSD can be suitable
physiological measures to approximate passenger well-being. In this study, high sub-
jective well-being correlates with a state of arousal, which is contrary to prior findings
[19]. This effect may be explained by prior experience. The hypotheses that little prior
experience is related to a state of arousal is supported. Indications of habituation effects
with increasing prior experience that decrease sympathetic activity are found. Other
explanations for this effect may apply. For example, appraisal theory may also explain
why participants showed different emotional reactions to the same stimuli [51]. Thus,
more extensive research for empirical validation of this hypothesis is required and other
possible mechanisms such as appraisal theory need to be investigated.

References

1. European Parliament: Self-driving cars in the EU: from science fiction to reality
(2019). https://www.europarl.europa.eu/news/en/headlines/economy/20190110STO23102/
self-driving-cars-in-the-eu-from-science-fiction-to-reality. Accessed 13 Nov 2019

2. SAE: Taxonomy and Definitions for Terms Related to On-road Motor Vehicle Automated
Driving Systems, 2016th edn. SAE (SAE J3016) (2016)

3. Sauer, V., Mertens, A., Heitland, J., Nitsch, V.: Exploring the concept of passenger well-being
in the context of automated driving. Int. J. Hum. Factors Ergon. (2019). https://doi.org/10.
1504/IJHFE.2019.104594

4. Fairclough, S.H., van der Zwaag, M., Spiridon, E., Westerink, J.: Effects of mood induction
via music on cardiovascular measures of negative emotion during simulated driving. Physiol.
Behav. (2014). https://doi.org/10.1016/j.physbeh.2014.02.049

5. Winzen, J., Albers, F., Marggraf-Micheel, C.: The influence of coloured light in the aircraft
cabin on passenger thermal comfort. Light. Res. Technol. (2014). https://doi.org/10.1177/147
7153513484028

6. Västfjäll, D., Kleiner, M., Gärling, T.: Affective reactions to interior aircraft sounds. Acta
Acust. United With Acust. 89(4), 693–701 (2003)

7. Brell, T., Philipsen, R., Ziefle, M.: sCARy! risk perceptions in autonomous driving. The
influence of experience on perceived benefits and barriers. Risk Anal.: Off. Publ. Soc. Risk
Anal. (2019). https://doi.org/10.1111/risa.13190

8. Diener, E., Lucas, R.E.: Personality and subjective well-being. In: Kahneman, D., Diener,
E., Schwarz, N. (eds.) Well-Being. The Foundations of Hedonic Psychology, pp. 213–229.
Russell Sage Foundation, New York (1999)

9. Quehl, J.: Comfort studies on aircraft interior sound and vibration. Dissertation, Carl von
Ossietzky Universität (2001)

10. Steyer, R., Schwenkmezger, P., Notz, P., Eid, M.: Der Mehrdimensionale Befindlichkeits-
fragebogen (MDBF). Hogrefe, Göttingen (1997)

11. Janke,W.,Debus,G.: EWLEigenschaftswörterliste. In: Schumacher, J., Klaiberg,A., Brähler,
E. (eds.) Diagnostische Verfahren zu Lebensqualität undWohlbefinden. Diagnostik für Klinik
und Praxis, vol. 2, pp. 92–96. Hogrefe Verlag für Psychologie, Göttingen (2003)

12. Västfjäll, D., Friman, M., Gärling, T., Kleiner, M.: The measurement of core affect: a Swedish
self-reportmeasure derived from the affect circumplex. Scand. J. Psychol. 43(1), 19–31 (2002)

13. Watson, D., Clark, L.A., Tellegen, A.: Development and validation of brief measures of
positive and negative affect: the PANAS scale. J. Personal. Soc. Psychol. 54(6), 1063–1070
(1988)

14. Diener, E.: Subjective well-being. Psychol. Bull. (1984). https://doi.org/10.1037/0033-2909.
95.3.542

https://www.europarl.europa.eu/news/en/headlines/economy/20190110STO23102/self-driving-cars-in-the-eu-from-science-fiction-to-reality
https://doi.org/10.1504/IJHFE.2019.104594
https://doi.org/10.1016/j.physbeh.2014.02.049
https://doi.org/10.1177/1477153513484028
https://doi.org/10.1111/risa.13190
https://doi.org/10.1037/0033-2909.95.3.542


Measures for Well-Being in Highly Automated Vehicles 179

15. McDowell, I.: Measures of self-perceived well-being. J. Psychosom. Res. (2010). https://doi.
org/10.1016/j.jpsychores.2009.07.002

16. Ryff, C.D., Keyes, C.L.M.: The structure of psychological well-being revisited. J. Personal.
Soc. Psychol. (1995). https://doi.org/10.1037//0022-3514.69.4.719

17. Andrews, F.M., Crandall, R.: The validity of measures of self-reported well-being. Soc. Indic.
Res. (1976). https://doi.org/10.1007/BF00286161

18. McDowell, I.: Measuring Health. A Guide to Rating Scales and Questionnaires, 3rd edn.
Oxford University Press, Oxford (2006)

19. Sauer, V., Mertens, A., Nitsch, V., Reuschel, J.D.: An empirical investigation of measures for
well-being in highly automated vehicles. In: Janssen, C.P., Donker, S.F., Chuang, L.L., Ju,
W. (eds.) Proceedings of the 11th International Conference on Automotive User Interfaces
and Interactive Vehicular Applications Adjunct Proceedings - AutomotiveUI 2019, Utrecht,
Netherlands, 21–25 September 2019, pp. 369–374. ACM Press, New York (2019). https://
doi.org/10.1145/3349263.3351337

20. Diener, E.: Assessing subjective well-being: progress and opportunities. Soc. Indic. Res.
31(2), 103–157 (1994)

21. Healey, J.A., Picard, R.W.: Detecting stress during real-world driving tasks using physio-
logical sensors. IEEE Trans. Intell. Transp. Syst. (2005). https://doi.org/10.1109/TITS.2005.
848368

22. Kreibig, S.D.:Autonomic nervous systemactivity in emotion.A review.Biol. Psychol. (2010).
https://doi.org/10.1016/j.biopsycho.2010.03.010

23. Critchley, H.D.: Electrodermal responses: what happens in the brain. Neuroscientist 8(2),
132–142 (2002)

24. Bastiaansen, M., et al.: Emotions as core building blocks of an experience. Int. J. Contemp.
Hosp. Manag. (2019). https://doi.org/10.1108/IJCHM-11-2017-0761

25. Wörle, J., Metz, B., Thiele, C., Weller, G.: Detecting sleep in drivers during highly automated
driving. The potential of physiological parameters. IET Intell. Transp. Syst. (2019). https://
doi.org/10.1049/iet-its.2018.5529

26. Morris, D.M., Erno, J.M., Pilcher, J.J.: Electrodermal response and automation trust during
simulated self-driving car use. In: Proceedings of the Human Factors and Ergonomics Society
Annual Meeting (2017). https://doi.org/10.1177/1541931213601921

27. Daviaux, Y., et al.: Event-related electrodermal response to stress. Results from a realistic
driving simulator scenario. Hum. Factors (2020). https://doi.org/10.1177/0018720819842779

28. Walker, F., Wang, J., Martens, M.H., Verwey, W.B.: Gaze behaviour and electrodermal activ-
ity. Objective measures of drivers’ trust in automated vehicles. Transp. Res. Part F: Traffic
Psychol. Behav. (2019). https://doi.org/10.1016/j.trf.2019.05.021

29. Beggiato, M., Hartwich, F., Krems, J.: Using smartbands, pupillometry and body motion
to detect discomfort in automated driving. Front. Hum. Neurosci. (2018). https://doi.org/10.
3389/fnhum.2018.00338

30. Wilson, K.G., Sandler, L.S., Larsen, D.K.: Skin conductance responding to mood-congruent
stimuli. J. Psychophysiol. 5(4), 301–314 (1991)

31. Greco, A., Valenza, G., Citi, L., Scilingo, E.P.: Arousal and valence recognition of affective
sounds based on electrodermal activity. IEEE Sens. J. (2017). https://doi.org/10.1109/JSEN.
2016.2623677

32. Søndergaard, K.H.E., Olesen, C.G., Søndergaard, E.K., de Zee,M., Pascal,M.: The variability
and complexity of sitting postural control are associated with discomfort. J. Biomech. (2010).
https://doi.org/10.1016/j.jbiomech.2010.03.009

33. Cascioli, V., Liu, Z., Heusch, A., McCarthy, P.W.: A methodology using in-chair movements
as an objective measure of discomfort for the purpose of statistically distinguishing between
similar seat surfaces. Appl. Ergon. (2016). https://doi.org/10.1016/j.apergo.2015.11.019

https://doi.org/10.1016/j.jpsychores.2009.07.002
https://doi.org/10.1037//0022-3514.69.4.719
https://doi.org/10.1007/BF00286161
https://doi.org/10.1145/3349263.3351337
https://doi.org/10.1109/TITS.2005.848368
https://doi.org/10.1016/j.biopsycho.2010.03.010
https://doi.org/10.1108/IJCHM-11-2017-0761
https://doi.org/10.1049/iet-its.2018.5529
https://doi.org/10.1177/1541931213601921
https://doi.org/10.1177/0018720819842779
https://doi.org/10.1016/j.trf.2019.05.021
https://doi.org/10.3389/fnhum.2018.00338
https://doi.org/10.1109/JSEN.2016.2623677
https://doi.org/10.1016/j.jbiomech.2010.03.009
https://doi.org/10.1016/j.apergo.2015.11.019


180 V. Sauer et al.

34. Appelhans, B.M., Luecken, L.J.: Heart rate variability as an index of regulated emotional
responding. Rev. Gen. Psychol. (2006). https://doi.org/10.1037/1089-2680.10.3.229

35. Task force of the european society of cardiology and the North American Society of pacing
and electrophysiology (task force): heart rate variability. Eur. Heart J. (1996). https://doi.org/
10.1093/eurheartj/17.suppl_3.381

36. Geisler, F.C.M., Vennewald, N., Kubiak, T., Weber, H.: The impact of heart rate variability
on subjective well-being is mediated by emotion regulation. Personal. Individ. Diff. (2010).
https://doi.org/10.1016/j.paid.2010.06.015

37. Trimmel, M.: Relationship of Heart Rate Variability (HRV) parameters including pNNxx
with the subjective experience of stress, depression, well-being, and every-day trait moods
(TRIM-T). A pilot study. TOERGJ (2015). https://doi.org/10.2174/1875934301508010032

38. Heikoop, D.D., Winter, J.C.F. de, van Arem, B., Stanton, N.A.: Acclimatizing to automation.
Driver workload and stress during partially automated car following in real traffic. Transp.
Res. Part F: Traffic Psychol. Behav. (2019). https://doi.org/10.1016/j.trf.2019.07.024

39. Grissom, N., Bhatnagar, S.: Habituation to repeated stress. Get used to it. Neurobiol. Learn.
Mem. (2009). https://doi.org/10.1016/j.nlm.2008.07.001

40. Ward, C., Raue, M., Lee, C., D’Ambrosio, L., Coughlin, Joseph F.: Acceptance of automated
driving across generations: the role of risk and benefit perception, knowledge, and trust. In:
Kurosu, M. (ed.) HCI 2017. LNCS, vol. 10271, pp. 254–266. Springer, Cham (2017). https://
doi.org/10.1007/978-3-319-58071-5_20

41. König, M., Neumayr, L.: Users’ resistance towards radical innovations. The case of the self-
driving car. Transp. Res. Part F: Traffic Psychol. Behav. (2017). https://doi.org/10.1016/j.trf.
2016.10.013

42. Gold, C., Körber, M., Hohenberger, C., Lechner, D., Bengler, K.: Trust in automation – before
and after the experience of take-over scenarios in a highly automated vehicle. ProcediaManuf.
(2015). https://doi.org/10.1016/j.promfg.2015.07.847

43. Averill, J.R., Malmstrom, E.J., Koriat, A., Lazarus, R.S.: Habituation to complex emotional
stimuli. J. Abnorm. Psychol. (1972). https://doi.org/10.1037/h0033309

44. Jönsson, P., Wallergård, M., Osterberg, K., Hansen, A.M., Johansson, G., Karlson, B.: Car-
diovascular and cortisol reactivity and habituation to a virtual reality version of the trier
social stress test. A pilot study. Psychoneuroendocrinology (2010). https://doi.org/10.1016/j.
psyneuen.2010.04.003

45. Benedek, M., Kaernbach, C.: Decomposition of skin conductance data by means of nonnega-
tive deconvolution. Psychophysiology (2010). https://doi.org/10.1111/j.1469-8986.2009.009
72.x

46. Benedek, M., Kaernbach, C.: A continuous measure of phasic electrodermal activity. J.
Neurosci. Methods (2010). https://doi.org/10.1016/j.jneumeth.2010.04.028

47. Boucsein,W.: ElektrodermaleAktivität.Grundlagen,Methoden undAnwendungen. Springer,
Berlin (1988)

48. R Core Team: R: A language and environment for statistical computing. R Foundation for
Statistical Computing, Vienna, Austria (2018)

49. Cohen, J.: Statistical PowerAnalysis for the Behavioral Sciences, 2nd edn. Erlbaum,Hillsdale
(1988)

50. Watson, D., Tellegen, A.: Toward a consensual structure of mood. Psychol. Bull. (1985).
https://doi.org/10.1037//0033-2909.98.2.219

51. Roseman, I.J., Smith, C.A.: Appraisal theory.Overview, assumptions, varieties, controversies.
In: Scherer, K.R., Schorr, A., Johnstone, T. (eds.) Appraisal Processes in Emotion: Theory,
Methods, Research, pp. 3–19. Oxford University Press, New York (2001)

https://doi.org/10.1037/1089-2680.10.3.229
https://doi.org/10.1093/eurheartj/17.suppl_3.381
https://doi.org/10.1016/j.paid.2010.06.015
https://doi.org/10.2174/1875934301508010032
https://doi.org/10.1016/j.trf.2019.07.024
https://doi.org/10.1016/j.nlm.2008.07.001
https://doi.org/10.1007/978-3-319-58071-5_20
https://doi.org/10.1016/j.trf.2016.10.013
https://doi.org/10.1016/j.promfg.2015.07.847
https://doi.org/10.1037/h0033309
https://doi.org/10.1016/j.psyneuen.2010.04.003
https://doi.org/10.1111/j.1469-8986.2009.00972.x
https://doi.org/10.1016/j.jneumeth.2010.04.028
https://doi.org/10.1037//0033-2909.98.2.219


A Filed Study of External HMI for Autonomous
Vehicles When Interacting with Pedestrians

Ya Wang(B) and Qiang Xu

Baidu Intelligent Driving Experience Design Center, Beijing, China
wangya02@baidu.com

Abstract. Interactingwith pedestrians is an inevitable situationwhen vehicles are
driven on the road. Drivers normally explain their driving intention with speed,
headlights and vehicle horns. Especially, when the distance between vehicle and
pedestrian gets close enough, to express themselves, driver’s nonverbal actions,
such as gestures, facial expressions, and eye contact are indispensable.Without the
driver’s role, the existing signals could not provide sufficient and accurate infor-
mation to support vehicle interacting with the environment. Thus, external HMI
becomes a new solution for vehicle-pedestrian interactions. In this paper, scenarios
of which pedestrians need extra instructions including crosswalk, same direction
on-road walk, and inverse direction on-road walk were defined. From these sce-
narios, pedestrian crosswalk was chosen as the case for the research, because of
its importance and high frequency. In this situation, the interaction intentions of
pedestrians and vehicles were decomposed respectively. Designs with command
text, status text, command graphics, status graphics were raised during this anal-
ysis on the prototype. Then, an autonomous vehicle was modified by adding an
external screen to display these solutions. Twenty-four participants were involved
in the field study, in next step, to figure out the preference from pedestrians by
real-situation experiment. In the summary part, we discussed advantages and dis-
advantages of these four designs. The results from the experiment show that an
external screen displaying the autonomous vehicle’s command is more able to
help pedestrians to improve their efficiency of crossing road than displaying vehi-
cle’s status. Besides, text form is easier for pedestrians to understand its meaning
than graphic form. In addition, the external HMI design solutions in pedestrian
crosswalk scene were also provided.

Keywords: External HMI · Autonomous vehicle · Pedestrian · HMI design

1 Introduction

The development of autonomous vehicles (AVs) is moving rapidly forward with com-
panies already performing or planning trials in public traffic environment. The future of
autonomous transport service should be a seamless, on-demand, all-weather service with
no restrictions on age, gender, physical function or any other aspect, and thereby freeing
the public from driving tasks. From the city and government levels, Autonomous vehi-
cles can offer us multiple benefits: they offer driving service for everyone even those
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who can’t driving, they keep driving safe due to their certain program, they can join
together and make traffic more fluent. However, being able to be accepted by the public
is a prerequisite for the success of autonomous transport service. Waymo and Cruise
have been testing their vehicles on public roads for a long time, with millions of miles
of safe operation. Although there still exists some issues, technology of autonomous
vehicle is constantly maturing.

After basic technic is ready, more and more attention has been paid to the explicit
capabilities of AVs. Technology companies firstly started to solve the problem of in-
car interaction. Waymo has developed an application that users can use to order an
autonomous vehicle service and identify the vehicle’s location. They also set two screens
in the backseat, which allowed passenger to start driving and observe road conditions.
These measures are inevitable to solve the passenger’s riding demand in autonomous
vehicle. However, the aspect of outside environment how will experience AVs and
interact with them has so far largely been unexplored.

There are so many questions around how humans will interact with AVs – will they
provide passengers with conversation, how personable will they be, will they commu-
nicate through speech, graphics or gestures [1]? Previous study showed there will be a
mix of autonomous and driver-operated vehicles on the road for at least 30 years and
perhaps forever. So it is very important to focus on interaction outside the vehicles [2].

We observe and summarize five core contacts of interaction outside the vehicle: with
pedestrian, with other vehicles, with special vehicles, with infrastructure and itself [3–5]
(Fig. 1).

Fig. 1. Five core contacts of interaction outside the vehicle

With Pedestrian. Pedestrian is themost important and complex element in traffic, since
they may interact with vehicle at every step of driving. Through observation pedestrian
can determine themovement and direction of vehicles.Without humandriver this process
may get more and more difficult [6, 7].

With Normal Vehicle. Vehicle to vehicle communication is very important for driving
safety. In lane change, overtaking and other scenarios, how to detect the next movement
of other vehicle is a basic skill to human drivers as well as autonomous vehicles [8, 9].

With Special Vehicle. This is a relatively rare situation. When vehicles come across
with special ones such as ambulance or fire engine, they usually make a conscious move.
This also applies to driverless vehicles [5].



A Filed Study of External HMI for Autonomous Vehicles 183

With Infrastructure. When a car enters a toll or gas station, its driver need to commu-
nicate with staff there. It may become a hard nut to crack for autonomous vehicles since
there is no driver.

Itself. Autonomous vehicle is special itself when driving on the road. So it is inevitable
to express their status, such as auto driving mode, vehicle failure and so on, to any
contacts outside them.

Above all the five contacts, interacting with pedestrian becomes most common and
important. Pedestrians are in the municipal transportation important component, also
are “disadvantaged groups” in the traffic environment.

In vehicle-pedestrian interaction there are several situations, which are shown in the
figure below (Fig. 2).

Fig. 2. Situations of vehicle-pedestrian interaction

Among these situations, crosswalk is a basic component in the pedestrian street
facility [10]. When passengers cross a road, it usually has three steps. Waiting aside the
road, approaching the vehicle and passing by the vehicle. In each step, pedestrian needs
different signals from the vehicle itself. We express these signal needs and behavior
characters in the table (Fig. 3).

Fig. 3. Signal needs and behavior characters when pedestrian interacts with a car

Based on these studies, we continued to explore how to express these messages
to pedestrians. We figured that there are multiple ways we can send messages, such
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as devices around the vehicle and V2X communication. Since V2x technology is not
mature, we prefer the way of devices around the vehicle. Previous study has revealed
we can add screens, light belt, speaker and LED lights [3, 5, 9]to vehicle as media to
send messages. Results showed that specific and understandable notice can mitigate
pedestrians’ worry about autonomous vehicles.

Themain purpose of this studywas to explore the proper exterior interaction solutions
for highly automated vehicles presenting in a crosswalk scenario. Four different interac-
tive prototypes were designed and displayed to interact with pedestrians. By comparing
the impact of different interactive prototypes on pedestrians’ decisions on crossing the
road, and analyzing pedestrians’ evaluation of various design prototypes, their pros and
cons, to find feasible way to optimize the current external HMI solutions.

2 Method

In China, for autonomous vehicles’ road tests, there is a national guideline states that
test vehicles should be able to switch between automatic driving mode and conventional
driving mode. Besides, a test driver (so called co-driver) is also required to ensure that
someone can take over the car timely in any emergency circumstances [11]. In order to
explore pedestrians’ reaction to a real autonomous vehicle and figure out the impact of
an autonomous vehicle with/without a co-driver’s influence on pedestrians’ decision of
crossing the road, a between-subjects experiment was designed for the current study first.
Participantswere randomly assigned to two groups: an autonomous car hiding the human
driver (simulated a real autonomous driving scene, so called without co-driver group)
and an autonomous car does not hide the human driver (so called with co-driver group).
Then, for each group, a within-subject experiment was executed, each participant was
required to experience and evaluate 5 interactive prototype schemes (see test materials)
respectively. Thus, participants’ attitude and preference for each design prototype would
be able to gain.

2.1 Experiment Environment

The experimental environment was established through three steps. Firstly, a real pedes-
trian crossing test location was chosen (an intersection between Baidu Technology Park
Building No.3 and Lenovo company, without traffic lights). Secondly, a Lincoln MKZ
self-driving car was modified as the test vehicle, by adding an external led screen to
display interaction prototypes (see Fig. 4). Thirdly, to observe participants’ attitudes
towards the autonomous vehicle, this study reference to a previous experimental design
of “ghost driver” [12]. To hide the co-driver, we bought driver’s seat cover and single
face film as the “hidden device” (see Fig. 5). All the participants were informed that “the
test vehicle is a fully automated driving car”, besides, 12 participants in the human driver
hidden group were told that “this car does not have a co-driver, which is a completely
self-driving car”. Due to the influence of light, front windshield and other reasons, it is
impossible to distinguish whether there is a co-driver in the driver’s seat from the stand-
ing angle of participants under various conditions such as cloudy, sunny, the distance is
far or near. None of the 12 participants realized the hidden device and were completely
convinced of the “no co-driver” experimental setup.
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Fig. 4. The scenes of test location with the test vehicle.

Fig. 5. Hidden device and hidden effect of co-driver hidden group.

2.2 Materials

For this study, five interactive schemes were raised for the experimental and the control
group. For the experimental group, the interactive forms of the prototype schemes can
be divided into two types: text and graphics, while the interactive content types can be
divided into two types: command and status. By permutation and combination of the
interactive forms and contents, four interactive schemes were formed.

The interactive information displayed in each scheme can be divided into three
phases: the trigger phase (the vehicle waits on the roadside and gives an action/status
indication), the contact phase (the vehicle approaches the participants and guides them)
and the end phase (informing the participants of the vehicles’ status or command).

As can be seen in Fig. 6, four experimental prototypes with interactive content
(command text, status text, command graphics, status graphics) were designed as the test
materials, and one black background without interactive content was used as the control
group. What needs illustration is that for fairness, white content and black background
were used for all design materials.

The Latin square design was used to specify the display order of the five interactive
schemes in the test to avoid the influence of the display sequence on the test results.
The scheme O (none interactive content) was taken as the baseline level, and each group
of participants was tested as the first group. The test sequence of the four schemes
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Fig. 6. Five interactive schemes for the experiment.

in the experimental group was designed according to the Latin square, twenty-four
experimental sequences were generated and randomly assigned to all the participants.

2.3 Participants

Twenty-four participants were recruited for the experiment. There were three main con-
ditions were considered when recruiting the participants: gender (male, female), driving
years (0 year, 1–3years, more than 3 years) and driving historywith autonomous vehicles
(with or without relevant experience). Twenty-four participants were evenly divided into
two groups according to three main recruitment conditions. After each round of inter-
active scheme’s testing (interacting with the modified autonomous vehicles), a short
post-test interviewed was conducted with each participant. All of the participants com-
pleted the experiment successfully and provided their subjective evaluation of each test
material with the help of interviewers.

3 Procedure

3.1 Experiment I

The first experiment began with a chance encounter between the pedestrian (participate)
with the test vehicle. First of all, the interviewer leaded a participant to walk towards the
starting point of the test, meanwhile, the test vehicle slowly approached to the participate,
so that the participate could be able to see the screen in front of the test vehicle. Then,
the interviewer asked the participate whether he/she had observed the autonomous test
vehicle and its external screen. The test vehicle would return to the starting point after
passing the crosswalk, and the test would officially start. During the whole process, the
interviewer would not remind the participate the exist of the screen actively.
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Fig. 7. Test setting and recording data.

As shown above (Fig. 7), for each test, the test vehicle and the participants were at
their starting points respectively. The participants stood 1 m away from the roadside.
The test vehicle came from 100 m away, when it was 50 m away from the participants,
it slowed down and stabilized its speed at 30 km/h. The test vehicle started to display
the trigger phase interactive content at a distance of 30 m from the participants, when
it slowed down to 5 m from the participants, it displayed the contact phase content.
Test vehicle stopped at 1 m away from the zebra crossing for pedestrians. After the
participants passed the crosswalk completely, the external screen started to display end
phase content.

The first experiment consisted of five round tests in which participants were told that
a car was coming soon, and they were required to demonstrate how to cross the road in
each situation. In each round of the test, they were asked to judge by themselves how
and when to cross the road, while the interviewers would observe and record the whole
process and the objective data. After each round of testing, all the participants needed
to evaluate and score the interactive prototype schemes and describe their subjective
feelings.

3.2 Experiment II

Based on the findings through the first experiment, the interactive content displayed
distance in three phases were discussed in depth in the second experiment. The optimal
scheme from first experiment’s finding was used in this experiment, and each participant
took 9 groups of tests during this experiment. The composition of the 9 groups of tests
was shown as follows (Table 1):

According to the experiment design, the vehicle displayed the interactive information
in the preset position under the natural driving status. The experiment was followed the
sequence from group 1 to group 3, trigger phase to end phase. During the experiment, for
different phases, all participants need to choose themost suitable distance for information
displaying and explained their reasons.



188 Y. Wang and Q. Xu

Table 1. Test design of the second experiment

Test Trigger phase
(displayed distance)

Contact phase
(displayed distance)

End phase (displayed
distance)

Test group Test 1 30 m 5 m Passed

Test 2 20 m 2 m 50 cm

Test 3 10 m 1 m 1 m

3.3 Measures

The first experiment measured three main assessment dimensions to determine which
interactive scheme is able to provide the most appropriate decision to cross the road: the
participants’ behavior parameters, the participants’ subjective ratings (a 7-point scale)
and qualitative evaluation of each interactive scheme.

The second experiment measured the participants’ preference of display distance for
the interactive scheme by recording the display distance that the participants considered
to be the most appropriate, and collecting the participants’ other suggestions on the
timing of the interactive content display.

The Participants’ Behavior Parameters. Participants’ decision-making time of cross-
ing the road and the time actually spent on crossing the road were recorded by inter-
viewers with a stopwatch (in seconds). When the vehicle was 50 m away from the
participants, interviewers signaled the pedestrian to start preparing to cross the road and
start timing (Time A). When the participants started to cross the road (stepped into the
zebra crossing), interviewers recorded the actual timewhich counted as TimeB. Besides,
the time that participants passed through the vehicle body completely was recorded as
Time C. Thus, subtracting time A from time B was the time taken to make a crossing
decision (decision-making time), and subtracting time B from time C was the time that
participants actually spent on crossing the road.

The Participants’ Subjective Ratings of each Interactive Scheme. After the inter-
action, interviewers asked participants to evaluate the effectiveness of the interactive
schemes by rating their certainty of vehicle intention and comprehensibility of inter-
active content. A 7-point rating scales was used to depict the participants’ certainty (1
= completely uncertain and 7 = completely certain) and comprehensibility (1 = com-
pletely incomprehensible and 7 = completely comprehensible) of different interactive
prototype schemes.

The Participants’ Qualitative Evaluation of each Interactive Scheme. After the rat-
ing of each scheme, participants were also required to describe their subjective feelings
and preferences through a quick in-depth interview. The interview outline was prepared
in advance, and the interview questions range from the overall evaluation of the interac-
tive form to the detailed evaluation of each scheme. All the details were asked according
to the previous rating results of the participants. The specific questions are as follows:
1) “Please describe your overall feelings of this interactive form of external HMI?”; 2)
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“Which is the most impressive scheme? And why?”; 3) “Which interactive scheme is
better? And why?”; 4) “In the text schemes, what do you think is the reason why one
scheme is easier to clear the vehicles’ intention/understand the information on display
than another? And what else can be optimized for the text schemes?”; 5) “In the graphic
schemes, what do you think is the reason why one scheme is easier to clear the vehicles’
intention/understand the information on display than another? And what else can be
optimized for the graphic schemes?”; 6)

“What do you think is the biggest difference compared to the one with none
interactive content? What’s the impact on you? Please explain.”

The Participants’ Preference of Display Distance for the Interactive Scheme. In the
second experiment, after the interaction with the test vehicle, participants were required
to select the preset distance which is the most appropriate time to display interactive
content in each phase, and ranked the preferences of three groups of distances respec-
tively. Besides, the open-ended questions such as: “Whether the existing preset distance
can meet your demand of information display?”; “Do you have any other suggestions
for the information display time with external HMI?” were asked.

4 Result

In this study, the participants’ evaluation of externalHMI and diverse interactive schemes
were analyzed by comparing the mean value of participants’ ratings. The results can be
divided into four parts: the advantages and disadvantages “without interactive content”
(control group) and “with interactive content” (experimental group), the differences
comparison and analysis among interactive schemes, the best display time for different
interactive schemes and co-driver hidden test result.

Fig. 8. Comparison of the mean value of participants’ decision-making time difference in five
study schemes to cross the road (behavior parameter)
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From the analysis of the advantages and disadvantages between “control group”
and “experimental group”, theoretically, displayed interactive content will increase the
decision-making time, since the participants have to spend time to read the provided
information, especially when the information is not easy to understand (i.e. abstract
graphics). However, if the content is easy to understand (i.e. text, simple graphics), the
external HMI will effectively decrease the decision-making time, which is even less than
the none interactive content group (see Fig. 8).

As shown below (Fig. 9), the influence of displaying interactive content or not on
the time that participants spent on crossing the road was all within 1 s. There was no
significant difference between “without interactive content” (control group) and “with
interactive content” (experimental group). It is worth noting that for the complex inter-
active schemes (D-Status graphic), the participants have to spend more time to ensure
their own safety, so that the complex scheme will not only increase the decision-making
time, but also increase the time to cross the road. Participants’ evaluations also pro-
vide the evidence that once the displayed content is too complicated, some participants
even ignore the information and just cross the road by intuition. Moreover, for the cer-
tainty of vehicle intention, the mean scores of the “experimental group” is significantly
higher than that of “control group” (see Fig. 10), which means displayed the effective
information can assist the user to understand the vehicle’s actions and intentions.

Fig. 9. Comparison of the mean values differences in the time spent on crossing the road in the
five study schemes (behavior parameter)

From what has been discussed above, the external HMI is a useful and efficient way
to assist participants to cross the road, but the premise is that the content should be easy
to understand.
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Fig. 10. Comparisonof themeanvalues differences in the certainty of vehicle intention (subjective
rating)

As shown in the Fig. 11, the analysis of four interactive schemes found that the
text schemes are significantly get a shorter decision-making time than graphic schemes,
furthermore, in the text schemes, the command text scheme get a shorter time than
status text, which means the command text can help participants make quick decision.
The decision-making time of command text scheme is significantly lower than the other
three interactive schemes.

Fig. 11. Comparison of the mean value of participants’ decision-making time difference in four
interactive scheme forms (behavior parameter)

There is no significant difference between four interactive schemes (see Fig. 12).
It can be seen that when the participants make the decision of crossing the road, the
screen content (both interactive forms and interactive content types) has less impact on
the behavior of crossing the road.
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Fig. 12. Comparison of the mean values differences in the time spent on crossing the road among
four interactive schemes (behavior parameter)

In terms of subjective rating, compared with the other three schemes, the command
text scheme helps the participants to judge the intention of the vehicle more accurately,
and its straightforward command are easier to understand. The results show that the
command text scheme is the relatively best interactive scheme of the four interaction
schemes. It is worth noting that the status graphic is the worst scheme, performing
poorly in both helping the participants judge the intent of the vehicle and understand the
interactive content (see Fig. 13).

Fig. 13. Comparison of the mean values differences in the certainty of vehicle intention &
comprehensibility of interactive content (subjective rating)

By analyzing participants’ qualitative evaluation of each interactive scheme, the
advantages and disadvantages of the four interaction schemes are sorted out as follows:
1) the text schemes are easy to understand and the instructions are clear, which can
improve the efficiency and security of crossing the road. However, the visual effect is
not good enough, and the vulnerable people (blind, children, etc.) may have difficulty in
receiving the information. 2) Graphic schemes’ reading experience are better, the way
of information display is more scientific and technological, which can attract attention
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of the participants. However, different people may have deviations in understanding the
meaning of the images, so it is difficult to form a unified understanding. 3) The command
schemes can deliver a clear instruction, so that the participants do not need to rethink the
meaning of information. 4) In the status schemes, the status of the vehicle can be clearly
known, but participants need time to think about what to do, which also increases the
learning cost of information and the time for reaction/judgment.

Through the analysis of display distance preferences of the interactive schemes, we
found that 30 m and 5 m away from the participants are the most appropriate distances
to display the content of trigger phase and contact phase respectively. The reasons are
as follows: 1) the starting point of participants is not fixed when crossing the road, if the
distance between the vehicle and the participants is long enough, participants will have
sufficient reaction time; 2) as a vulnerable group, participants hope to get safety tips as
soon as possible; 3) giving advance information can improve the efficiency of crossing
the road, meanwhile show the intelligence of the autonomous vehicle.

It is suggested to combine the interactive content of the first two phases and to provide
information as early as possible (30 m away from the pedestrians). At for the content of
end phase, because the participants will not pay attention to the displayed information
after crossing the road, the necessity of displaying content is not very strong.

In the co-driver hidden test, none of the participants noticed the hidden co-driver.
Under this background, it can be seen that their time spent on decision-making and cross-
ing the road is longer than that of with co-driver group, because the participants have to
spend more time to think and make their decision of crossing the road. However, there
is an interesting finding that when no interactive content is displayed (black screen),
participants trust autonomous vehicles “without co-driver” more than autonomous vehi-
cles with co-driver. One possible explanation is that participants think the behavior of
machines is easier to determine than that of humans (see Fig. 14). As can be seen in
Fig. 15, the existing of the co-driver has little influence on participants’ judgment about
the vehicles’ intention, which indicates that if the content displayed on the screen is

Fig. 14. Comparison of the mean values differences in participants’ behavior parameters and
subjective ratings (between with co-driver group and without co-driver group)
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effective enough, participants will rely more on the displayed content to understand the
vehicle action than the co-driver inside the vehicle.

Fig. 15. Comparison of the mean values differences in the certainty of vehicle intention among
five interactive schemes (between with co-driver group and without co-driver group)

As previously stated, the main purpose of this study is to explore whether external
HMI is useful for autonomous vehicles to express their driving intention, and to analyze
more effective external HMI interactive solutions among five existing schemes.

5 Conclusion

The study results reveal that the external screen which displays interactive content is
a useful and efficient information interaction method for pedestrian crosswalk scene.
External HMI is an indispensable information source to assist pedestrians to judge the
time of crossing the road, and its importance can even replace the role of the driver.
Moreover, the content displayed on the screen is also very important. With interactive
content, pedestrians can have a clearer understanding of the vehicles’ intentions and feel
saferwhen they crossing the road. Thus, the displayed content needs to be straightforward
and easy to understand to reduce the interference to pedestrians.

We found that compared with graphic schemes, text schemes are easier for pedestri-
ans to understand its meaning. The command content from autonomous vehicle is more
able to help pedestrians to promote their decision-making efficiency of crossing road
than displaying vehicle’s status. The scheme of command text performs the best, which
providesmore accurate and effective information than that of graphic schemes. Although
the graphic schemes are more likely to attract pedestrians’ attention, the scheme of status
graphic performs the worst in terms of the effectiveness of the information transmission.
Therefore, when designing interaction information, it is better to use short and command
text scheme combined with the graphic elements to ensure the accurate transmission of
information, while increasing the willingness of reading. As for the timing of infor-
mation display, it is recommended to display as early as possible, providing sufficient
response time for the pedestrians.
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Furthermore, none participants realized that there was a co-driver in the car. Pedes-
trians mostly rely on the displayed information tomake the decision of crossing the road.
The display of interactive information through the external screen can effectively reduce
the psychological concerns caused by the driverless vehicle and enhance the feeling
of security of pedestrians. With interactive information, participants are more likely to
consider that the autonomous vehicle is very intelligent and user-friendly, and will trust
the car with “fully automatic driving” more than the car with co-drivers.

6 Discussion

Advances in autonomous driving technology are enabling related practitioners to start
thinking about how highly autonomous vehicles to convey its driving intention and
information to other road users (such as pedestrians, other drivers and other vehicles)
in a complex road traffic environment. This study further established our knowledge of
pedestrians’ attitudes and needs towards the external HMI of the vehicle, especially the
understanding of pedestrians’ crossing the road scene.

Due to the limitation of equipment and simple experimental environment, our
research still has certain limitations that need to be improved. The first one is the limita-
tion of the equipment. The external screen is too obvious and the pedestrians’ attention
are easily attracted, besides, the timing of information displayed on the screen does not
match the vehicle’s action exactly. The second one is the scene setting is quite simple,
the experiment was conducted at a simple no-traffic intersection and only a few pedes-
trians and one vehicle joined in this traffic environment. Meanwhile, the behavior of
pedestrians crossing the road in this experiment is pre-set, so it will inevitably be dif-
ferent from the behavior of pedestrians crossing the road in reality. The third limitation
is the restriction of the sample selection. Only 24 participants were recruited for the
experiment, and all participants were recruited from Baidu inc., and internal employees
were more likely to show higher levels of trust in their own company’s products.

In the future, we will first optimize the test equipment and ensure that the external
screen and the automatic driving system can be linked together by modifying the test
car. In this way, the display effect of the external HMI can be guaranteed. Then, we
will try to extend the research topic to other autonomous vehicle-pedestrian interaction
scenarios and preset more realistic experimental environment, to explore more effective
external HMI design solutions.
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Abstract. The automotive industry faces several challenges regarding the design
and development of newdriver-vehicle interaction concepts. Suitable development
approaches aim to increase effectiveness and efficiency, two aspects required for
sustainable business. In order to revise applied development approaches and to
adapt them appropriately, potential challenges need to be identified and analyzed
beforehand. Therefore, a sophisticated method is proposed, combining objec-
tive data and expert insights. While doing so, the applied structure supports the
generation of a holistic view on potential challenges. Additionally, the devised
method is applied, and relevant challenges are identified. Subsequently, implica-
tions are derived and potential consequences for existing development approaches
are discussed.

Keywords: Development methods · Human Factors · HMI · Challenges

1 Introduction

With the continuous introduction of new technology, such as electrified drive trains, new
driver assistance systems andmanynewcomfort and entertainment options in the interior,
the regular driver is often overwhelmed with control and interaction options. Although
the driver’s activitymay decreasewith the advent of automated driving, responsibility for
driving remains with the driver not only during phases of manual driving. Therefore, the
driver needs to maintain a sufficient level of attention and situational awareness. Both
aspects need to be considered reliably when designing new driver-vehicle interaction
concepts.

Besides, there are new competitors on the horizon, many of them with experience
in software-based products and user interface development. These companies, often
coming from the CE or IT sector, are developing and delivering new products at a very
high pace and hence adding pressure on traditional automotive companies.

In contrast, the existing development approaches in the automotive sector seem to be
fairly slow. Furthermore, the applied processes and methods do not always give priority
to the end user´s capabilities and acceptance during development, therefore increasing
the risk to develop highly complex interaction concepts. Agile development approaches
on the other hand, as primarily applied in the software and CE sector in recent years,
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promise to overcome rigid and slow structures and allow a dynamic, efficient and user
centric development.

With that in mind, it is the ambition of this paper to identify upcoming challenges
in the context of automotive HMI development and to further derive implications and
consequences for the process of development itself.

2 Methodological Approach

As seen in the introduction, challenges to automotive HMI development are manifold
and originate from different areas. Identifying these challenges is an explorative process
that builds on experience and knowledge. Hence, a solid methodological approach is
required in order to minimize subjective influence e.g. by decision makers on the overall
result and to structure the identified challenges comprehensively and conclusively.

A similar approach for clustering different challenges has been proposed by Eckstein
and Zlocki for automated driving [1]. Comparable to the established PEST-analysis
in macro-economics, four different layers addressing societal, legal, Human Factors
and technical aspects are proposed. Technical standards as well as guidelines would
serve as basis to these four layers. Each challenge could be assigned to either of the
different layers, whereas dependencies between different challenges can easily be added.
Later, a fifth layer has been added, in order to capture the relevant economic aspects of
development and its importance on long-term market success [2].

Phase 1: Interdisciplinary expert interviews

Phase 2: Check & rate challenges

Consolidation & structure of challenges

Economic Layer

Human Factors Layer

Legal Layer
Societal Layer

Technical Layer

Challenges 
(indirect 

requirements)

Literature research

Implications on development dimensions Consequences

Traditional

Agile
Input Output

Organization Dimension

Process Dimension

Method Dimension

Fig. 1. Methodological Approach for identifying development requirements
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The methodological approach used for this paper (shown in Fig. 1) utilizes these five
layers as a fundamental structure.

In order to identify different challenges and requirements, a series of interviews with
experts from different departments (strategy and consulting, vehicle concepts; HMI,
psychology) have been carried out in the context of this paper. Following the basic
structure of the Delphi methodology, the expert’s inputs are divided into two phases.
In Phase 1, the experts are asked in an open interview format about general challenges
(indirect requirements) for HMI systems and the resulting impact they may have on the
development process. Afterwards, the inputs provided are consolidated and assigned to
one of the five layers. At this stage, the insights gained from the expert interviews are
complemented and backed by literature research.

InPhase 2, the structured set of challenges is sent back to the experts in order to reeval-
uate and rate importance in a pairwise comparison. In addition, room for further inquiries
or remarks is given. By doing so, inappropriate challenges can be eliminated and the
importance of less relevant aspects to development can be reduced. Afterwards, impli-
cations on three dimensions of development and finally the consequences for traditional
and agile development approaches are discussed.

3 Challenges for Automotive HMI Development

In the following, the consolidated challenges gained from the expert interviews are
assigned to one of the five Layers, as presented in Sect. 2.

3.1 Consolidation and Structure of Challenges

The consolidated challenges derived from the expert interviews in Phase I are presented
in Table 1. On this basis, the underlying reasoning is discussed, structured according to
the five layers presented above. Each challenge is given a representative keyword, which
is used during the discussion and written in italic.

Societal Layer
Understanding user demands is a necessary prerequisite for an effective development
and customer acceptance. These demands are influenced by societal effects as well as
personal experiences and beliefs. It is not sufficient to “just ask the customer”, as users
are generally not very good at describing current problems or wishes and even worse
at making predictions about future needs, as shown by Nielsen et al. [3]. Therefore,
a solid methodological approach is necessary to identify future needs with regard to
functionality and possible interaction concepts. At first, such a methodology should
include an observation of users in (almost) naturalistic environments to answer questions
regarding the Human Factors Layer. Secondly, to derive insights on future demands,
forecasting techniques on the Societal Layer should be included.

More and more tasks of everyday life are performed using the personal smartphone,
including banking, messaging, reading the news and many others. This intense usage
of a personal device to perform a variety of different tasks is likely to continue in the
vehicle, as soon as it is safe to do so and legally permitted. Bringing a personal device
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Table 1. Consolidation of automotive HMI challenges

Layer Challenge

Societal Understanding user demand

Bringing personal devices

Low entry barriers

Cross-vehicle personalization

Legal Liability

Economic Continuous improvement

New functionalities

Human Factors Calibrating trust

Non-driving task

Intuitive usage

Feature creep

Mental workload and driver distraction

Technical Hardware and software design

New interaction technologies

into the vehicle may reduce the importance of in-vehicle options for non-driving tasks
during automated driving mode. Consequently, OEMs may lose business opportunities
to competitors from other industries.

Smartphones offer somewhat consistent interaction principles across a multitude of
different hardware platforms and applications, but they are designed to attract attention.
Due to intense usage, people are very familiar with these interaction principles and hence
are used to low entry barriers and quick accommodation to new functions and appli-
cations. This influences customer expectation also for the automotive sector, requiring
designers to focus on easy to learn interactions with no need for additional learning
efforts.

When using different vehicles, adjusting the car to personal settings (e.g. seat, mir-
ror and audio settings) when commencing a journey is inconvenient. Transferring data
between vehicles for cross-vehicle personalization and automatically adjusting the car
before usage may constitute a distinguishing feature in the market.

Legal Layer
For most automated driving functions, a considerable number of transitions between
manual and automated driving can be expected during a single trip. Designing appropri-
ate interaction concepts for these transitions is of special interest for the Human Factors
Layer, however there is an additional challenge from a legal point of view regarding
liability. Although the system itself may be designed in a safe and robust way, humans
may interact in an inappropriate and unforeseen way, potentially provoking unneces-
sary, critical situations. In case of an incident, the question of liability must be clarified,
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which might require some kind of driver observation. However, such a detailed driver
monitoring potentially infringes privacy regulations and is probably inacceptable for
customers.

Economic Layer
Not only due to the intense smartphone usage but also through software and IT-products
in general, customers are used to continuous improvement and modification of exist-
ing applications. From a company perspective this serves two purposes. First, existing
customers feel valued and hence a positive impact on customer relationship can be
expected. Second, the product itself is kept up to date. Even without a complete make-
over or introduction of a new product, a company can maintain technological advan-
tages over its competitors and the customer perceives the product as always up to date.
Unfortunately, there is no direct, positive impact on turnover, but instead an increase in
development costs. In addition, these updates need to be applied over the air for reasons
of convenience, which in turn poses additional requirements at the Technical Layer.

During the lifetime of a smartphone, additional functions may be added or adapted
to situational demands and altered preferences just by selecting and downloading new
applications online. Therefore, customers can modify the smartphone’s capabilities very
conveniently, without the necessity to change hardware. Offering new functionalities
after the initial purchase poses a large additional revenue opportunity, as shown with
Apple’s App-Store and Google’s Play Store, achieving 71.4 billion US-Dollar combined
in 2018 and 83.5 billionUS-Dollar for 2019 [4]. First implementations for the automotive
sector can be found for example at Tesla where activating the “full-self driving” function
is possible during usage even if the car was ordered without that specific feature [5].
As with the example of Tesla, realizing this business opportunity may require the OEM
to equip vehicles during production with hardware that was not ordered. Eventually,
positive effects on production costs could arise, owing to larger economies of scale, a
lower number of variants and reduced manufacturing costs. Similar to the challenge of
Continuous improvement, over the air updates are required on Technical Layer.

Human Factors Layer
For awidespread acceptance of automated driving functionalities, people need to develop
an appropriate system understanding and trust the system [6, 7]. Unexpected or improper
system behavior may lead to irritation, frustration, and as a result, to disregarding the
system’s functionality [8, 9]. On the other hand, overtrust in the system’s capabilities
may lead to dangerous situations as well. Such behavior is well documented in various
videos and posts online, e.g. when drivers climb to their back seats while the car is
controlled by a SAE Level 2 system [10]. Thus, calibrating trust to an appropriate level
is mandatory for a safe interaction of driver and vehicle [11]. Trust is not only influenced
by the system itself, but also marketing promises made by the manufacturers and biased
media reporting affect the users attitude and hence the initial level of trust [12].

With the advent of Level 3 automated driving, the driver gains additional time.
Designing appropriate interaction concepts (at least for the interaction with fixed
mounted hardware e.g. the HVAC system) could be challenging, as the user’s body pos-
ture may deviate significantly from a conventional driving position. This is particularly
relevant if reclined or rotated seating positions are considered. In addition, non-driving
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tasks which are integrated into the vehicle may present an advantage against secondary
devices, as the designer may include signals to enhance situational awareness or con-
sider preparatory measures prior to a take-over request. Overall speaking, the design of
non-driving tasks in the vehicle needs to deliver a better experience compared to the
usage of personal devices (as discussed for the Societal Layer), but should also consider
new business cases (see New functionalities/Economic Layer) as well as safety aspects
with regards to take over requests and mode awareness.

As shown for the Societal Layer, an easy to use system is expected by customers.
Besides the motivation as a differentiator and meeting customer expectations, intuitively
usable systems reduce distraction potential and frustration through usage. New technol-
ogy needs to be explained in away that regular users can understand and forman adequate
mental model. This in turn allows them to better anticipate the systems capabilities and
future movements.

Reducing the number of choices and reducing the number of singular functions
certainly helps to achieve an easy to use systemwith low entry barriers (compare intuitive
usage and low entry barriers challenges). The amount of choices is well discussed
in different research areas, e.g. for web applications, and shows a clear correlation
between the number of alternatives and interaction quality and speed. Nevertheless,
many products suffer from “feature creep”, a problem which is also apparent in the
automotive sector. [13, 14]When designing new interaction concepts, developers should
ask themselves whether it is possible to integrate formerly singular functions into a
combined, higher-level function.

The user’s cognitive resources are limited and should be considered in the develop-
ment process to avoid cognitive overload and frustration. Complex interaction principles
may lead to dangerous situations, as the drivermight no longer be able to assign sufficient
attention to the driving task. When designing a simple and intuitive system interaction
(see above),mental workload should be reduced inherently. Nevertheless, knowing basic
human processing models can help during development, for instance to avoid excessive
use of a single modality.

Technical Layer
In order to meet the user expectation of continuous improvements and functional enrich-
ment after the initial purchase, OEM need to consider technologies to enable over the
air updates as well as a hardware design which is anticipating future software changes.
Refreshing the UI with an updated look as well as functional improvements may require
more hardware resources than originally planned. To avoid plain over-engineering,
anticipating potential future modifications and designing hardware appropriately is
crucial.

New technologymay improve interaction quality. For instance, augmentedHUDmay
reduce the user’s workload otherwise added by processing abstract representations on
small screens. But in order to bring these new technologies into the vehicle, a sufficient
technology screening and assessmentmust be usedwithin every step of the development.
User requirements can be fulfilled to a higher extent with the correct implementation of
new technology if the associated costs are in line.
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3.2 Rating of Identified Challenges

In Phase 2, the interviewees were asked to evaluate the individual requirements in a
pairwise comparison and thus weight them. The goal is to find the essential attributes that
need to be emphasized in HMI development processes. Additionally, the experts had the
opportunity to comment on the individual requirements in order to eliminate unimportant
or unnecessary challenges. The used rating scale ranges from 1 (less important) up to 3
(more important). Results are given in Table 2.

Table 2. Results of the pairwise comparison

Layer Challenge Average Rating Rank

Societal Understanding user demand 9.18 2

Bringing personal devices 5.06 13

Low entry barriers 7.22 7

Cross-vehicle personalization 3.94 14

Legal Liability 7.68 6

Economic Continuous improvement 6.37 9

New functionalities 6.56 8

Human Factors Calibrating trust 9.93 1

Non-driving task 5.53 12

Intuitive usage 9.00 3

Feature creep 8.72 4

Mental workload 8.44 5

Technical Hardware design 6.09 11

New technology 6.28 10

It became apparent, that the Human Factors Layer is the most important focus in
determining requirements for development approaches with an average rating of 8.3.
Especially challenges that could lead to safety-critical driving situations were rated
high. These include the correct calibration of trust, as well as the intuitive usage and
avoidance of overwhelming the user by reducing feature creep as well as the correct
representation of the mental workload.

On the Social Layer, understanding user demands is another important factor in
the development of HMI systems, overall ranked second. The challenge of low entry
barriers is also seen as relevant, whereas bringing personal devices and cross-vehicle
personalization are less prioritized.

Legal, Economic and Technical Layers are equally prioritized. The implications for
the development process of these findings are explained in the following chapter.
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4 Evaluation of Applied Development Approaches

4.1 Structuring Development Approaches

Following the attempt proposed in [15], development approaches can be structured into
three dimensions: Organization, Process and Method (Fig. 2).

Input Output

Organization Dimension

Process Dimension

Method Dimension

Fig. 2. Connection of Organization, Process, and Method, three dimensions used to structure
development approaches

Frameworks describing interdisciplinary approaches to corporate management are
assigned to the Organization Dimension. They oftentimes result from the application
of process models at a larger scale, transferring the initial ideas of process models
into the entire organization. Well-known and common models are System Engineering
or Scaled Agile Framework (SAFe). All in all, development approaches assigned to
the Organization Dimension are high-level, overarching models, affecting the complete
company structure.

Slightly more detailed models, structuring business activities to develop any kind
of product are assigned to the Process Dimension. Due to the growing and changing
requirements in development within different industries and domains, a whole range of
different process models exists. Historically traditional models emphasize control and
discipline through a series of sequential steps that require defining and documenting
across the entire development process. Widely used representatives are the waterfall
model and the V-model [16]. The waterfall model consists of seven consecutive steps
with backward loops. In the first steps the system requirements are fully identified and
the system is developed on that basis [17]. Today, thewaterfall model is usually only used
in a further developed form with additional iteration loops [18]. The V-model refers to
the decrease of abstraction during analysis and design phases and increase of abstraction
during test and integration phase. Opposing the Waterfall model, the V-Model creates
relations between design phase and test phase for each level, thus testing is incorporated
earlier.With the increasing importance of software development in system development,
more and more agile development approaches with a focus on speed and flexibility were
established in the automotive sector. The most frequently used agile approaches include
Scrum and extreme Programming [19]. The development process is divided into many
small steps, the results of which are continuously evaluated in iteration loops over the
entire process.

Development methods and techniques with a fairly high level of detail and often
short-term oriented results can be assigned to theMethod Dimension. This may include
very “small” and easy to implement approaches such as brainstorming or card sorting,
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but could also include larger, multiple step approaches such as conducting a simulator
study. The proposed differentiation is not exhaustive and especially regarding methods
and processes, a clear distinction can be difficult depending on the development approach
in question. This difficulty is reflected by the overlapping definitions on method and
process available in literature.

Most process (and method) models are applied in combination with other develop-
ment models and with a high degree of customization. The use of these “hybrid models”
are considered state of practice across companies of all sizes and in all industries [20].
Since no methods and processes are applied as described in the books, a final evaluation
of these development approaches is not possible. Instead, a set of requirements could
be derived, which should be considered when devising the custom (hybrid) develop-
ment approach. In addition, basic difficulties of the base methods and processes can be
discussed, in order to guide special attention of practitioners towards them.

4.2 Implications

Two steps are taken in the following. First, potential implications on the three devel-
opment dimensions are derived for each challenge discussed in the first part. Second,
consequences from these implications on traditional and agile models are discussed for
each development dimension.

Societal Layer
Implications derived from the Societal Layer are shown in following table and discussed
column by column, starting with the Organization Dimension.

Challenge Organization Process Method

Understanding user demand - Adaptable to changes User observation

Bringing personal devices - -

Low entry barriers - - Guidelines

Cross-vehicle personalization Adaptable to changes

Most challenges identified from the Societal Layer do not include a specific impli-
cation on development models from the Organization Dimension, the only (indirect)
implication stems from the challenge of cross vehicle personalization. Due to its high
uncertainty, the importance of flexibility to altered circumstances during development
is highlighted. It is beneficial, if manufacturers are able to adapt to changes easily.

For development models on the Process Dimension this implication is even more
relevant, as it is related to the challenges of understanding user demand and bringing
personal devices in addition. Identification of future trends is difficult and prone to
uncertainties and errors. Although there are different methods available (e.g. scenario
technique or trend analysis) to provide aminimumbasis of objectivity and reliability, it is
beneficial for any company, if the applied processes are flexible and allow an adaptation
to change in the environment.
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Regarding the development models from the Method Dimension, developers should
not solely rely on user stated demands when designing new interaction concepts. Instead,
they should observe genuine customers using their interfaces. As the initial input from
marketing or strategic departments regarding the development goals are somewhat vague
and unreliable, it is advisable to include user observations already at an early develop-
ment stage. If the results indicate difficulties with the underlying assumptions, it must be
possible to change direction of development (as already discussed above forOrganization
and Process Dimension).

When designing new interaction concepts for different derivatives within the same
company, utilizing internal guidelines can help to achieve consistent interaction princi-
ples across the product portfolio. When devising these guidelines, input from other sec-
tors may be helpful, e.g. in form of existing guidelines as well as research for established
interaction patterns in other areas.

Legal Layer

Challenge Organization Process Method

Liability Shared responsibility Strong collaboration -

For achieving fully safe systems, every aspect must be considered as a potential risk.
Sharing responsibility across employees may help to increase awareness towards poten-
tial safety issues. In addition, potential risks are more likely to be identified, communi-
cated and resolved if multiple persons feel accountable. In order to enable these positive
effects, corresponding measures need to be undertaken on Organization Dimension.

To avoid liability issues for the manufacturer, an intensive coordination between
different stakeholders including insurance companies, government and different depart-
ments within themanufacturer is required. Due to the broad variance of different external
stakeholders involved, the internal process must be aligned, and the respective persons
need to be enabled to participate in this strong collaboration between involved parties.

As discussed for the Societal Layer, there is a high uncertainty about future
requirements, leading to the same call for flexible development processes.

Economic Layer

Challenge Organization Process Method

Continuous improvement Continuous development - -

After-purchase functional enrichment - -

Continuous development can be an answer to the two challenges of continuous
improvement and after-purchase functional enrichment on the Organization Dimension.
When designing a new vehicle, developers need to anticipate potential requirements
from future functions. For example, if future graphical updates would require slightly
more (computing) power, it might be beneficial to plan for sufficient hardware resources
from the beginning. The same applies to software architecture and other aspects of
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development. In order to enable developers for anticipating future requirements, it is
necessary to anticipate future functions in the first place. The employees should think
ahead, an attitude which is influenced and formed on the Organization Dimension. In
addition, the different departments involved in that process need to collaborate in a new
way, which needs to be enabled and prepared on the Organization Dimension.

Leveraging the business potential in digital aftermarket sales requires organizational
preparations. Themaingoal of the development process shifts from the start of production
to a continuous development with an increased focus on the product use phase even after
the market introduction. The dedicated end of development is difficult to plan, even
considering the long lifespans of vehicles. Therefore, organization and processes need
to be flexible enough to fulfill customer needs even years after market introduction.

Human Factors Layer

Challenge Organization Process Method

Calibrating trust - - Trust

Non-driving tasks - - Holistic user analysis

Intuitive usage - - Early user tests

Feature creep Challenge targets Regular exchanges -

Mental workload - - Interdisciplinary teams

The current organizational structure in many companies encourages developers to
generate new functions constantly and bring them into the market, especially if corre-
sponding targets are set on management level. Top management can foster user cen-
tered development and highlight the importance of an appropriate development attitude.
Revising if existing functions really contribute to customer satisfaction and if they are
used to noteworthy extend should help identify important areas for development. Hence,
employees need to be allowed (and motivated) to challenge set targets, if they expect no
real customer benefit.

In addition, integrating formerly singular functions into a higher-level system could
help to reduce the total number of operations and tasks to be controlled by the user.
Collaboration between different departments is required for the development of such
functions. The applied processes must enable regular exchanges between involved
stakeholders.

On the Method Dimension, trust is a key challenge as calibrating trust correctly is
difficult, especially given the fact that trust depends on various immutable factors such
as gender, age and personality. Measures for enhancing or reducing trust in the system’s
capabilities need to be adjusted depending upon specific driver behavior. Besides these
technical aspects, a clear and humble communication on the system’s capabilities might
help future users to adapt their expectations correctly. For this purpose, a common
understanding of the capabilities of each offered system should be established across
the organization as a basis.
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As a prerequisite for leveraging the business potential deriving from additional spare
time during automated driving, the user has to use the in-vehicle HMI instead of a
personal device. Therefore, the non-driving task and specially the interface needs to be
designed in a very appealing way. A holistic user analysis in combination with methods
which are trying to capture a complete user experience (e.g. design thinking or customer
journeymapping) may help to achieve this goal. OEMmay concentrate on aspects which
cannot be covered by personal devices, such as neatly integration of enjoyable, pleasant
haptic control elements, particularly from an ergonomic point of view. The latter must
be designed for later upgrades in order not to contradict to the after-purchase functional
enrichment challenge.

Intuitive usage is not a completely new requirement from the customer’s perspective.
With the introduction of new technology and the potential impact on the safety of inter-
actions between an automated driving system and the driver, it is becomingmore critical.
To be compatible with the more general requirement of an effective development, early
user tests should be highlighted.

During the design of new interaction concepts, developers need to be aware about
human processing capabilities and limits, where an interdisciplinary team could help to
consider them from different angles.

Technical Layer

Challenge Organization Process Method

Hardware requirements - Collaborating departments -

New technology - Technology screening

Subsequent updates most likely require different departments to collaborate closely.
Potentially new development and research work streams need to be established.

In order to bring these new technologies into the vehicle, a sufficient technology
screening and assessment must be performed within every step of the development. To
apply the right screeningmethods is crucial to define the right value for new technologies.

4.3 Consequences

In the following, potential consequences derived from the challenges and implications
on development are discussed. Since each company customizes existing development
approaches and due to the increased usage of agile approaches, consequences are derived
for “traditional frameworks” and “agile frameworks”.

For each of the following tables, the implications discussed above are listed on the left
and the corresponding characteristics of “traditional” respectively “agile” frameworks
are listed on the right. The resulting consequences are discussed subsequently.
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Organization Dimension

Implication Traditional Frameworks (e.g.
Systems Engineering)

Agile Frameworks (e.g. LeSS,
SAFe)

Adaptable to changes High hierarchies Flat hierarchies

Shared responsibility Low individual responsibility,
top down decisions

High individual responsibility,
bottom-up decisions

Continuous development Defined time period Flexible in time

Challenge targets Low individual freedom High individual freedom

Traditional frameworks are usually associated with high hierarchies, which in
turn often results in a long decision-making process and hence slow adaptions towards
changes. On the one hand, this could prevent unthriftymodifications during development
itself, as any modification may initially reduce productivity. On the other hand, it could
lead to unnecessary static organizations, building up more and more bureaucracy over
time and therefore losing innovativeness.

With highly hierarchical management levels, the responsibility of the individual
developer is quite low and therefore the freedom of decision. Management accounts for
a large portion of risk during development and therefore provides a precise development
framework within which the developers must operate. Change processes to adapt this
development framework are usually tedious and time-consuming. As a result, possible
changes and improvements to the system are not even communicated by developers.
Furthermore, developers’ identificationwith the product decreases, since self-realization
within the narrow framework is hardly possible.

Many decisions are made top-down which means that targets are only challenged
by responsible product managers respectively high-level management. This supports
the corporate culture thinking that given goals are not to be challenged by individual
employees.Although lower level engineers anddesignersmight have relevant obligations
against the targets, whether before or during development, their obligations need to be
communicated through different levels of management until a target could be modified.
On the one hand, this is a slowprocess.On the other hand, it is likely thatmanyobligations
remain unheard due to friction along the communication process.

Traditional frameworks usually incorporate a core development phase, with a clearly
defined beginning and end. The required resources are allocated to departments and
development teams beforehand according to predefined estimations. Extending develop-
ment towards the full product lifecycle in order to allow continuous development would
be basically possible with adjusting starting and end point. Nevertheless, the required
development efforts as well as the extended development duration is highly uncertain
and hence the development resources must be flexible in planning and deployment. As
discussed above, this could be challenging for traditional development frameworks and
static organizations.

Agile frameworks usually show relatively flat hierarchies. This is why, at a
large scale, the coordination complexity between development teams and management
increases rapidly. Decisions are made bottom-up within the development teams that
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have an impact on inter-team development goals. Nevertheless, as there are less levels
of hierarchy, decision could be made faster. In addition, swapping staff from one project
to another could happen faster as well. As a result, agile frameworks tend to be less rigid
and more adaptable to changes compared to traditional frameworks.

Due to the flat hierarchy, the integrity of each employee is valued higher as their
personal responsibility for the final product increases. In combination with the ability
of bottom-up decision, responsibility is shared among the different development teams.
For the same reasons, challenging targets is possible for regular employees.

The high degree of flexibility in the organizational structure has a beneficial effect on
support and continuous development activities independent of the point in time over the
entire product life cycle. The organizational adaptability can be used to react quickly to
and seize new business opportunities effectively which sufficiently fulfills the respective
requirement.

Process and Method Dimension
As discussed in Sect. 4.1, a solid differentiation between processes and methods is
difficult. In addition, most methods relevant for HMI development are not specifically
“traditional” or “agile” but could be applied disregarding the overall developmentmodel.
Nevertheless, the development framework and model can influence the way methods
are applied and hence influences the results thereof. Consequently, the two dimensions
Process and Method are jointly considered and discussed in the following.

Requirement Traditional Models (e.g.
Waterfall, V-Model)

Agile Models (e.g. Scrum,
Kanban)

Adaptable to changes Limited flexibility High flexibility

Strong collaboration Defined interfaces for
external contact

Emerging contacts

Continuous development A priori planning of
resources

Flexible allocation of resources,

Regular exchanges Low interdisciplinarity,
precise interfaces

High interdisciplinarity, open
interfacesCollaborating departments

Interdisciplinary teams

Technology screening Rigid planning Flexible to uncertainties

User observation Dedicated requirements
engineering

User Integration for evaluation

Early user tests

Guidelines Top-down Bottom-up

Trust -

Holistic user analysis -

Traditional Models oftentimes follow a strict sequential order of dedicated steps
during development and as a result, show limited flexibility. Therefore, it is quite hard
to adapt to changes during development. In addition, aspects like high hierarchies and
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limited timeframes, as discussed for theOrganizationDimension, decelerate the potential
adaption process even further.

Collaborating with external partners should be possible, yet the internal collabora-
tion might be more difficult due to internal conflicts between different departments and
processes that are not aligned.

Continuous development should be possible, as the start and end point of the devel-
opment sequence can be adapted. Although, the specific timings and especially the
content of development are relatively unclear when planning the extended develop-
ment process. Therefore, a flexible use of resources and short-term adaption of planned
development targets would be beneficial. In case of exceeding the allocated resources,
new resources for extended development processes are challenging to obtain on an
organizational dimension in traditional frameworks.

Integrating former singular functions into higher level systems was identified as
one possibility to encounter feature creep (compare 4.2/Human Factors Layer). This
ambition could be met disregarding the present development model. However, regular
exchange between different departments is not necessarily foreseen by more traditional
models since they define precise interfaces in the beginning of the development. On
the one hand, this ensures achieving the development goal in time for large teams and
complex products. On the other hand, implementing these models without attention to
required exchange among different departments could impede development of overar-
ching functions and instead facilitate feature creep. In addition, interdisciplinary teams
could facilitate the development of such overarching functions while considering the
user’s capabilities (e.g. regarding mental workload). Due to information asymmetries
and opportunistic communication, the deployment of higher-level teams that represent
the user does not have the desired effectiveness in the course of the development.

Long-term screening for new technology is possible with traditional process models.
But as traditional frameworks tend to be less flexible, adaption to unexpected trends or
deviations from the expected technological development can be difficult.

Observing the user and testing with users early is possible independent of the applied
process, yet there are two potential drawbacks for traditional models. On the one hand,
there is little chance to change the course of development if the results of the user
observation indicate a wrong development target. On the other hand, it is very common
for traditional frameworks to employ specialists or specialized teams for gathering user
feedback, deriving customer demands and devising developing targets/requirements. By
doing so, the regular designer of new interaction concepts rarely gets direct feedback from
customers. Due to this additional, in-between communication, some misconceptions of
the user might be unrevealed. Furthermore, direct feedback tends to be more convincing,
meaning that it is more likely that corrections are made based on personal observation
of users struggling with the current design compared to a dull textual description from
a third person.

Guidelines can be used for every kind of organization and independent from the
implemented processes. Nevertheless, it is easier in hierarchical organizations to push
guidelines as a mandatory framework top-down into development.

A core aspect of AgileModels is an incremental and iterative development approach.
Being more adaptable to changes was one of the major motivations which led to the
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development of these processes. By cutting down work into smaller pieces, adaption to
the development targets is easier to achieve compared to traditional models. Additional
tasks could be added to the product backlog as well as existing tasks could be modified.
As many agile models include regular revision of prioritization and open interfaces, new
or altered items could be handled appropriately. Although agile models may be more
flexible compared to traditional models, altering targets or adding new requirements
result in additional work and hence a later completion of the project and product in both
instances.

Agile Models are less rigid and less hierarchical compared to traditional models
and interfaces are less clearly defined. That means, coordination of different individual
approaches of contact can be difficult when reaching out to external partners. As soon
as a more coordinated process of exchange starts to emerge, collaboration with external
partners (to prevent liability issues linked to automated driving) should be possible for
agile models.

A dedicated product ownerwith a product backlog can easilymaintain an overviewof
the complete vehicle with different functions and prioritize the development throughout
the product lifetime. In addition, reacting to short-term demand for continuous devel-
opment should be possible, as the allocation of required resources is relatively easy. As
a result, agile frameworks are well suited to implement continuous development and
deliver continuous improvements to the customer (as demonstrated for software and IT
industry where many companies apply agile frameworks for development, and which is
the origin of the underlying challenge).

Many agile frameworks highlight interdisciplinary collaboration and regular
exchanges on project basis rather than organizational affiliation to specific departments.
As a result, creating higher level functions should be easier compared to traditional
frameworks. In addition, flexible processes and a flat hierarchy should make it relatively
easy to agree on technical specifications.

Similar to traditional frameworks, long-term forecasting of technological trends is
possible and depends solely on the methods applied (which are not specific to agile or
traditional). In contrast to the relative rigid planning of traditional frameworks, a reaction
to any incorrect technological forecast is simpler andmore effective in agile frameworks.

Due to the iterative nature of most agile frameworks, including early (and frequent)
user tests and adjusting the development target accordingly is easily possible. In addition,
many agile frameworks highlight the importance of tests at the end of every iteration,
hence user tests could be used as an evaluation measure. By doing so, observing the
user in a naturalistic environment could be possible for designers and evaluators alike as
agile frameworks often highlight interdisciplinary teams and independent work of small
teams. There is no need to rely on externally derived requirements which are probably
missing significant aspects or misconceptions from a user’s point.

For agile frameworks, adapting commonguidelines across the complete companycan
be difficult. Although awareness amongst higher management can be achieved quicker,
compared to traditional frameworks, theremight be a stronger opposition amongst devel-
opers. As they are motivated to challenge targets and to modify processes, there is a
higher chance of deviating from common guidelines. Thus, the intended conformity of
interaction concepts across different derivatives can fail.
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The two implications calibrate trust and holistic user analysis do not imply any
specific consequence for either type of development approach. Basically, it depends
strongly on the specific methods applied while considering the underlying challenges.

As of today, measuring trust is difficult. Therefore, it is difficult to design appropriate
measures to calibrate trust. It is certainly beneficial to include early user tests, e.g.
with wizard-of-Oz style tests to observe real user behavior. Nevertheless, it should be
considered that trust is influenced by multiple aspects, therefore the preconditions for
such tests are very different compared to the situation later in the field. Furthermore,
trust is a dynamic construct, which is influenced over time, an aspect which should be
considered during test design.

The idea behind holistic user analysis in context with designing an appealing non-
driving task is to better understand user needs. As deriving requirements is especially
difficult for future demands of unknown situations, it is not enough to “just ask the
customer” (compare the discussion regarding user observation). As long as automated
driving is not available in the market, observing the user is hardly possible. Testing for-
mats like wizard-of-Oz studies may help to get a first insight on user behavior during an
automated ride (see above). In order to account for the future situation of users, addi-
tional methods should be applied to envision the surroundings and derive requirements
from there on out. In agile development models, requirements are often derived from
user stories or use cases. This is why agile models/frameworks might be advantageous
due to their general higher acknowledgement of the user during development, although
potentially applicable methods are independent of the process model itself.

5 Conclusion and Discussion

In this paper several challenges towards HMI development were studied. Interviewswith
experts from different areas revealed several challenges, which were then consolidated
into 14 key challenges and structured in 5 layers. Doing so allows a concise recheck of
the aggregated interview results by the experts. In a later step these challenges were used
to derive a total of 15 implications on the organization, process and Method Dimension
of development approaches. These were then used to examine traditional and agile
frameworks as well as models for their suitability to meet these requirements. With the
help of the chosen methodological approach, companies can evaluate and question their
own developmentmethods and to derive consequences. The resulting consequencesmust
be taken into special consideration when developing HMI systems.

In terms of future research, it is planned to operationalize and extend the method-
ological approach in order to receive further input from experts. As the applied method-
ological approach was inspired by the Delphi method, further feedback phases will be
introduced for each step of the approach, in which the experts will have the possibility
to contribute and evaluate. Like the first step applied for this paper, each subsequent step
would include a first round of gathering input and afterwards a revision of a consoli-
dated set. In order to gain a broader view, integrating different experts from different
companies and different backgrounds will be beneficial.

Furthermore, based on the weighting of the challenges, it is planned to develop a
HMI development model which takes the derived consequences into account, especially
those of the Human Factor and Social Layer.



216 J. Bavendiek et al.

References

1. Zlocki, A., Eckstein, L.: Automated driving - concept and evaluation. In: 23rd Aachen
Colloquium Automobile and Engine Technology, pp. 595–611 (2014)

2. Eckstein, L., Dittmar, T., Zlocki, A., et al.: Automated driving — potentials, challenges and
solutions. ATZWorldwide (ATZworldwide) 120(S1), 58–63 (2018). https://doi.org/10.1007/
s38311-018-0093-9

3. Nielsen, J.: First Rule of Usability? Don’t Listen to Users (2001). https://www.nngroup.com/
articles/first-rule-of-usability-dont-listen-to-users/. Accessed 25 Jan 2020

4. Nelson, R.: Consumer Spending In Mobile Apps Grew 17% in 2019 to Exceed $83 Billion
Globally (2020). https://sensortower.com/blog/app-revenue-and-downloads-2019. Accessed
24 Feb 2020

5. Mattke, S.: Nachträgliche Freischaltung von Autonomie-Funktionen bei Tesla wird bil-
liger (2019). https://teslamag.de/news/tesla-nachtraegliche-freischaltung-von-autonomie-fun
ktionen-wird-billiger-24286. Accessed 25 Jan 2020

6. Carsten, O., Martens, M.H.: How can humans understand their automated cars? HMI princi-
ples, problems and solutions. Cogn. Tech. Work 21(1), 3–20 (2019). https://doi.org/10.1007/
s10111-018-0484-0

7. Aral Studie: Trends beim Autokauf 2017, Bochum (2017)
8. Stanton, N.: Advances in human factors of transportation. In: Proceedings of the AHFE 2019

International Conference on Human Factors in Transportation, 24–28 July 2019, Washington
D.C., USA. Advances in intelligent systems and computing, vol. 964. Springer, Cham. https://
doi.org/10.1007/978-3-030-20503-4

9. Reagan, I.J., Cicchino, J.B., Kerfoot, L.B., et al.: Crash avoidance and driver assistance
technologies – are they used? Transport. Res. Part F: Traffic Psychol. Behav. 52, 176–190
(2018). https://doi.org/10.1016/j.trf.2017.11.015

10. Time to News, Daredevil tries autopilot sitting in the backseat on highway (2015). https://
www.youtube.com/watch?v=pJ4-2d7C6gg. Accessed 15 Jul 2019

11. Lee, J.D., See, K.A.: Trust in automation: designing for appropriate reliance. Hum. Factors
46(1), 50–80 (2004). https://doi.org/10.1518/hfes.46.1.50_30392

12. Hoff, K.A., Bashir, M.: Trust in automation: integrating empirical evidence on factors that
influence trust. Hum. Factors 57(3), 407–434 (2015). https://doi.org/10.1177/001872081454
7570

13. Loranger, H.: SimplicityWins overAbundance of Choice. https://www.nngroup.com/articles/
simplicity-vs-choice/. Accessed 31 Jan 2020

14. Davis, F.D., Venkatesh, V.: Toward preprototype user acceptance testing of new information
systems: implications for software project management. IEEE Trans. Eng. Manage. 51(1),
31–46 (2004). https://doi.org/10.1109/TEM.2003.822468

15. Bavendiek, J., Eckstein, L.: Challenges in automotive HMI-development – the need for new
methodological approaches. In: 28thAachenColloquiumAutomobile andEngineTechnology
(2019)

16. Kuhrmann, M., Fernández, D.M.: Systematic software development: a state of the practice
report from Germany. In: 2015 IEEE 10th International Conference on Global Software
Engineering, pp. 51–60 (2015)

17. Royce, W.W.: Managing the development of large software systems. In: ICSE 1987:
Proceedings of the 9th International Conference on Software Engineering

18. Shaydulin, R., Sybrandt, J.: ToAgile, or not toAgile: AComparison of SoftwareDevelopment
Methodologies (2017)

19. VersionOne: 13th annual State of Agile Report 2004–2018 (2018)
20. Klunder, J., Hebig, R., Tell, P. et al.: Catching up with method and process practice: an

industry-informed baseline for researchers. In: 2019 IEEE/ACM 41st International Con-
ference on Software Engineering: Software Engineering in Practice (ICSE-SEIP). IEEE,
pp. 255–264 (2019)

https://doi.org/10.1007/s38311-018-0093-9
https://www.nngroup.com/articles/first-rule-of-usability-dont-listen-to-users/
https://sensortower.com/blog/app-revenue-and-downloads-2019
https://teslamag.de/news/tesla-nachtraegliche-freischaltung-von-autonomie-funktionen-wird-billiger-24286
https://doi.org/10.1007/s10111-018-0484-0
https://doi.org/10.1007/978-3-030-20503-4
https://doi.org/10.1016/j.trf.2017.11.015
https://www.youtube.com/watch%3fv%3dpJ4-2d7C6gg
https://doi.org/10.1518/hfes.46.1.50_30392
https://doi.org/10.1177/0018720814547570
https://www.nngroup.com/articles/simplicity-vs-choice/
https://doi.org/10.1109/TEM.2003.822468


Smart and Seamless: Investigating User Needs
and Recognition for Smartphone-Automobile

Interactive Features

Hsinwen Chang(B) and Liping Li

Baidu Intelligent Driving Experience Center, Shenzhen 518000, China
annechang11@outlook.com, liliping01@baidu.com

Abstract. This exploratory research investigated: the interactive relationship
between smartphone and automobile; scenarios, user needs and key experience
factors of smartphone-automobile interactive features; user recognition of poten-
tial features. We applied a qualitative method combining in-depth interview and
field observation. 12 participants in Shenzhen, China had participated. As results,
we concluded 2 types of interaction, replacement and complement, with a 3-level
recognition threshold, functionality, familiarity and personalization; 10 scenarios
of using smartphone-automobile interactive features; 6 types of outside-of-vehicle
features including Car Member Community, Car Service, Remote Car Control,
Car Condition Check-up, Navigation Sync and Music Sync; 4 types of in-vehicle
features including Video Sync, Social Media Sync, Schedule Sync and Home
Appliance Control. For outside-of-vehicle features, participants hoped the car can
be monitored and controlled via smartphone. For in-vehicle features, participants
hoped smartphone information easily sync to IVI system. Participants recognized
Remote Car Control, Car Condition Check-up and Navigation Sync as ordinary
and pragmatic; HomeAppliance Control as surprising and non-pragmatic; the rest
features as surprising and pragmatic.

Keywords: Smartphone · Automotive · Smartphone-automobile interaction ·
Smartphone application · Connected vehicle · User experience · User needs ·
User interview · Field study

1 Introduction

1.1 Background

In the past decade, smartphone has become the most influential intelligent connected
device worldwide. In 2018, an estimation of 2.9 billion people worldwide had smart-
phones [1], and the number in China was over 850 million, the highest user ranking by
country [2]. Following the popularity of smartphone was the trend of Internet of Things.
Under the umbrella of IOT, consumer electronics such as smart watch, smart speaker,
home appliance, have started to develop intelligent connected functions. Automotive
industry was one of the fast growing industries. By 2018, an estimation of more than 41
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percent of new cars sold worldwide were equipped with an OEM embedded telematics
system, up from 33% in 2017 [3].

Initials of getting automobile connected with smartphone had started at the time
when smartphone gradually become popular. The introduction of MirrorLink [4] in
2011 was a successful trial, signaling a practical way of connecting the smartphone
and automobile. It was until the launch of CarPlay [5] in 2014 by Apple, following
later by Google launching Android Auto [6], the concept of smartphone-automobile
interaction has been widely spread out. In China, launch of CarLife [7] by Baidu in
2016, alongside with CarPlay entering the Chinese market, opened up a new era of
smartphone-automobile interactive products.

Internet companies are taking smartphones ‘into the car’ to occupy user driving
scenario; and in return, OEM started attempting to extend their influence ‘outside of the
car’. Some of the new-founded electric car brands, such as Tesla [8], Roewe [9] and NIO
[10], had launched applications with smartphone-car connecting features. Local OEM in
China such as GAC Group [11] and BAIC Group [12] started cooperation with Internet
companies, hoping to transform from car manufacturer and seller to customer-centric
enterprise, whether in driving or non-driving scenarios.

Development of smartphone-automobile interactive features remains at its early
stage. It is crucial for OEM and mobile developers to have a holistic understanding
about user needs and recognition toward potential features, so that they can investi-
gate service opportunities and proceed on the right directions of intelligent connected
features.

1.2 Research Brief

We raised three questions as the main topics of this study: (1) What are the interactive
relationships between smartphone and automobile? (2) What are the scenarios, user
needs and experience factors of smartphone-automobile interactive features? (3) What
are potential smartphone-automobile interactive features, and how do users recognize
them?

We explored these questions applying a qualitativemethod combining in-depth inter-
view and field observation. As results, we concluded two types of relationship, replace-
ment and complement, between smartphone and automobile; we depicted service oppor-
tunities alongside driving journey via smartphone-automobile interactive features; we
suggested prioritizing Remote Car Control, Car Condition Checking, Navigation Sync
and Schedule Sync among potential features. Overall, this work contributed an early
empirical study of smartphone-automobile interactive relationship and exploration on
potential features from user perspectives.

2 Related Work

Smartphone use behavior and impact have been discussed in the previous studies. It was
found that use of smartphone varied immensely between different users and applications,
and smartphone applications had gradually replaced website to be a more influential
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user entrance [13]. In addition, use of smartphone can be habit-forming and addicted,
according to research proposed by Oulasvirta et al. [14].

Discussion about intelligent connected automobile had also been raised. Gerla et al.
investigated the relations of vehicular clouds and trend of IOT [15]. Lu et al. pro-
posed potential solutions and challenges on the transformation of becoming digital and
connected [16]. Kuang et al. discussed recent industrial practices in China [17].

Studies on the field of smartphone-automobile interaction started a decade ago, when
practices of mirroring application had raised attention across smartphone industry. Bose
et al. had investigated the concept of transforming IVI system into mobile application
platform [18]. Diewald et al. discussed forms of integration of mobile devices and IVI
system by interaction scenarios, as well as the roles of both in each integration form [19].
Afterward, more studies discussed potential applications of smartphone-automobile
interaction, such as driver behavior profiling [20].

Previous studies on smartphone-automobile interaction focused on potential prod-
ucts, features and applications, and less discussed about user needs, interactive experi-
ence and user expectation. Different from previous studies, this work focused on user
perspective, addressing topics of how users recognize smartphone-automobile interac-
tive relationship, as well as scenarios, user needs and use experience of relevant features,
which remained in early stages of exploration.

3 Research Approach

3.1 Research Scope

A qualitative method combining in-depth interview and field observation had been
applied to gain a comprehensive understanding of user behavior and needs. Study was
conducted in Shenzhen, one of the four first-tier cities in China. 12 participants with
related smartphone-automobile interactive experience were recruited by a third-party
agency. Each interview lasted for 1.5–2 h, including multiple sessions of interviewing,
observing, and feature assessing. The fieldwork team consisted of 2 researchers, one as
the main interviewer and the other as an observer and data recorder.

3.2 Participant

Twelve participants were recruited based on 3 criteria: demographic, driving experience
and car ownership, and smartphone-automobile interactive experience. Demographic
criteria included gender, age, family status, profession and income. Car ownership crite-
ria included years of driving experience and car brands. Smartphone-automobile inter-
active experience related to experience using multiple types of connected features and
frequency of usage.

Experience Using Smartphone-Vehicle Interactive Features Prior to recruitment, a
list of smartphone-vehicle interactive features existing in the market had been collected,
including: Navigation Sync, Music Sync, Social Media Sync, Calendar sync, Remote
Control and Car Condition Review. Participants were recruited based on their experience
using above features, andwere classified into 2 groups: experienced user, who frequently
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used more than 5 types of above features; light user, whose car was equipped with such
features yet had few experience in terms of frequency and types.

Driving Experience and Car Ownership. First variant was years of driving experi-
ence, ranging from 1–3 years, 4–10 years and above 10 years. Second variant was car
brands and types. Limited brands were accepted because smartphone-vehicle interactive
features had not yet become popular among car brands. In Chinese market, new-found
brands, especially electric car brands, typically had equipped with such features more
than traditional brands. In result, car owners of Roewe [9], NIO [10], XPeng [21], BYD
[22], Lynk&Co [23], Tesla [8] and Chevrolet were recruited.

Demographics. Age of participants ranged from 23 to 42 years old, mostly were young
professional aged 25 to 35. Out of 12 participants, 2 were single, and the rest split evenly
between married with kids and married without kids. There were 2 females and the
rest 10 were males. Profession of participants consisted of a wide range of industry and
sectors, with income higher than general labor population (Table 1).

Table 1. Participant Information

No. Gender Age Family Status Profession Driv. Exp. Car Type

1 Male 33 Married, has kid(s) Wholesaler >3 yrs Tesla Model S

2 Male 27 Married Food service <3 yrs Chevrolet Equinox

3 Male 23 Engaged Finance >3 yrs NIO ES8

4 Male 33 Single Taxi driver >3 yrs BYD Qin

5 Male 37 Married, has kid(s) Taxi driver >3 yrs BYD Qin

6 Male 32 Married Real estate >3 yrs BYD Don

7 Male 35 Married, has kid(s) Education >3 yrs NIO ES8

8 Male 34 Married, has kid(s) Gov. officer >3 yrs Roewe RX5

9 Female 42 Married Trading <3 yrs Tesla Model S

10 Male 32 Married Manufacturing >3 yrs Roewe RX5

11 Female 26 Single Social work <3 yrs Lynk & Co 03

12 Male 33 Married, has kid(s) Trading >3 yrs BYD Qin

3.3 Procedure

To ensure a thorough investigation, the procedure consisted of 3 sessions: interview,
observation, feature assessment. Interview session was conducted at participant’s home
or Baidu design center office. Observation and feature assessment session were con-
ducted in participant’s car, to reveal real user scenarios. In addition, 2 pilot rounds were
conducted before formal interview, and related adjustment were applied, to ensure the
credibility and practicality of the procedure.
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Interview. Startingwith an initial briefing, interviewer collected data about participant’s
background, including personality, lifestyle and attitude about the car. Then, a personal
driving journey map was pictured to give a holistic view of participant’s driving scenario
and behavior. Last, use of smartphone-vehicle interactive features were depicted on the
map, and discussed about the scenario, motivation and experience of each feature. To this
point, a behavioral model of using smartphone-vehicle interactive features was formed.
Following was the session of driving observation.

Observation. Similarly to real driving, participant was asked to drive to an interest
point. Observation started from using remote control features on smartphone to find the
car and get ready, to syncing features such as navigation and music alongside driving
journey. Key observation points were participant’s natural use case of existing features,
as well as potential scenarios for applying existing or new features.

Feature Assessment. After driving journey, interviewer discussed experience and
expectation for each feature, and wrote down on post-it notes the existing features as
well as potential features or application observed during the journey. A four-quadrant
board with dimensions of ‘Pragmatic to Non-pragmatic’ and ‘Surprising to Ordinary’
was then displayed, and participant was required to put all the notes on the board. A
final interview was conducted to elucidate participant’s recognition toward each feature
(Fig. 1).

Fig. 1. User observation and visualized feature assessment board

3.4 Analysis

Data were collected in forms of video, transcript and sketch (i.e. journeymap and feature
assessment board). As an exploratory study, we applied Phenomenological Approach
[24] and Grounded Theory Approach [25] to analyze the gathered data, in order to
provide a close examination on scenario-based use cases, aswell as to develop conclusive
behavior and mental models of use of smartphone-automobile interactive features.
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4 Results

4.1 Smartphone-Automobile Interactive Relationship

We observed and concluded 2 types of smartphone-automobile interactive relationship:
smartphone as replacement, or smartphone as complement, of in-vehicle infotainment
system.

Smartphone as Replacement. The phenomenon happened even in upfront intelligent
connected car brands such as Tesla. The replacement was motivated from 3 aspects:
functionality, system familiarity, and application personalization.

From functionality aspect, smartphone in general had faster computing and respond-
ing speed, steadier and more reliable connectivity than automobile telematics system.
Participants complained about the latter to be ‘slow, hard to use’. One of the major
pain points was searching navigation location and music playlist, either touchscreen or
vocal searching on the IVI system were slower and more possibly resulted in errors
than smartphone. Another major problem was navigation quality. Responsiveness and
preciseness of navigation was not as valid as smartphone map applications, mentioned
by participants who often visited new spots, and had experience of receiving navigation
instructions not correct or timely enough.

Secondly, the aspect of system familiarity, deriving from habitual usage behavior,
increased dependence on smartphone. The habitual usage resulted from long-term rou-
tine use of smartphone, resulting in higher acceptance toward those interface and inter-
action similar to major smartphone system (Android, iOS). Quoted from a participant,
‘I wish my car control interface looked and worked like iOS. How easier that would be.
I wouldn’t have to think, or even look at, when using these features.’

Last was the aspect of application personalization. Many smartphone applications
had been personalized on the basis of routine usage data, bonding with user account
systems. A significant example was personalized music playlist. To establish a new
account and re-collect music playlists in automobile infotainment system was often not
as compelling as adapting the old ones. In response, many users used blue tooth to
connect with smartphone, to gain access to their familiar music.

Overall, we concluded a 3-level user recognition threshold. First levelwas functional-
ity, whether the systemwork correctly and fast. Second level was familiarity, whether the
interface or interaction was established on major smartphone style and been recognized
as ‘easy to use’. Third level was personalization, whether the system adapted to user
habits. If automobile failed to compete with smartphone on the first level i.e. functional-
ity, it would be fairly possible for user to choose to replace current in-vehicle telematics
system with smartphone. For second and third levels i.e. familiarity and personalization,
the switch depended on user tendency toward familiar system and the degree of actual
differences between both systems. They may determine partly the choice of replacement
behavior, but were not as directly influential as functionality (Fig. 2).

Smartphone as Complement. On the other hand, someOEMwere aware of the thresh-
old of familiarity and personalization, and had adapted smartphone use habits to auto-
mobile, to allow a smooth switch from using smartphone to using IVI system.Moreover,
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Fig. 2. Observation of smartphone replacing IVI system during driving

development on remote car control features via smartphone application not only permit-
ted control power whether in or out of vehicle, but from conceptual level also enhanced
the smartphone-automobile complement relationship. In such relation, smartphone was
not a competitor, but an enhancement and extension, of automobile telematics system.

An example of complement relationship was NIO, a new established Chinese elec-
tric car brand, which provide multiple types of smartphone and automobile connectivity
service. Through the smartphone application ‘NIO APP’, users were able to sync navi-
gation destinations and music playlists from smartphone to in-car infotainment system.
Navigation destination can be delivered via map application, NIO APP, or social media
WeChat. Music can be delivered by syncing music application account, via NIO APP
or WeChat. Out of vehicle, car status and location checking, as well as remote control
such as locking and air conditioner, were permitted via NIO APP.

In addition, the APP also served as a social platform among NIO members. NIO
members interacted with each other and with the company employees (including top
executives), and got informed about member events hosted by the official. ‘It was so
different from any other car brand, providing a sense of belonging and community’,
said by a NIO car owner. Although car member community was no absent for other car
brands such as Tesla, Roewe, BYD and Lynk&Co, NIO car owners expressed strongest
interest and even pride toward their community.

4.2 Scenarios, Needs and Key Experience Factors

Based on interview and observation, we constructed a driving journey of 5 phases:
Planning, Prepare to Go, Getting in the Car, Driving and Arriving. 10 scenarios of using
smartphone-vehicle interactive features were depicted, and they were: Car Charging and
Schedule Planning on Planning phase; Car Finding and Aircon Control on Prepare to
Go; Navigation Setting and Music Setting on Getting in the Car; Social Media Use and
Persons Pickup on Driving phase; Package Pickup and Home Appliance Control on
Arriving phase (Fig. 3).

Car Charging and Schedule Planning. This phase happened usually a day before a
journey of long distance or multiple destinations. For electric car owners, range anxiety
was a common pain point. Reasons of anxiety were not much about range between
charges, but rather worrying about not finding available EV charging stations in time,
and not getting information about whether charging succeeded or failed and charging
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Fig. 3. Scenarios of using smartphone-automobile interactive features

time etc. Regarding Schedule Planning, drivers who often went on business visits or had
an electric car were more likely to plan the schedule and route ahead. The experience
gap was that planning happened on smartphone, and efforts to copy schedules and routes
to IVI system was both troublesome and redundant.

These scenarioswere strong needs andgoodopportunities of smartphone-automobile
interactive features. For Car Charging, users expected information about available charg-
ing station nearby, charging status and charging time left to be on their smartphone.
Timeliness, clarity and preciseness would be key factors of such features. Moreover, a
reminder of finishing charging on smartphone would be favored as a proactive service.
For Schedule Planning, a way to seamlessly and effortlessly syncing planning on smart-
phone to IVI system was what users were looking for. Personalization and convenience
to use would be key experience factors for such features.

Car Finding and Remote Air Conditioning. These scenarios happened on the phase
of Prepare to Go. Car Finding scenario happened when the car was in an unfamiliar large
parking space (e.g. shoppingmall) or someone elsewanted to use the car. Currently some
users took photo of parking number, area and floor signs to help remember the place,
but when they forgot to do so, it would be troublesome to find the car. For Remote Air
Conditioning scenario, the needs appeared when the car was parked in the bright sun,
or sometimes when there were important visitors coming.

For Car Finding scenario, users expected to receive precise location of the car on
smartphone, to flash the lights or horn the car when getting close, or even to ‘summon’
the car from smartphone like the feature Tesla had offered. Preciseness and clarity were
the requirement for location information. Moreover, a convenient or even autonomous
way to remember car parking locationwould be the essential factor. For RemoteAir Con-
ditioning, users were looking for easy and fast way to remote control the car from their
smartphone. Ease and convenience would be key factors, as well as precise information
feedback about control condition.
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Navigation Setting and Music Setting. This phase happened when user got in the car
and set up destination. The needs of navigation sync between smartphone and IVI system
commonly happened when destination information were received or searched on smart-
phone, and re-entering points of interest on the IVI system were burdensome. For Music
Sync, the needs appeared whether or not the car equipped with online music streaming
service. In case of listening to music, users longed for familiar music they listened to on
smartphone. Even though rebuilding playlists on IVI music service was an option, users
valued syncing smartphone playlists a much effortless and simpler way to get access to
music they preferred.

For Navigation Sync, users expectedmultiple types of connection, for example sync-
ing map APP account (e.g. Google Map), or a single destination information from social
media APP or restaurant searching APP. Ease to use and accessibility would be key
factors for such features. Expectation for Music Sync was similar to Navigation Sync,
but added on requirement of personalization and abundance of music resources to get
access to.

Social Media Use and Persons Pickup. This phase happened during driving. Use of
social media was common no matter of driving purpose (to get to work, to get home, to
pick up someone), but less common if there were other people in the car. When waiting
for traffic lights or sticking in traffic jams, some users took the phone, read and replied for
messages, which resulted in lacking concentration and awareness of traffic condition,
and led to potential safety issues. Picking up family members was another common
behavior especially when commuting back home, and also required lots of contacts via
smartphone. In some cases, drivers’ pickup mission happened with unacquainted person
or in unfamiliar location, the challenge to sync time and location would be harder than
regular pickup.

For Using Social Media, users expected a seamless connection of smartphone social
media and IVI system. However, privacy concerns and ease to use would be key factors
determining whether in-vehicle social media features would be welcomed. For Persons
Pickup, car location syncing with the person’s smartphone location may be a potential
solution, along with social media contacts on IVI system. Timeliness of information and
preciseness of location would be key factors to the experience.

Package Pickup and Home Appliance Control. Online shoppingwas popular among
Chinese family, and packages were sent to home or ‘pickup cabinets’ near home. Picking
up packageswas a duty after parking car and before getting in home. However, reminders
of pickup usually were sent to smartphone via messages in day time, and were easily
forgotten by the night time getting back home. Another scenario was Home Appliance
Control, particularly appliance that needed a certain amount of time to work, such as air
conditioner, laundry machine and steam cooker. The needs of remote control appeared
mostly when there were no other family members at home, otherwise family members
would be contacted to control appliance.

ForPackagePickup, userswere expectingpickup remindermessages to syncbetween
smartphone and IVI system, and even better to give a proactive reminder if sensing the
car was getting near home. In addition, some users wish to see detailed information (e.g.
pickupnumber, cabinet location) insteadof just a reminder. ForHomeApplianceControl,
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although it may bring more convenience in certain situations, potential disturbance to
family members and ease to use on IVI system were main concerns to hold users back.
Some users worried that communication cost between family members may increase
due to disturbance brought by remote control. Some wondered if home control on IVI
system worked as effective and efficient as smartphone. Voice control, suggested by
some users, may be an more efficient way to connect smartphone, automobile and home
appliance, rather than touch screens.

4.3 Assessing Smartphone-Automobile Interactive Features

From interview and observation, we identified existing and potential smartphone-
automobile interactive features for each scenario. Furthermore, we classified these fea-
tures as ‘outside-of-vehicle’ and ‘in-vehicle’; the former meant scenarios happened out-
side of the car and smartphone was the main user control interface; the latter meant
scenarios happened inside the car and IVI system took place of user control interface.
Outside-of-vehicle features included 6 categories: Car Member Community, Car Ser-
vice, Remote Car Control, Car Condition Check-up, Navigation Sync and Music Sync.
In-vehicle features included 4 categories: Video Sync, Social Media Sync, Schedule
Sync and Home Appliance Control (Fig. 4).

Fig. 4. Smartphone-automobile interactive features

To understand how users recognized smartphone-automobile interactive features, we
asked them to place the features on a four-quadrant board with dimensions of ‘Pragmatic
to Non-pragmatic’ and ‘Surprising to Ordinary’. The visualized results showed similar-
ity among different users. From user perspective, features were characterized into 3
types: pragmatic and ordinary, pragmatic and surprising, non-pragmatic and surprising.
Pragmatic and ordinary group contained: Car Condition Check-up, Navigation Sync and
Remote Car Control, with the first two being more pragmatic and ordinary than the lat-
ter. Pragmatic and surprising group contained: Schedule Sync, CarMember Community,
Car Service, Social Media Sync, Music Sync and Video Sync, and Schedule Sync was
the most pragmatic feature among them. Lastly, Non-pragmatic and surprising group
contained Home Appliance Control (Fig. 5).
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Fig. 5. User recognition of smartphone-automobile interactive features

5 Discussion

5.1 Implication of Results

First of all, there were unfulfilled service opportunities for OEM and smartphone appli-
cation developers. In some cases of user replacing IVI system with smartphone while
driving, it was not that users generally recognized to do so, but the alternative of a com-
plementing relationship was lacking in the market. Smartphone has inevitably become
the most powerful and accessible service entrance for most people. Yet in China, only
new-found brands and a few national brands which accounted for a small portion of
market share, have seen the service chance and offered holistic smartphone-automobile
interactive features. For Internet companies, smartphone mirroring application (e.g.
CarPlay, Android Auto) was a trial to fulfill the service opportunities. A complementing
relationship of smartphone-automobile interaction should be the direction for OEM to
pursue.

Secondly, we would like to propose the smartphone-automobile interactive features
that OEM should put higher priority on. Top three features, recognized as pragmatic and
ordinary, were: Remote Car Control, Car Condition Check-up, and Navigation Sync.
These features were not only useful but also have become basic features for future
intelligent connected cars. In addition, a potential feature to be focused on would be
Schedule Sync, recognized as surprising and pragmatic from the study. Since drivingwas
related to personal schedule, a way to holistically combined schedule on smartphone and
IVI system (e.g. navigation, phone-call) may turn out to be a highlighted user experience
that differentiated with competitors.

Thirdly, for smartphone application developer, user needs of syncing application
from smartphone to automobile system were a service chance not to be missed. Users
had established habitual behaviors and characteristics using smartphone applications,
and syncing these application accounts to IVI system meant another critical touchpoint
to users, even a potential application system across hardware. Smartphone application
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developers should value the user needs and take place in development of smartphone-
automobile interactive features.

5.2 Limitations

In terms of research scope, participants of this study were limited to those whose
cars were equipped with smartphone-vehicle interactive features. Although a broader
selection of intelligent connected car owners may generate more potential needs of
smartphone-automobile interactive features, their contribution to use behavior, pain
points and key experience factors would be limited due to lacking of experience, and
in this study were excluded. In addition, users of smartphone mirroring applications
(e.g. CarPlay, Android Auto) were not the focus of the study, as they demonstrated a
direct replacement rather than a complementing relationship between smartphone and
automobile. Nevertheless, such products offered different points of view on smartphone-
automobile interaction. Such interaction would be worthy for more academic and
industrial exploration in the future.

In terms of result, we would like to remind the limitations of interpreting feature
assessment result. First was that it demonstrated a relative evaluation between features
rather than absolute assessment. Second, dimensions of assessment were limited to
pragmaticalness and ordinariness, while there may be other dimension worth involved
in. Lastly, as a qualitative research, quantified data was lacking to support prioritization
of feature preference. We look forward for such topic to be explored in the future.

6 Conclusion

This work contributed an early empirical study of smartphone-automobile interactive
relationship, as well as user needs and recognition of potential features. We delivered
findings on three research questions: (1) What are the interactive relationships between
smartphone and automobile? (2) What are user behavior, needs and key experience
factors of using smartphone-automobile interactive features? (3) What is user’s recogni-
tion of each feature? As results, we have found several unfulfilled service opportunities
for both OEM and mobile developers, which would likely become critical experience
touchpoints and differentiation from competitors, and therefore should not be over-
looked by either industry. Overall, this study pointed out different aspects of develop-
ment of intelligent connected vehicles. For researchers and practitioners interested in
the field of smartphone-automobile interactive relationship, we suggest exploring on
general drivers’ needs and recognition toward smartphone-automobile interactions, as
well as use cases of mirroring applications, which were not covered in this study but
worth further insights.
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Abstract. Suggestions for improving the drivers’ understanding and trust in the
advanced driver assistance system (ADAS) are proposed. A user survey and an
in-depth interview were conducted to investigate what information the drivers
should receive from the system to gain trust in ADAS. Results obtained from
the user survey indicate that not only the general public but also experts lacked
understanding of the system behaviour under automatic operation. In particu-
lar, drivers lacked understanding of the ‘temporary mode disengagement’ and
‘restricted range of operation’. Results obtained from the in-depth interview indi-
cate that drivers require information on the system operation if it acts differently
from the user’s expectation. The suggestions in this study were refined based on
insights from the qualitative analysis. The key result was interpreted by the theo-
retical study of Donald Norman’s ‘seven stages actionmodel’ and ‘mental model’.
Moreover, we determined the drivers’ need for information on the status of the
system and the reasons behind its automatic operations. We sorted the system’s
automatic operations into ‘temporary mode disengagement’, ‘restricted range of
operation’, ‘detection of the front car of adaptive cruise control (ACC)’, and ‘fail-
ure of lane detection of lane-keeping assist (LKA)’. Providing information enables
drivers to understand the system’s automatic operation and general purpose. The
findings in this study provide an approach to form the right mental model for
drivers when employing ADAS. We expect that our findings will be of help to
design ADAS user interface increasing trust and safety.

Keywords: Advanced Driver Assistance System · Trust in automation ·Mental
model

1 Introduction

1.1 Demand for Research on ADAS

With the active development of the Advanced Driver Assistance System (ADAS), an
increasing number of car manufacturers are adopting ADAS technologies in their cars.

The original version of this chapter was revised: seven modifications have been made. The
correction to this chapter is available at https://doi.org/10.1007/978-3-030-50523-3_33

© Springer Nature Switzerland AG 2020, corrected publication 2020
H. Krömker (Ed.): HCII 2020, LNCS 12212, pp. 230–248, 2020.
https://doi.org/10.1007/978-3-030-50523-3_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50523-3_16&domain=pdf
https://doi.org/10.1007/978-3-030-50523-3_33
https://doi.org/10.1007/978-3-030-50523-3_16


The More You Know, The More You Can Trust 231

It is expected that approximately ~2%–3% of cars sold in 2020 will have ADAS tech-
nologies [1]. Automation in cars facilitates our life from the viewpoint of various angles.
Autonomous driving technologies improve mobility and eventually augment the quality
of our life [2]. Research indicates that the adoption of autonomous driving vehicles could
reduce or prevent car crash accidents [3]. Eventually, ADAS contributes to safe mobility.

However, most drivers do not dispose of proper knowledge of ADAS. According to
the survey conducted in 2016 by ‘JapanAutomobile Federation (JAF)’ with threemillion
drivers, one out of two drivers excessively trusted the autonomous emergency brake as
a self-braking technology without their action [4]. Further, according to a report by the
‘American Automobile Association (AAA)’, drivers are unaware of to what extent the
autonomous driving technology can function and are willing to excessively rely on the
technology, which is reflected for example by turning the eyes away from the road while
executing other activities in the process of using the autonomous driving technology [5].
Recently, autonomous emergency braking, lane-keeping assist, and cruise control have
been commercialized. However, all of these are only driver assist systems, which cannot
protect drivers from the risks posed by various variables.

Drivers who have never used ADAS, as well as those using ADAS, do not fully
understand the autonomous driving technology. According to the studies, drivers owning
the latest cars with ADAS technology are unaware of the system’s existence [6] or have
little understanding of the system [7].

1.2 User’s Understanding of ADAS

One of the reasons behind the lack of understanding of the system is various complex
conditions and the restricted range of operations. These complex conditions and the
restricted range of operations is listed in the vehicle’s manual. However, typically drivers
do not read every part of the manual [8, 9]. Even in the case where the driver reads every
part of the manual, it would be difficult to remember because of the large amount of
content. Moreover, it is difficult to find information on the restricted range of operation
in any other form except the vehicle’s manual. The manufacturer’s website contains this
information; however, it is restricted. This leads to drivers’ use of ADAS with a lack of
understanding.

The lack of understanding of ADAS can result in the driver turning off the sys-
tem without understanding the benefits of using it, i.e., a lack of perceived usefulness
instigates the disuse of the system [10]. Further, the user determines whether to use the
system based on trust [11]. According to the studies, trust is a key factor of the user’s
acceptance of the system [12], and it is possible that users do not activate the system
at all if their trust in the automated system is low [13]. Therefore, the understanding of
ADAS is important and should be taken into account in the drivers’ judgment based on
accurate information.

1.3 Research Overview

This exploratory study aims to determine what information should be provided to drivers
when using ADAS and whether the information provided affects their understanding
and trust in the system. Since ADAS is developed from a developer’s point of view,
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its mechanism is difficult to understand for drivers. Therefore, this study focuses on
the user-centred point of view of ADAS. This study is conducted with South Korean
drivers. The first online user survey aims to determine their level of knowledge of ADAS
and the information most misunderstood. The in-depth interview is conducted based on
the insights found in the user survey. The interview yielded information that should be
provided to drivers.

2 Related Studies

2.1 Autonomous Driving Levels and ADAS

Among the cars currently on the road, ADAS equipped cars are of the level 1 or 2
automation system, based on the levels of driving automation of ‘Society of Automotive
Engineers (SAE)’ [14]. When using level 1 to 3 ADAS, the driver must continue to
monitor road conditions and be ready to regain control when ADAS requests take-over.
Therefore, the autonomous driving technology that can currently be used by drivers
only serves as an assistance for driving. This is the most important information the
drivers must primarily be aware of concerning the current technology. Further, drivers
must have the right mental model regarding the scope of operations of the autonomous
driving technology.

2.2 Previous Study on User Perception of ADAS

Table 1 provides the summary of the user survey conducted on ADAS. Although these
studies conducted surveys for different purposes, they nevertheless posed the same
question to users regarding the usefulness and trust in ADAS.

Table 1. User survey studies

Agency Subject

Trübswetter et al. 2013 [10] University of München Germany

Advanced driver-assistance
system: challenges and
opportunities ahead 2016 [15]

McKinsey & Company United States, Germany,
South Korea, Japan

Abraham et al. 2017 [16] MIT and New England
University

United States

U.S. Tech Experience Index (TXI)
Study. 2019 [17]

J.D Power United States

In these studies, drivers were not familiar with ADAS, and there tends to be a lack
of understanding of the system due to its complexity and the driver’s lack of experience.
The driver’s lack of understanding of ADAS affects its utilization. Further, most drivers
do not trust the system, and some of them felt uncomfortable and burdened. This study
considers these problems to determine what information drivers need.
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2.3 Trust in Automation

The trust between human and human is considered social interaction. In contrast, the
trust between human and system differs from the trust between humans, as the system
expects no return from the human [18]. However, in general, just as humans do not wish
to interact with people they do not trust, they do not wish to interact with a system they
do not trust as well [19]. Therefore, trust between humans and the system involves the
human’s unilateral trust in the system.

A previous study defined trust as a factor in determining the ‘acceptance’ of and
‘belief’ in the automation system [19, 20] and trust is built during the course of human
understanding of the system [19]. Muir’s study proposed a model of trust between
humans and automated systems that occurs in the course of human understanding of
the system [11]. Predictability, dependability, and faith are three main factors of trust
in that model. When a system provides results that are predictable by humans, then
humans become dependent on the system. To be able to predict how a system will work
requires humans to understand and experience the system. Trust depends on automation
experience [21], and if users experience a system in a variety of situations, they can
build trust by increasing their understanding of the system [11]. In a previous study, if
the driver has a better understanding of the system behaviour, it helped improve their
interaction with the system and increase trust [22]. These studies showed that trust in
automation is affected by the predictability of the system when users understand it.

2.4 Trust Calibration in Automation

Drivers use ADAS when their trust in ADAS is built. It is important that users interact
correctly with the system through trust calibration. In this study, we intend to interpret
the information to be provided to the driver using ‘mechanism understanding’ and ‘sys-
tem transparency’ in trust calibration, proposed by Huang’s study [18]. ‘Mechanism
understanding’ indicates that the user understands how the system works and how it
makes decisions. Trust is improved when users become aware of the mechanisms of the
system. ‘System transparency’ indicates that the user knows about the current system
status. Trust moreover improved when the user is aware of the current system status.

2.5 Mental Model

According to Neilson’s study, the mental model is a conceptual model that represents
what users know or think about a system [23]. The users employ the system based on
their mental model and predict the following actions. The mental model between a user
and a system is a process in which the user gains understanding of the system.

The dilemma of the mental model appears in the mental model gap between system
designers and users [23]. Since system designers know a lot about the system, they
assume that it will be easy for users to use it. However, the user’s mental model is
different from the system designer’s mental model. Hence, it can be difficult for the
user to employ the system. Problems caused by different mental models also appear to
drivers who use ADAS. ADAS has various complex conditions and restricted ranges of
operation. However, drivers cannot memorize all of this information. To use the system
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correctly, there must be no difference between the mental model of the ADAS and the
driver. Therefore, even if drivers cannot memorize all the information, system designers
should design the ADAS mental model to match that of the driver. The driver’s mental
model can change by using and experiencing ADAS. However, since there is always the
possibility of an accident in the situation where the drivers change their mental model
by experience, it is not a good approach.

2.6 Seven Stages of Action Model

Fig. 1. Norman’s seven stages of action model (image based on Norman 1990 [24])

This action model is modeled by categorizing the process that occurs when a user uses
a system into seven stages (see Fig. 1). The action model is divided into two groups,
namely ‘execution’ and ‘evaluation’. Execution depicts the process between the goal
and execution of the action, and evaluation indicates the comparison between the result
of execution and the goal. The seven stages of action model can help users understand
the stages of their actions.

In the action of employing adaptive cruise control (ACC), described in terms of the
seven stages of action model, the driver first sets the goal of granting control to the car.
To achieve this goal, the driver has an intention to use ACC. The intention of using ACC
makes the driver push the ACC button on the steering wheel. The driver can interpret
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that the ACC is operating when the car is moved automatically, and they can evaluate
whether the result of an action is matched with the goal (Fig. 2).

Fig. 2. The 7 stages of action model of using ACC

This study employs the mental model and the seven stages of action model to
determine why the driver’s lack of understanding of ADAS causes problems.

3 Research Framework and Conduction

3.1 User Research Design

The main purpose of this study is to derive information that improves the driver’s under-
standing and trust in ADAS. Therefore, a user survey was created to research to what
extent drivers are familiar with ADAS and what aspects of ADAS they most misun-
derstand. After completing the user survey, the in-depth interview was conducted for
drivers with experience in using ADAS. In the in-depth interview, we use scenarios that
are produced from data derived from the user survey. This research was conducted with
‘ACC with stop & go’ and ‘lane-keeping assist (LKA)’, which are most commercialized
in ADAS. Because each manufacturer has a different name, usage, and performance
of ADAS, the research was conducted with the ‘2019 SONATA’ of ‘Hyundai Group’,
which was the best-selling car in South Korea in 2019.

3.2 User Survey for ADAS Understanding

Survey Design
The user survey consists of a total of 30 questions, including demographic questions,
user perception of ADAS, and test of ACC knowledge. In particular, the workers in
automobile occupations and students in automobile majors were classified as experts in
the job group to determine whether there is a difference in the knowledge level between
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them and the general public. Further, to analyze whether there is a correlation between
the extent of reading the manual and the knowledge level, the survey measured to what
extent the driver read the manual according to the 1–5 Likert scale (one point is never
read; five points is read very carefully).

The test for the ACC knowledge level consists of a total of 15 questions, includ-
ing ‘definition’, ‘usage’, ‘temporary mode disengagement’, and ‘restricted range of
operation’. All questions were reconstructed according to the information listed in the
‘2019 SONATA’ manual. Table 2 provides a representative question on each category
of knowledge level test.

Table 2. Example of ACC knowledge level test

Category Questions

Definition What is the correct definition of ACC

Usage If you want to turn off ACC, press the [CANCEL] button on
the steering wheel

Temporary mode disengagement ACC will be turned off automatically if the car stops for
more than 5 min

Restricted range of operation ACC is also available nearby the tollgate on the highway

Participants
The user survey was conducted with people who have a driver’s license. In total, N =
65 participants (Age_20s = 52, Age_30s = 6, Age_40s = 7), 54 males (83.1%) and 11
females (16.9%) participated in the user survey. The job groupwas composed as follows:
35.4% (n = 23) of the participants were the expert group, and 74.6% (n = 42) of the
participants were the general public group. A total of 47.7% (n= 31) of the participants
responded that they had experience using ACC.

Measurement
In the study, the ‘SPSS Statistic 24’ was used to analyze the user survey data.

Results of User Survey
Results 1. Different knowledge levels of ACC
Results 2. Most misunderstood knowledge.

Different Knowledge Levels of ACC
In the user survey, groups are classified into four groups (general public, expert, ACC
experience general public, ACC experience expert). Table 3 shows the average score
of ACC knowledge level among the four groups. Both the general public (n=42) and
experts (n=23) received a low average score. Both the ACC experience expert groups
(n=19) received a higher score than the no experience general public groups (n=12),
respectively, although the differences were not significant.

‘One-way ANOVA’ was conducted to analyze different knowledge levels of ACC
between the general public and the expert groups (see Table 4). The analysis indicates
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Table 3. Average score of ACC knowledge level

Group Knowledge level score of ACC

1 General public (n = 42) 3.18/15

2 Expert (n = 23) 4.94/15

3 ACC experience General public (n = 12) 3.32/15

4 ACC experience Expert (n = 19) 6/15

that the knowledge level between the general public and experts has a statistically signif-
icant difference (p< 0.05). However, the knowledge level between the ACC experience
general public and the ACC experience experts has no statistically significant difference
(p = 0.294).

Table 4. Result of ANOVA for intergroup ACC knowledge level

Group F-value P-value

1 General public and expert 7.708 .008*

2 ACC experience general public and ACC experience expert 1.155 .294

*p < .05

Knowledge Most Misunderstood by Users
We analyzed the test score as a percentage of each group to know what knowledge the
users misunderstood most. The analysis indicates that the most misunderstood knowl-
edges by users are the ‘temporary mode disengagement’ and ‘restricted range of opera-
tion’ (see Table 5). The test score as a percentage for ‘temporary mode disengagement’
and ‘restricted range of operation’ was significantly lower than those for ‘definition’ and
‘usage’.

Table 5. Test score as a percentage

Definition Usage Temporary mode
disengagement

Restricted range of
operation

General public (n = 42) 32% 33.8% 10.5% 19%

Expert (n = 23) 87.5% 48.4% 17% 28.7%

ACC experience general
public (n = 12)

65.2% 45.6% 13% 22.1%

ACC experience expert
(n = 19)

100% 52.8% 16.3% 34.2%
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Correlation Between Manual Reading and Knowledge Level
The Pearson correlation analysis was conducted to analyze the correlation between the
extent of reading the manual and the knowledge level. The analysis was conducted
with participants who had experience using ACC. The analysis indicates that there is
no statistically significant correlation between the extent of reading the manual and
knowledge level (r = −0.206, p = 0.335).

3.3 In-depth Interviews for Identifying Reasons for Misunderstanding

The user survey indicated that drivers had a lack of knowledge of ADAS. In particular,
it appeared that they did not possess the knowledge regarding the ‘temporary mode
disengagement’ and ‘restricted range of operation’. To analyze this result, the in-depth
interview was conducted with scenarios.

In-depth Interview Design
The scenarios aim to observe which decisions drivers make in real-life situations and
determine the information to be provided to drivers based on the participant’s opinions.
The scenarios were created using information from the vehicle’s manual. The in-depth
interview consists of questions about ACC with stop & go and the LKA function among
ADAS.

The potential risk of using ADAS scenarios consists of situations that are not easily
predictable by drivers, such as detection of the front vehicle and detection of the lane.
In the potential risk scenarios, we used a video showing a failure in ADAS on YouTube
as scenarios. The temporary mode disengagement scenarios comprise situations where
ADAS is automatically disengaged without the driver’s intention. In temporary mode

Table 6. Trust in ADAS questionnaire

Item Component Questionnaire

1 Safety System aids driver to detect hazards in time

2 System contributes to reducing crash risk

3 System helps driver become more aware of outside
situation

4 Trust in automation System has integrity

5 System is dependable

6 System is reliable

7 I am suspicious of the system’s intent action, or
outputs (-)

8 I think the system will work the way I think it would

9 Perceived control of conduct It is likely that I would use the system

10 I probably would not operate the system (-)

11 Intention of use I would like to have the system installed in my car

12 Usefulness System helps me be more effective

13 Satisfaction I am satisfied with the system
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disengagement scenarios, we used images related to these scenarios. Further, in the in-
depth interview, the survey addressing driver’s trust in ADAS was reconstructed from
previous studies [25, 26]. The survey items addressing trust in ADAS were classified
into six categories and measured on a 1–7 Likert scale (one point for no agreement at
all, five points for strongly agree) (see Table 6).

Participating Users
The in-depth interviewwas conducted with three graduate students in automotivemajors
as the experts and two members of the general public. All participants had experience
with ACC or LKA. The interview questions comprised demographic questions, trust
in ADAS measures, scenario tests, and in-depth interviews from scenario tests. The
interview lasted approximately 35 min.

Results of In-depth Interview
Three of the participants responded that ADAS is already installed in their car. All of
the participants responded that they had experience with ADAS and therefore disposed
of knowledge of it. All participants responded that they did not use ADAS on public
roads, but only in places with a few variables, such as highways. The difference between
experts and the general public was reflected in the awareness of caution when using
ADAS. Experts responded that because ADAS is an incomplete technology, caution
should be practiced. Even though the general public likewise consider ADAS as an
incomplete technology, they are not excessively careful, as no malfunction occurred in
their experience.

“I know that ACC is an incomplete technology, since I’ve been researching cars
in my field… Therefore, I never use it on the road where there are many variable
situations, but mostly on highways with fewer cars.” [Expert 2]

“It works great. I know that it wouldn’t work in most circumstances, but it’s been
two months since I’m using it, and I haven’t had any problems… It requires less
attention than I expected.” [General public 1]

Nevertheless, all participants provided the same response concerning their attitude
in the use of ADAS. All participants claimed that they would focus on the road while
using ADAS, however, if they found it to be working well, they would do something
else.

“The irony is that I turn on the ACC, LKA when I need to send a text, even though
I know it’s an incomplete technology. This is because it works better than I expect
when I use it… Nevertheless, I am anxious, so I occasionally concentrate on the
road.” [Expert 3]

“It’s hard to keep my eyes on the road because it’s easy to get bored if I’m not
driving myself… If there are many cars, of course, I will keep my eyes peeled.”
[General public 2]



240 J. Cho and J. Heo

The survey addressing trust in ADAS was conducted by converting the 1–7 Liker
scale into 100 points for scoring. The result indicates that the trust received a higher score
in the general public group than in the expert group (see Table 7). Both the public and
the expert groups scored relatively low in ‘trust in automation’, but high in ‘usefulness
and satisfaction’ categories. This result is interpreted that both the public and experts
had low trust in the automation system; however, they thought that ADAS is convenient
and efficient in terms of utilization.

Table 7. Average trust score

Interviewer Average score

1 Expert 1 60 point

2 Expert 2 42 point

3 Expert 3 60 point

4 General public 1 90 point

5 General public 2 77 point

Temporary Mode Disengagement
All participants responded with incorrect answers regarding the scenarios of temporary
mode disengagement. There were no participants that knew the conditions of a tem-
porary mode disengagement, such as the one represented by the scenario. Participants
responded that their trustwould decrease if they do not knowwhyADASwas temporarily
disengaged.

“It will be bugging me since I would never know why it doesn’t work. It may lose
trust if the function is disabled in a simple situation.” [Expert 1]

“I didn’t even know that there was a disengagement condition in the car’s manual. I
would be very embarrassed if I have to go through it. However, even if I am aware
of the conditions, it would be difficult to determine whether it was disengaged
because of the condition that I know.” [General public 2]

Restricted Range of Operation
This scenario addresses the situation where LKA is disabled in an instant when the car
passes the intersection. Most of the participants responded that they predicted the LKA
would detect the lane. Participants were not aware of many restricted ranges of operation
listed in the car’s manual.

“I’ve never used it on a road like an intersection, so I thought that LKA would
recognize… However, I think it’s better not to use it on a general road. I would be
very embarrassed if it’s disabled all of a sudden, after which I wouldn’t use it for
a few days.” [Expert 2]
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“I think I saw that the manual recommends caution in an intersection. But in that
case, no matter how careful I am, some problems could occur.” [General public 1]

Detection of the Front Car of ACC
These scenarios address situations where drivers manually press the brake pedal, since
the distance between the car and the front car is too short, such as in car interruption.
Before the test with the scenarios, participants responded that they would determine with
the feeling of deceleration if the ACC detected the front car. On the contrary, after the
in-depth interviewwith the scenario, participants preferred driving on their own, because
they judge that it is difficult to determine whether the ACC detected the front car at a
short distance between the cars. Therefore, participants responded that the drivers need
the information to make sure whether ACC detected the front car.

“The more I step on the brake manually in situations that are difficult to determine,
the less I trust the system, I think.” [Expert 1]

“It was hard for me to know whether my car detects the front car or not, so I
previously mentioned that I usually use the brakes manually in this situation…
However, if the car visually shows that it detects, my brake use frequency will be
reduced.” [General public 1]

Failure of Lane Detection of LKA
This scenario addresses the situation where the LKA is repeatedly disengaged when
the car passes under a hill. After the in-depth interview with the scenario, none of the
participants recognized that the LKA indicator icon had the lights on and off repeatedly,
because their attention was fully devoted to looking on the road. Participants responded
that there is a lack of notifications regarding the failure of lane detection of LKA. In
particular, most participants responded that a car with a head-up display (HUD) would
be safer to use with ADAS.

“It will be difficult for a driver to check the status of the dashboard icon. It’s a
matter for consideration, because there’s no notification for it, such as an alarm
system. I think it would be safe to have a HUD, at least.” [Expert 3]

“I’m driving a car that doesn’t have a HUD, so it has always been hard to look
at the dashboard to check if it works well at the same time while I am looking at
the road.” [General public 2]

4 Discussion

4.1 Way to Improving Drivers’ Understanding

As a result of this study, most drivers were shown to have misunderstood the ‘temporary
mode disengagement’ and ‘restricted range of operation’. In particular, experts and
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drivers who had experience using ADAS had a low level of knowledge. Further, the
in-depth interviewers had used ADAS without the right mental model. These results are
consistent with the ones obtained in a previous study [27], and they are attributed to the
complexity of the operating conditions of ADAS. However, this is difficult for drivers
to understand comprehensively, because not all drivers are experts. Further, it cannot be
blamed entirely on the drivers’ lack of understanding of ADAS. In this user survey, we
found that there is no statistically significant correlation between the extent of reading
the vehicle’s manual and the knowledge level. This result indicates that even if drivers
read the vehicle’s manual carefully, they cannot use it properly while using ADAS.

Themismatchbetween the driver’s and the system’smentalmodel causes the problem
in ‘interpreting the perception’ and ‘evaluation of interpretations’ of the seven stages
action model. If the driver does not understand ADAS, they cannot interpret the status.
This situation leads to a ‘mismatch with the goal’ in the ‘evaluation of interpretations’ of
the seven stages action model. Therefore, information that helps the driver understand
the system should be provided to form the right driver’s mental model of ADAS.

The operation of ACC can be divided into two cases. One is the case that is manually
operated by the user, whereas the other is the case that is automatically operated by an
algorithm of the system. In Fig. 3, the automatic operation of the system is indicated by
a red dotted line.

Fig. 3. State transition diagram of ACC [28] (Color figure online)

Results obtained from the user survey indicate that the drivers did not understand
the system behaviour when it operates automatically under certain circumstances or
conditions.

Norman’s study emphasized that the system should provide appropriate and contin-
uous feedback to the user if it is not perfect [29], as the system’s interaction with the user
is important. Hence, it is important to provide the user with information if the system
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operates differently than the user’s predictions. Interaction between the system and the
user is expected to help maintain trust in ADAS. The information includes data when
the system is not operating and why the system is disengaged.

In this study, ‘the more you know’ indicates the information that the system provides
to the driver to increase understanding of ADAS.

4.2 Four Categories of Information for Improving Drivers’ Understanding

Four most difficult situations for drivers are derived from the in-depth interview, and we
explain the hypothesis regarding those situations.

Information on the Reasons for Temporary Mode Disengagement
The in-depth interview results indicate that all of the participants did not know the con-
ditions of temporary mode disengagement. It is difficult for the driver to understand the
situation without having the information on the reason for temporary mode disengage-
ment, because the temporarymode disengagement situation is not operated by the driver.
This situation can affect trust in using ADAS. Therefore, the system should provide the
driver with information on the reason for temporary mode disengagement appropriately,
such that the driver can understand the current status of the system and its operation
mechanism.

The information on the reason for temporarymode disengagement corresponds to the
‘mechanism understanding’ and the ‘system transparency’ in trust calibration proposed
by Huang’s study [18]. If the driver understands the system mechanism through infor-
mation provided on the reason for temporary mode disengagement, they can understand
how the system operates and how it makes decisions. The ‘mechanism understanding’
may improve the driver’s trust in ADAS. Because the information on the reason for
temporary mode disengagement provides the driver with transparency about the state of
the system, the driver’s trust in the systemwould increase [30]. In the in-depth interview,
participants were positive about being provided information on the reason for temporary
mode disengagement from the car and responded that the information would increase
trust in ADAS.

“I think I can trust ACC more than before. It’s easy for the driver to know the
reason why it’s been disabled, so that they are able to prepare for the next time.”
[Expert 3]

“It’s hard to remember the manual even if I read it before, but if the car gives me
the information, I will definitely accept it.” [General public 2]

Information About Attention Level
As a result of the in-depth interview, all participants responded that they do not properly
concentrate on the road. This result is consistent with the results of a preceding study [31,
32]. Since the driver is not driving manually while using ADAS, it is difficult for them to
keep their concentration on the road.Moreover, the driver cannot properly identify the sit-
uation when using autonomous driving technology rather than manual driving [33]. The
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lack of driver’s concentration on the road causes a longer take-over time when the driver
regains control [34].

In the user survey, even if drivers concentrate on the road, they do not knowwhen they
have to pay attention. Therefore, it is necessary for drivers to pay attention to situations
bearing potential risks, such as the slope and curvature of the road, intersections, bad
weather, etc. If the system provides the driver with definite information of the boundary
conditions, the driver’s understanding of the restricted ranges of operation of ADAS
will be increased [35]. This information helps the driver use ADAS safely, because the
driver has the option to control a potentially risky situation while using ADAS. This
information also helps the driver use ADAS safely, since they can select whether to
drive manually or not, before a potential risk occurs.

The information regarding the attention level corresponds to the ‘system trans-
parency’ in trust calibration proposed by Huang’s study [18]. System transparency
enables the driver to understand the system operation and predict the following action of
the system. This information improves trust in ADAS and helps the driver improve their
concentration on the road. In the in-depth interview, participants were positive about
being provided information on the attention level from the car and claimed that this
information would improve their trust in ADAS.

“Um… Providing the notification doesn’t mean that the performance achieves the
improvement, so it’s unlikely that trust in performance will be gained. However,
I think it will help me use the function, because it tells me where to place my
attention.” [Expert 3]

“So far, the driver was the one that identified risky situations, but if the car warns
me in advance, it will be more reliable to use. However, if that information is given,
I will switch the driving mode to manual.” [General public 1]

Visual Information on Car Detection
In the in-depth interview, all participants responded that they would determine with
the driver’s conjecture whether the ACC detected the front car. However, drivers who
use automatic systems cannot be adept at detecting and responding to malfunctions of
the system. It is difficult for the driver to remember all conditions that the car cannot
detect. Therefore, the ADAS should provide the driver with visual information on car
detection. This information helps the driver recognize the situation visually and enables
interaction between the driver and the system. If the systemprovides the driverwith visual
information of the detection status of the system, the driver will be able to understand
the situation more intuitively. Moreover, visual information helps the driver use ADAS
safely, because they can quickly select whether to drive manually or not.

Visualization is an important approach to system transparency [18]. Visualization
can help users understand systems and improve their trust in automation [36]. In the
in-depth interview, participants were positive about being provided visual information
on car detection from the car and responded that the information would improve their
trust in ADAS.
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“Because it will provide me with visual information of how this car detects the
situations, this will affect my trust in its use. It will be very useful especially in the
situations in the video you showed…” [Expert 2]

Information on the Failure of Lane Detection
In a previous study, the system showed potentially serious problems, such as irregular
steering at hills and curves [37]. In the in-depth interview, the result indicates that there is
a lack of information regarding the failure of lane detection. It is difficult to concentrate
on the road and check the LKA indicator icon on the dashboard at the same time. This
makes it difficult for the driver to respond quickly in an emergency.

The lack of information regarding the failure of lane detection does not contribute
to system transparency. Hence, trust cannot be calibrated if the driver does not note
the feedback of the system, as the driver cannot predict the system’s following action,
which could lead to a decline of trust in automation. In the in-depth interview, participants
were positive about being provided visual information on car detection from the car and
claimed that the information would improve their trust in ADAS. Participants stated that
if they discovered that the lane detection failed, their trust in ADASwould decrease. This
response suggests that information should be provided to the driver intuitively. Selling
ADAS only to cars equipped with HUD is one approach to the safe use of ADAS safely.

5 Conclusion and Further Studies

This study addresses improving the driver’s understanding and trust in ADAS. Drivers’
understanding is closely related to the drivers’ conceptual models about ADAS. If it
matches that of designers’ model of ADAS, drivers’ level of understanding is sufficient
to use ADAS with trust and safety. It’s suggested that high belief in one’s ability leads
to successful task completion [38].

In the user survey, we found that not only the general public but also experts had a
low knowledge level of ADAS. Moreover, we found that the drivers did not understand
the system behaviour in cases when it operates differently from the driver’s predic-
tions, which had a negative effect on the trust invested in automation. Norman sug-
gests that system interface influences in building the conceptual models [24]. The infor-
mation provided during the ADAS operation should help drivers’ understanding. This
understanding could lead to building of the right mental model.

If users could build the right mental model for the system, they can understand the
system’s action and hence trust it. Since level 2 or 3 of autonomous driving technology
comprise ‘restriction of the operational design domain’, it is difficult for users to obtain
the right mental model. Therefore, it is important to provide the user with information if
the system operates differently from the user’s predictions. The information proposed in
this study (‘information on the reason for temporarymode disengagement’, ‘information
on attention level’, ‘visual information on car detection’, and ‘information on the failure
of lane detection’) are expected to enhance the driver’s understanding of the system and
help generate the right mental model. It is furthermore expected to improve trust in using
ADAS.
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Despite the value of these findings, limitations of the study remain. First, in this study,
although we determine that drivers require the information, we do not suggest how to
provide this information to them. We will suggest solutions to this limitation in further
studies. Second, there is a limit that the derived information in this study is simply the
result of qualitative research. In further studies, we will verify the information proposed
in this study through well-structured experiments and larger number of participants.
Further, we provide a realistic environment for participants using a simulator.

Despite these limitations, this study achieved some academic progress in that infor-
mation was derived that helps drivers understand ADAS and improve trust at a time
when the utilization of ADAS is increasing. We expect that the information proposed by
this study will be of help to the user-centred design of ADAS.
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Abstract. In this paper, we introduce a novel perspective for research concern-
ing autonomous vehicles, by applying a psychoanalytic approach that focuses on
capturing passengers’ emotional experience. By applying psychoanalytic think-
ing that aims at the sub-conscious parts of the experience, those that are often
unobservable using common methodologies of studying discomfort, we expect to
complement existing inquiries of discomfort in autonomous vehicles. The content
for this paper’s examination was a set of video recordings, captured during an
on-road, Wizard-of-Oz type study. In this study, participants were led to believe
that they are being driven by a fully autonomous vehicle while their reactions,
expressions and communication were monitored and recorded. In particular, we
examined and categorized their emotional state of mind during various road situa-
tions. Using this data, we provide a theoretical framework and a formal represen-
tation of passengers’ emotional state of mind, and show how they can be used to
capture and understand passengers’ emotional experience as well as its dynamics.

Keywords: Autonomous vehicles · Discomfort · Psychoanalysis · Conscious
and unconscious · Subjective experience

1 Introduction

Riding a fully autonomous vehicle may bring about a myriad of feelings due to the
increased uncertainty of the ride, stemming from the limited ability of the rider to con-
trol the vehicle and the fact that no human driver is present. Although people are used to
being passive passengers in elevators, buses, trains and airplanes, relinquishing control of
the all-too-familiar driving task to a machine agent that is negotiating its way in a highly
complex environment, is a novel experience. Due to this complexity, the dynamic envi-
ronment and the risk of injury, this experience may lead to intense emotional responses,
and to discomfort [2].

Conventional approaches to studying people’s experience in the context of technol-
ogy focus on factors such as demographics, personality traits, attitudes towards robots
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and self-confidence (e.g., [8, 16]). Others have used questionnaires and physiological
measurements to explore emotional aspects, such as trust and enjoyment [9, 11]. Never-
theless, in this paper, we intend to show that in order to understand this experience more
comprehensively, a different methodology should be employed. To this end, we sug-
gest a psychoanalytic approach to study, describe and interpret people’s deep emotional
experiences when riding autonomous vehicles.

The psychoanalytic literature includes theories that are used to study and understand
the human psyche, human nature and human experience from various perspectives. For
example, Winnicott’s notion of the True-self and False-self [17] describes how a person
may differentiate between his true inner-nature and the personality and behavior he
introduces to others. Kohut’s theory might view the same behavior and explain it using
terms such as empathy, self-object and alter ego [1]. These theories do not stand in
contradiction but provide different perspectives to study the same phenomena.

In the current paper, we focus our attention on one psychoanalytic framework and
use it to analyze people’s interaction with autonomous vehicles. The goal of the paper is
to show that some aspects of psychoanalytic thinking can extend beyond the therapeutic
setting by replacing the objects in them with some aspects of a technological system. To
achieve this goal, this paper begins with a short introduction to psychoanalysis and the
three positions framework for the structure of experience. Then, we describe a systematic
approach to categorize the experience of passengers in autonomous vehicles into three
modes of generating experience. This categorization is then used to construct a formal
representation of the passengers’ modes of experience, and the transitions between these
modes.

The paper is organized as follows: Sects. 1.1 and 1.2 provide a brief introduction
to the field of psychoanalysis and specifically to the structure of experience, respec-
tively. Section 2 describes the study’s methodology and apparatus. Section 3 presents the
review process of participants’ experiences from a psychoanalytic perspective. Finally,
in Sect. 4, we discuss the study’s findings and suggest how these could be generalized
to gain insights into people’s experience in autonomous vehicles.

1.1 Psychoanalysis and the Structure of Experience

The word ‘psychoanalysis’ carries with it a heavy weight of ideas and associations.
However, as often happens when a word becomes common in everyday speech, its
popular use may differ from its essence and technical use [18].

Psychoanalysis concerns people’s subjective experiences, dynamic mental forces,
and the unconscious [12, 18]. It provides a method and a research tool to investigate
human nature and the human mind [12]. The psychoanalytic appeal to the uncon-
scious, deep subjectivity and experience, is what sets psychoanalysis apart from other
perspectives on human psychology.

Psychoanalysis does not just focus on the unconscious experience; it sees it as com-
prising the majority and most significant parts of mental life [12]. Nevertheless, despite
its essential role in guiding mental life, the human experience is evasive and difficult
to examine. The unconscious, like gravity, cannot be measured or observed directly; It
can only be inferred by observing its effects [12]. Over the years, many psychoanalysts
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have tried to model the relations between the conscious and the unconscious, but per-
haps it is best to start with Freud’s original structural model of the mind [6]. The most
basic distinction in this model is the one between the id, the ego, and the superego.
The id, according to Freud, consists of a person’s internal needs and drives. It is not
accessible to human thought, but it affects decisions and behavior. These internal drives
and motivations often contradict the requirements set by the environment and the soci-
ety, and it is the role of the second agency of Freud’s model, the ego, to bridge these
gaps, and to tolerate the conflicts [7]. Later on in life, the human child introjects the
social norms and rules presented by his caretakers, thus establishing a third agency,
the superego. By lying between the superego and the id, the ego serves two functions.
First, it allows us to function as part of society by not pursuing every drive in the id,
while allowing mental representations instead. Second, it uses defense mechanisms to
modulate intense feelings. In its role as a mediator between the external and the internal,
the ego, autonomously, maintains a balance between a person’s need to be himself and
his need to know and face reality. It is the human endeavor “to preserve a tolerable
psychic equilibrium” ([12], p. 20). The balancing processes of the ego and all parts of
the id are unconscious, and remain hidden to an observer and even to the person himself.
Psychoanalysis offers theories and methodologies through which to study and explore
them.

Next, we present the development of a psychoanalytic framework, which will help
us in our later analysis of people’s experiences when riding autonomous vehicles.

1.2 A Three Positions Framework for the Structure of Experience

The study of the structure of experience encompasses various psychoanalytic theories,
which were developed and expanded over the years. The framework which is often used
to describe the structure of experience is a three positions framework, each representing a
specific mode of experience between the self and the significant others in his life. Two of
these positions were conceptualized by Klein [10] in her theory of Object-relations, and
the framework was later expanded by other psychoanalysts [e.g., 13]. The framework,
which is a significant contribution to psychoanalysis, supports the assessment of people’s
state-of-mind and their relations with external and internal objects in their life. The
framework “is based on the belief that all people have within them an internal, often
unconscious world of relationships that is different and in many ways more powerful
and compelling than what is going on in their external world of interactions with ‘real’
and present people” ([5], p. 118). The framework identifies three basic modes of mental
experience, each generating specific kinds of anxieties, defensemechanisms, relatedness
to internal objects and subjectivity [13]. Through this framework, we will be able to
describe and understand how the human mind experiences and internalizes interactions
with external objects in its environment, such as the autonomous vehicle. Thus, rather
than attempting to examine the human-vehicle interaction from an objective perspective,
we focus on the subjective manner in which passengers experience this interaction and
try to dig deeper into its conscious and unconscious aspects.

Since psychoanalysis mostly regards the relations between the self and internal
objects, it may also be used to understand the relations with inanimate objects. These
relationships are “deeply and symbolically connected to powerful object experiences
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in the inner world” ([5], p. 120), and are projected outside in need of communicating
with the external world. It is already a well-documented phenomenon that people tend
to project human attributes to technological systems (e.g., computers) and to have all
kinds of inter-relations with them [e.g., 14, 15]. Moreover, as the experience of riding
an autonomous vehicle produces strong emotions due to a genuine sense of risk, people
tend to project their needs and anxieties even more, onto and into the “entity” in charge.
We propose that gathering and examining these projections may shed necessary light on
passengers’ deep emotional experience and the responses they look for.

The three positions framework suggests three mental states of experience: the
Autistic-Contiguous position, the Paranoid-Schizoid position, and the Depressive posi-
tion. (Note that even though the terms used for the positions seem pathological, this is
not the intention. We need these terms in order to describe primitive and deep layers of
the mind and they do not infer any severe psychopathology [3]).

Although the three positions typically develop in sequence, from birth throughout
childhood, Ogden [13] explains that it is the human nature and complexity to transition
between them in a dialecticalmanner throughout life. The dialectical nature of experience
Ogden refers to is the idea that at any point in time, while one of the modes is more
dominant in structuring the experience, the other modes act as negating and preserving
opposing forces. A normal, healthy experience is one in which the dominant mode
often changes and transitions in response to internal and external variations. Next, each
position is briefly described and followed by an explanation of how it might manifest
when a person rides an autonomous vehicle.

The Autistic-Contiguous Position. At the beginning of the human life, and in our prim-
itive layers of the mind, we experience objects or others as a continuation of ourselves,
and the experience focuses on sensual inputs such as the touch of the skin, rhythmicity,
symmetry and warmth [3]. These sensations often lead to a sense of order and nursing
that we need. In these cases, there is no sense of self and other or a sense of in and out, but
rather a general experience of completeness, wholeness, continuity and boundedness.
If these feelings are not present, we may feel exposed and threatened, as if the ground
under our feet is shaking. Since the experience is mostly sensual, pre-symbolic and pre-
language, communication in this position needs to be sensual, rather than verbal (e.g.,
to be hugged, rather than comforted by words). Although the subjective ‘otherness’ of
objects in the Autistic-Contiguous position seems almost meaningless, there is immense
importance of significant others as a kind of holding environmental-object.

When riding autonomous vehicles, people who experience the ride from theAutistic-
Contiguous position will be concerned, without acknowledging it, about the sensory and
sensual aspects of the vehicle (e.g., the vehicle’s unpredicted moves such as accelera-
tions, jerks, road bumpiness, and distance to other objects) rather than e.g., the vehicle’s
intentions. In this position, people cannot exhibit nervousness or anxiety because it is too
much to experience all alone. Instead, they may try to occupy themselves with autistic
techniques, such as using their smartphones, talking to themselves or fixing their clothes,
thus cutting off their experience from the vehicle and the ride. People may also hang on
to signs of safety (e.g., a smooth turn, a large distance from a lead vehicle) and convince
themselves that these are signs of a safe and nurturing vehicle (i.e., object). Being in this
position may also reflect on the preferred communication style. The inclination towards
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sensual, pre-language communication, means that in an unpleasant event, providing the
person with verbal explanations may increase anxiousness, whereas lowering the vehi-
cle’s speed and adjusting to smoother dynamics (sensual actions) may prove out to be a
more successful course of action.

The Schizoid-Paranoid Position. In the Schizoid-Paranoid position, the self or others
are perceived dichotomously as good or bad, i.e., as part-objects. The person can only
perceive simple, ad-hoc, current effects. In this position, internal objects are only partly
distinct from the self and are organized using a split between love and hate [3]. This split
manifests in a discontinuity of experience, in which the same object may be perceived as
different objects, under different situations (e.g., the frustrating mother is not the same
as the good mother who well-fed the infant just moments before). This split allows the
person not to face the possibility of complex self and objects, which are both good and
bad [13]. If a good object (e.g., one’s father) is doing something that disappoints the
person, he is no longer experienced as a good object, not even as a good and disappointing
object, but as a completely bad one. This allows the person to hold in mind the good,
caring object, andwish for its return. The present experience is timeless, and there occurs
a revision of history, through which the person feels as if he uncovered a masquerading
bad object, rather than found a different facet of a complex object [13]. The experience
of uncovering this bad object may sometimes be terrifying, “like a deer in the headlights”
([3], p. 38); the person only cares about the immediate threat here and now, neither about
the past nor about the future.

This rewriting of history results in unstable object relations, which are at the mercy
of momentary experiences that may change everything about them. We need a lot of
positive past experiences as a source of security and love in order to deal with natural
frustrations, and we are always challenged by new, threatening events and relations. This
is the reason much attention is needed in the case of using autonomous vehicles. We
need to take into account that, sometimes, people will experience the vehicles as a bad
object, and we need to address it in a correcting way.

Suppose that from the passenger’s perspective, the vehicle does a riskymaneuver and
that the passenger infers that this object is trying to cause damage. Previous experiences
of good behavior of the vehicle are assigned to the ‘good object,’ which in the person’s
subjective experience, can be falsely perceived as a different object than the one currently
in control. The fact that the vehicle which is now in control (i.e., the bad object) is
perceived as completely bad, may cause extreme anxiety and lead the person to perceive
it as having negative and dangerous intentions.

The Depressive Position. In the Depressive position, the person experiences reality
with a symbolic capacity, i.e., with a space between the symbolized and the symbol. For
example, if the vehicle makes a suddenmove that frightens the passenger, he experiences
his feelings from “above” or “outside herself,” in a relatively objective way. Since the
object is now a subject, with feelings and thoughts, the person becomes capable of feeling
sadness for losing the object, guilt at hurting it or empathy for how it feels. This enables
different kinds of fear than those experienced in the previous positions as the person is
now aware of his ability to hurt others.

In the Depressive position, the person understands that the vehicle may choose one
of many possible behaviors, and that he cannot always predict which action will be
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taken. The emphasis on the vehicle’s current behavior and actions (Autistic-Contiguous
position) and the vehicle’s intentions (Schizoid-Paranoid position) now shifts towards
the vehicles’ abilities, and the questions of what it can or cannot do, and what it can
or cannot perceive. Since the vehicle is now neither completely good nor completely
bad, it is not taken for granted that the vehicle is incompetent or omnipotent, and it
becomes clear that the vehicle’s abilities are good, but limited. For a person in this
position, it becomes more crucial to receive information about things to come, the way
the vehicle plans to negotiate them and the vehicle’s status (e.g., which systems operate,
their limitations). Communication with a person at this position can be verbal, complex
and symbolic.

The Structure of Experience: The Dialectic Interplay Between the Positions. As
opposed to the developmental process that was discussed above, later in life, these
positions take the form of a dialectic way of being [13]. In the complex and mature
personality, it is the movement between these positions which indicates the ability to
experience life in its full impact. If this dialectic interplay is lacking, people may use
only one of the positions and defend themselves from the others. For example, experi-
encing the world only in the Depressive position, may suggest that the person is using
intellectual defenses in order to avoid intense feelings such as fear or shame. By pointing
to the importance of the dialectic interplay, Ogden opposes the view that some positions
are superior over the others, and claims that a mature and healthy experience is one in
which there are transitions between positions, rather than stagnation.

1.3 Road Study with an “Autonomous Vehicle”

Since the capability to conduct the study in the context of a real autonomous vehicle
is currently infeasible, we conducted the study using a Wizard-of-Oz design. Twelve
participants were introduced to a vehicle in which the driver was hidden from them.
The participants, which were told that they are riding a fully-autonomous vehicle, were
driven along a suburban area and a short highway segment.

The study was designed to have the participants experience two types of driving
styles. The first was a gentle, comfortable, mostly defensive driving style.We nicknamed
the style “Emma” and the participants were told about the style and its “name” (some
participants referred to the vehicle as “Emma”). The other style was dubbed “Joey.” This
was a more aggressive driving style. The participants would first ride the route in the
defensive style (30 min) and then ride the same route using the aggressive style (another
30 min).

During the drive, participants were encouraged by the experimenters to articulate
their emotions, feelings and thoughts. To elicit natural responses and communication
style, participants were not briefed regarding the autonomous system (what exactly is
this being? Can it hear them? Does it respond to their needs? Can it talk back to them?).
Participants were told that the vehicle’s computer can analyze voice commands, and that
theymay try and ask it to drive and behave differently if they felt somethingwas bothering
them. Two cameras were used to record the driving environment and the participants’
reactions and speech. The following sections describe the study and the examination of
the structure of experience in the personality of each passenger.
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2 Method

2.1 Apparatus

Vehicle. Weused a right-hand vehiclewith the participant sitting in the front left seat and
a professional driver in the driver seat. To create a sense of being a passenger in a robot-
driven vehicle, a cardboard partition was placed between the driver and the passenger,
blocking the participant’s view of the driver (Fig. 1). The participant could only see the
upper part of the steering wheel, but not the driver’s hands that were positioned on the
bottom part of the steering wheel.

Experimental Route. The experiment took place at a large industrial campus and the
surrounding neighborhoods (Fig. 2). The total length of the route was 10.84 km, and the
average time it took to complete the trip wasM= 29.00 min (SD= 3.13 min). The route
was composed of a mixture of suburban and urban roads, with a dominance of speeds
below 50 kmh, except for Mound road. The route included various intersections (seven
right turns, four left turns and three straight roads), two roundabouts and six crosswalks
(Table 1). Nine of the intersections were sign-controlled (i.e., a stop sign or a yield sign),
while fivewere traffic-light-controlled. The study took place in June, with sunnyweather
conditions involving no precipitation.

Fig. 1. The experimental vehicle. A participant is sitting in the left seat, while the driver is sitting
in the right seat. The cardboard partition hides the driver from the participant.

Driving Style. Each participant in the study experienced two consecutive rides, at the
same route. Participants were told that they would experience the same ride using dif-
ferent software, ‘Emma,’ and ‘Joey.’ In the first drive, the driver embraced a relaxed
driving style, in which she accelerated slowly, slowed down early when approaching
intersections, and always stayed in the center of the lane. In the second drive, the driver
drove more aggressively, resulting in harsher accelerations and decelerations, some late
responses and a few intentional lateral errors.
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Fig. 2. The experimental route. Each number along the route indicates an intersection, a
roundabout, or a crosswalk as detailed in Table 1.

Table 1. The list of events along the experimental route

Number Event Number Event Number Event

1 Left turn (s) 9 Crosswalk 17 Right turn (l)

2 Crosswalk 10 Left turn (s) 18 Left turn (s)

3 Crosswalk 11 Right turn (s) 19 Right turn (l)

4 Crosswalk 12 Roundabout 20 Straight (l)

5 Right turn (s) 13 Right turn (l) 21 Roundabout

6 Crosswalk 14 Straight (l) 22 Right turn (s)

7 Crosswalk 15 Right turn (s)

8 Straight (s) 16 Right turn (s)

* (s) – a sign-controlled intersection
** (l) – a traffic-light-controlled intersection

3 Analysis

Due to technical problems with some of the video recordings, we were not able to review
the second drive for six participants. Thus, we reviewed 12 drives with the ‘Emma’
software and six with the ‘Joey’ software, totaling 18 drives (i.e., approximately nine
hours of video). Each video recordingwas reviewed and annotated from a psychoanalytic
perspective.

Specifically, we analyzed the impression of participants’ comments, choice ofwords,
tone, expressions and body language as indications of their structure of experience. As
an additional source of information, we also monitored the communication between
the participant and the experimenters sitting in the back seat. Since psychoanalysis
also emphasizes the non-verbal communication between people (i.e., the projection of
physical needs, wishes and experiences on significant others) and assumes that people
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can feel and react to the other’s mode of experience, we regarded the experimenters’
spontaneous intuition and communication with the participant as an indication of their
own conscious and unconscious estimation of the participant’s experience. For example,
the experimenters might have asked unplanned questions such as ‘would you take such
a vehicle for a cross-country drive?’, or make a comment such as ‘it is totally normal
to feel uncomfortable about this situation’, even though the passenger did not express
out loud any discomfort related to the situation. Our interpretation of these utterances
was aimed at understanding why did the experimenters make that comment or ask that
question at this moment? What was it about the participant’s behavior that made the
experimenters react in that manner and what could that teach us about the participant’s
experience?

Participant’s experiencewas taggedwhenever several sources of information resulted
in similar indications, implying the same mode of experience (e.g., repeated tapping of
a finger, and the use of talk to calm down; both may indicate the Autistic-Contiguous
position). For every location along the route, we annotated the estimated psychoana-
lytical “position” the participant was experiencing at the moment. Whenever we iden-
tified a transition between positions, the recording was reviewed again to identify the
occurrences that caused that transition. When done reviewing the recordings, the factors
leading to these transitions were classified.

3.1 Identifying the Structure of ExperienceWhen Riding an Autonomous Vehicle

In this section, we present three vignettes, each representing a participant who expe-
rienced the drive from the perspective of either the Autistic-Contiguous, the Schizoid-
Paranoid or theDepressive position. For each vignette, we explain what aspects of it have
led us to annotate it as exhibiting its specific position. Then, we examine the transitions
between the positions, and point to three primary triggers that have initiated them.

Vignette 1 – Autistic-Contiguous Position

//The experimenter is querying P13 (a young man) for his opinion about the ride
so far//

Experimenter: “What do you like about the ride?”

P13: “You know, it’s hard to pinpoint that. There are certain people that when
they drive and I’m in the passenger seat I just don’t feel as if they’re in control of
the car, I don’t feel they’re making safe lane changes, I just don’t feel that they’re
really in control of the car and that’s what makes me nervous. I just feel the ride
here is very stable, controlled… It seems to be clear that whoever is driving the
car is aware of what’s going on around them… and it makes me feel a lot more
comfortable.”

//Entering a sub-division//

Experimenter: “We’re in a sub-division now P13, what do you want to tell Emma?”

P13: “You know, watch out for kids playing around and stuff like that, but it seems
she knows all that already”.
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//Approaching a stop sign, the vehicle slows significantly//

Experimenter: “You can see she’s really hesitant there”

P13: “I think that’s very… I like defensive driving and I think that’s a good way
to do it”.

Experimenter: “Don’t you think she’s driving like an old lady from Pasadena?”

P13: “I don’t think it’s so much of an old lady from Pasadena kind of drive, I think
it just feels very controlled and smooth.”

Several aspects in this vignette, which happens about 15 min into the drive, are
characteristic of the Autistic-Contiguous position. The first, is P13’s choice of words.
He repeatedly uses ‘calming words’ such as Smooth, Controlled and Stable. This is
no accident. In his unconscious mind, P13 is seeking assurance of the fact that he
will not be harmed during this experience, and such a fear often triggers the basic
Autistic-Contiguous position. As previously mentioned, this position is characterized
by pre-verbal experiences and once in it, people seek comfort in basic sensory inputs.
In his unconscious attempt to relax his internal discomfort, P13 holds tight to signs
of stability, comfort and smoothness, all of which are indications of primary sensory
calming experiences. Second, P13 is defensive about Emma’s behavior. When in the
Autistic-Contiguous position, people find it as a catastrophe if the object of discussion
might do anything other than taking care of them in a perfect way. If that ever happens,
the person shifts from object-holding to self-holding (i.e., he begins to calm himself
down, in various ways), denying the fact that he is not in control. This appears in the
current vignette whenever something not perfect happens or some dilemma arises, and
P13 hurries to explain and solve it for Emma. When asked what he wishes to tell Emma
about the sub-division, P13 mentions kids playing around, but quickly explains that she
probably knows that already. This is because, in his mind, he cannot hold the idea that
Emma does not know that, and that there might be real danger if kids do jump into the
road.

Also, when the experimenter tries to get him to say something negative about her,
asking if she is driving like an old lady, P13 agrees, but immediately explains that this
is the right way to drive, and that in fact, this is a sign of safety. Finally, although quite
subtle here, we get a glimpse into how P13 perceives Emma. When asked what he likes
about the ride, P13 answers that “It seems to be clear that whoever is driving the car is
aware of what’s going on around them.” The fact that he refers to ‘whoever’ is driving,
and does not use Emma’s name, or any other reference to a specific object (e.g., the
computer, the vehicle, the robot) reveals that Emma is not necessarily perceived as an
independent and clear object in his mind. This is another characteristic of the Autistic-
Contiguous position, in which the distinction of objects as independent beings cannot
be perceived.

Vignette 2 – Schizoid-Paranoid Position

//After a relatively calm first ride, P8 (a middle-aged woman) is now in the middle
of her second ride. She now drives with Joey who is more aggressive than Emma
was. Now, they are approaching an intersection.//
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P8: “OK, you need to slow down a little bit here, fella. Ok, stop. Let’s make a
nice left, not too sharp. Now watch it! Slow, wait a minute here, slow down before
making a right, people are crossing, stop! Yield, let them clear, now proceed. You’re
going too close to that sign, buddy! No, no… his turn ability is too sharp, and for
some reason, he likes to stay to the left of the road near the curb, he doesn’t want
to drive in the center, and that stresses me out!”

Experimenter: “We’re coming to a T intersection.”

P8: “Ok, we need to slow up! Slow up a bit here, ok, slow up buddy, ok slow, hey
hey hey! I would have done it a little bit slower.”

This is a typical vignette for a participant who is experiencing the drive while in the
Schizoid-Paranoid position. First, it seems that unlike P13 in the previous vignette, P8
perceives the vehicle (Joey) as a part-object. She talks to him and talks about him, trying
to affect his behavior, and it reflects the fact that in P8’s mind, Joey is an object that
makes actions and can be interacted with. However, for a relatively long period (starting
before and ending after the vignette), P8 has only bad things to say and only expresses
concerns and worries. This is a characteristic of the Schizoid-Paranoid position, where
objects are split into good and bad. P8 cannot hold the idea that Joey is a good object (or
driver) at times, and a bad object (or driver) at other times, and so she only pays attention
to the negative things he does. In her mind, at that moment, this is all there is and Joey
never does anything good. In fact, she perceives him as so bad that she believes his bad
behavior is not a result of his capabilities, but of his bad intentions (e.g., “he likes to stay
to the left of the road near the curb, he doesn’t want to drive in the center”).

Finally, as in the previous vignette, we learn a lot by examining P8’s choice of words.
P8 is referring to Joey as a ‘fella’ and a ‘buddy.’ She never used these words during her
first ride with Emma and when using them now, it sounds as if she is trying to calm a bear
or a lion that is approaching her and threatens her. It is the kind of language one might
use when the words are intended to calm himself rather than the animal approaching
him.

Vignette 3 – Depressed Position

//Approaching a four-way intersection//

P11: “Approaching an intersection right here, two cars are coming towards us,
we’re also approaching the railway tracks, slow down a little bit”.

Experimenter: “So what’s on your mind, P11?”.

P11: “Actually, I just want to ask her a bunch of questions, see what she can
respond to”.

In this short vignette, two factors suggest that P11 is probably experiencing the
Depressive position. First, unlike people in the previous two vignettes, he does not
merely command Emma to slow down; he advises her about the things that led him to
ask her to do it. Hementions the oncoming cars and the railway tracks. This is something
similar to a driving instructor talking to a younger student and it reflects the fact that in
P11’s mind, Emma has a mind of her own and a distance from his experience. Emma
is a separated object with her own perceptions and thoughts. P11’s wish to ask Emma
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questions to see what she can respond to may suggest an intellectual way of controlling
his fears.

3.2 Transitions Between the Positions

Asmentioned, we analyzed a total of 18 drives. For each of them, we generated represen-
tations of participants’ estimated position along the route, and the locations where transi-
tions between positions were identified. Figure 3 shows four examples of these represen-
tations (of participants 5, 8, 12 and 13). The figure shows a position-timeline that reflects
the positions participants experienced throughout the drive. The timelines show that par-
ticipants varied greatly in their experience, both in terms of the positions theywere in and
in the number of transitions they made between them.

Fig. 3. Four examples of the positions participants were in during the ride. The numbers at the
bottom represent the event along the route (see Fig. 2). The examples shown here are those of
participant 5 (a), participant 13 (b), participant 12 (c) and participant 8 (d).
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Our results suggest that despite occurring in various locations and different timings
along the drive, all 47 transitions that we identified were, eventually, initiated by three
fundamental triggers: (1) Vehicle behavior, (2) Interaction with the experimenter and (3)
Driving environment. Table 2 summarizes the findings regarding the 47 transitions in
terms of the ‘from’ and ‘to’ transitions, the trigger for the transition, and the event where
the transitions occurred (a right turn, a left turn, a straight intersection, a roundabout or
a crosswalk).

Table 2. A summary of the 47 transitions, based on the ‘from’ and ‘to’ positions, the trigger for
the transition and the type of event where the transitions occurred

Positions Right turns Left turns Straight
intersections

Roundabouts Crosswalks Totals

Autistic->
Schizoid

B – 2
X – 3

X – 5 X – 2 B – 1
X – 1

B – 4
X – 11
E – 1

Autistic->
Depressive

E – 1 E – 1 B – 1 B – 3 B – 4
E – 2

Schizoid->
Autistic

B – 1 B – 5
E – 1

E – 1 B – 6
E – 2

Schizoid->
Depressive

E – 2 B – 3 B – 1 B – 1 B – 5
E – 2

Depressive->
Autistic

B – 1 E – 1 E - 1 B – 1
E – 2

Depressive->
Schizoid

B – 1
X – 3
E – 1

X – 1 X – 1 B – 1
X – 5
E – 1

Totals B – 5
X – 6
E – 4

B – 8
E – 2

B – 1
X – 6
E – 1

B – 1
X – 3

B – 5
X – 1
E – 2

B – 21
X – 16
E – 10

* B – transitions triggered by a change in the vehicle’s behavior
** X – transitions triggered by an interaction with the experimenter
*** E – transitions triggered by a change in the environmental situation

Vehicle Behavior (21 Transitions). Transitions between all three positions and in both
directions occurred primarily due to vehicle behavior. For example, a passenger that
feels very frightened and threatened by the situation might be in the Autistic-Contiguous
position, experience every stimulus around her as a critical threat and be very sensitive to
sensual inputs. However, if the vehicle’s behavior is safe, constant and provides a sense
of security, this may cause the passenger to transition to another position and experience
the vehicle as an independent object that allows a healthier interaction. On the other
hand, a sequence of actions that are perceived as dangerous or unexpected might make
a passenger transition to a position in which the experience is less developed and more
threatening.
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Interaction with the Experimenter (16 Transitions). This transition often occurred
when participants were experiencing the drive in either the Autistic or the Depressive
positions, as a defense mechanism. When using a position as a defense mechanism,
a person may (unconsciously) avoid a transition into a different position to avoid dis-
comfort. This idea is based on Freud’s claim that the mind (i.e., the ego) protects itself
from an inconvenient environment by widening the gap between reality and the internal
mental life.

For example, participantswho stayed firm in theDepressive position had trouble con-
necting to the drive, and experienced it as if it was some intellectual thought experiment,
not acknowledging the fact that they were, in fact, sitting in an actual car, driving on the
streets, and without any control what so ever. This kind of defense mechanism helped
them not to experience any discomfort, because, for them, the fact that the situation was
unreal meant that they were never in real danger. In contrast, other participants used
the Autistic-Contiguous position as a defense mechanism. These passengers ‘refused’
to perceive the vehicle as an object on its own, and kept talking about themselves and
the vehicle as one unit. Moreover, to avoid the discomfort that could have arisen if they
believed that the vehicle might err, these participants made excuses for every uncom-
fortable decision or action (i.e., “this was uncomfortable, but I am sure no human driver
would have done it better”).

Participants in the study, whether using the Depressive or the Autistic-Contiguous
positions as defenses, made a tremendous unconscious mental effort to ignore and to
suppress any feeling of emotional discomfort. Nevertheless, in all of these cases, the
change in positions eventually occurred when the experimenter talked to the passengers
and asked them about or made a comment regarding a possible discomfort the ride may
cause. Surprisingly, this kind of comment (e.g., “this maneuver was quite discomforting,
right?” or “are you comfortable with being driven, here, on the highway?”) seemed to
allow participants to acknowledge their discomfort. Often, this simple question did not
only lead to an answer that acknowledged a feeling of discomfort they were not aware of,
but alsomade participants realize that in fact, they felt discomfort, and that it is reasonable
to experience it. This acknowledgment raised their discomfort to a more conscious level,
and often led to a transition from the Autistic-Contiguous or the Depressive positions
to the Schizoid-Paranoid position. As a result, participants seemed relieved and more at
ease then they were just moments before.

Driving Environment (Ten Transitions). Mostly, transitions of this type happened
when participants noticed a change in the demands set by the environment and the
driving situation, and were not sure whether the vehicle is capable of handling them.
For example, a passenger could feel safe and confident driving in a simple and isolated
residential environment, and experience the ride in the Depressive position. However,
when they later approach a busy highway (such as when approaching event 13, turning
right onto a highway), the passenger’s attention is drawn to the more hectic driving
environment and the experience becomes focused on the immediate, the near and the
threatening.
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4 Discussion

The goal of this paper was to exhibit the applicability of psychoanalytic thinking to
the domain of people’s interaction with technology and automation. The psychoanalytic
perspective was applied to explore passengers’ emotional experiences when riding fully
autonomous vehicles. To capture these unique experiences, we propose a framework
that consists of the three positions and emphasizes the transitions between them, as well
as the triggers that initiate these transitions (see Fig. 4).

Fig. 4. A framework for the structure of experience when riding autonomous vehicles. The lines
represent transitions between positions, and the triggers that may initiate such a transition. The
numbers in parenthases are the number of transitions of that type that were observed in the current
study.

The three positions framework allowed for a classification of passengers’ subjec-
tive emotional state-of-mind (‘position’) and was also used to identify the factors that
help cause passengers to transition, pull out of stagnation and move between positions.
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Potentially, this psychoanalytic viewpoint allows for a better understanding of passen-
gers’ emotional experience, discomfort and defenses, conscious and unconscious, and
informs on new ways to address these mental states.

By understanding the mode of experience a passenger is in, we can infer on the
state of subjectivity, object-relations, defenses and anxieties. For example, while in
the Depressive position, the passenger may have a more intellectual view of the ride,
be more receptive to data, information and displays, and be more inclined to learn
symbolically about the vehicle’s ‘mentalmodel.’ A passenger in theAutistic-Contiguous
position, which perceives the situation more sensually, may feel overloaded if provided
with information and displays, and instead, prefer sensual comfort such as adjusting
temperature or sound [4]. For a passenger in the Schizoid-Paranoid position, emotions
are the best way to address his concerns, for good or bad. Factors such as the information
provided to each passenger, the mode of communication and its timing, can be adjusted
based on these understandings to generate an interaction that fits their current mode of
experience.

The current approach aims for different effects than those studied by traditional
inspections of discomfort, and attempts to identify and reduce the discomfort caused by
deeper psychological effects, such as the mental effort put into psychological defense
mechanisms.

5 Conclusions

The psychoanalytic approach discussed here is used primarily in a therapeutic context
as a means to assist people in overcoming mental difficulties and pathologies. However,
as we have tried to show in this paper, the study of the structure of experience and its
encapsulation in the proposed framework allows the exploration and investigation of
the emotional aspect of human experience in the context of technology in general and
autonomous vehicles in particular.

The framework we have chosen to adopt, consisting of the three modes of generating
experience (the three positions), the transitions between them and the triggers, allows
for a methodological observation and framing of passengers’ experience in autonomous
vehicles. Moreover, this paper has shown how this psychoanalytic framework could be
put into a formal representation.

Finally, apart from this paper’s relevance to the study of passengers in autonomous
vehicles, this is also, as far as we know, the first attempt of applying psychoanalytic
thinking to the study of people’s interaction with technology. Freud himself argued that
“the use of [psycho]analysis for the treatment of neuroses is only one of its applica-
tions; the future will perhaps show that it is not the most important one” ([7], p. 248).
And, whereas by ‘applications’ Freud referred to fields such as politics, economics and
sociology, the current paper shows that it is applicable in other domains as well.
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Abstract. This research investigates a type of connection between passengers
from trajectory data tracked in smart card automatic fare collection systems. Such
connection is present if two passengers share trajectories with exact the same
spatiotemporal footprints, and its presence implies that focal passengers practically
accompany one another on their whole journeys. The connection yields social
networks that potentially improve understandings in human mobility because the
simultaneous spatial and temporal proximities between those passengers further
imply common travel demand and similar mobility pattern. We demonstrate how
to extract such connections and then how to build social networks by providing
detailed algorithms and performing them on a field data set. Significant time
variance is observed regarding different time points or time durations. Evolution
of network structures in consecutive fixed-width time windows and in increasing
time durations is also illustrated.

Keywords: Smart card data · Trajectory mining · Social network · Network
evolution

1 Introduction

Smart card automatic fare collection systems have been widely implemented in public
transit systems for easier, faster andmore convenient fare payments (Pelletier et al. 2011).
Those systems typically generate large data sets tracking passengers’ travel activities,
e.g. route choices and boarding times. Passengers’ travel activities delineate trajectories
with both temporal and spatial footprints, which represent passengers’ appearance at
certain time points and locations. Trajectories presumably hold extensive knowledge on
individual’s interests and behaviours. Overlapping of trajectories hence implies similar-
ity of interests and behaviours to some extent. Several different types of overlapping has
been long time highlighted in literature, namely, co-location in space, co-existence in
time, co-incidence in space and time, and lagged co-incidence (Andrienko et al. 2008).
It further induces social connections of certain strengths between passengers whether
some type of overlapping occurs. For example, Sun et al. (2013) extracted a type of
connection by detecting whether two trajectories share a common time duration and a
common spatial displacement in a common route, also known as an in-vehicle encounter,
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and thereby built social networks. Those networks reportedly help managers understand
dynamic of various diffusion or spreading processes, e.g., information dissemination
and contagion of infectious diseases.

We in current study extract a type of social connection by detecting whether two
trajectories have exactly the same temporal and spatial footprints. Compared to an in-
vehicle encounter, it is a stronger social tie because it extends possibly partial overlapping
of trajectories to completely coincidence. We might as well call it an on-journey accom-
panying. Figure 1 sketches the discussed two types of social connections. Two groups
of trajectories, namely, trajectories 1 and 2, and trajectories 3, 4, and 5 respectively
yield the in-vehicle-encounter connections, whereas, only trajectories 3 and 4 yield the
on-journey-accompanying connection.

Fig. 1. Trajectories yielding different connections.

As addressed by Sun et al. (2013), the in-vehicle-encounter connections yields a
temporary small in-vehicle community featuring close physical proximity. Focusing
on the on-journey-accompanying connections dissolves the small community into sev-
eral proximate but disconnecting neighbourhoods. Hence, the focal connection poten-
tially offers an approach to understand aforementioned diffusion or spreading processes
anatomically.

Since those who share similar trajectories are likely to have common interests and
behaviours (Zheng et al. 2011), the on-journey-accompanying connection presumably
acts as a reciprocal relation between passengers. Passengers potentially interact face-
to-face, or make one another familiar, even when they have not yet known each other.
Based on such relationship, trajectory-induced and time-resolved social networks may
consequently be constructed. We demonstrate how to build such networks in this paper
by providing detailed algorithms and performing them on a field data set. Instantaneous
network, despite at what time it is observed, consists of numerous fully connected sub-
networks. Cumulative networks grow over time as social ties emerge and bridge different
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passengers and communities. Evolution of network structures over time is investigated
as well to illustrate an anatomical point of view.

2 Related Works

Trajectory is the spatiotemporal path made by a moving entity regarding displacement
in geographical space and duration in timescale. It has been widely acknowledged as
a proxy in analysing human mobility to improve applications in many areas such as
transportation (Chen et al. 2016; Marković et al. 2018), epidemiology (Eubank et al.
2004;Balcan et al. 2009), and social sciences (Schich et al. 2014). Besides those obtained
fromSCAFC systems in public transits, trajectories fromvarious other sources have been
employed in literature including bike trajectories (Oliveira et al. 2016; Bao et al. 2017),
taxi trajectories (Yuan et al. 2010; Al-Dohuki et al. 2017), in-door walking trajectories
(Youssef et al. 2007), and mixed-mode cell phone trajectories (Song et al. 2010).

Combining contextual data, such as locations and travel times, upgrades trajectories
from rawmovement data to semantic information. Parent et al. (2013) provided a survey
on such semantic view of trajectories, and illustrated corresponding approaches ranging
from trajectory reconstruction through trajectory classification to trajectory knowledge
discovery. Analysing trajectories semantically hence leverages behavioural knowledge
conveyed either explicitly or implicitly to understand the underlying driven force. For
example, Zeng et al. (2017) explored the relationship between humanmobility and points
of interest, which characterize purposive activities.

The prominent potential of trajectories and their growing availability escalates pop-
ularity of trajectory mining. Defining a trajectory as a sequence of triples consisting of
2-D spatial coordinates and a timestamp, Giannotti et al. (2007) developed a trajectory
pattern mining approach with regions-of-interest, and empirically evaluated algorithms
proposed on real-world data. Frameworks, models and algorithms have been proposed
to predict location (Ying et al. 2011) and route (Chen et al. 2010), detect risk (Tsumoto
and Hirano 2011), and discover life pattern (Ye et al. 2009) among many other applica-
tions. Zheng (2015) gave a comprehensive review on trajectory mining, and proposed a
paradigm in which he identified several major mining tasks, namely, trajectory uncer-
tainty, trajectory patternmining, trajectory classification, and trajectory outlier detection.
Interested audience may refer to the review and references therein.

Social dynamics or social ties could presumably be derived from trajectories since
then convey extensive knowledge on individual’s interests and behaviours. Eagle et al.
(2009) examined the predictability in social ties by analysing physical proximity from
trajectories, and demonstrated a 95% accuracy based on their observations. Subsequent
investigations, e.g. Cho et al. (2011) and Wang et al. (2011), has repeatedly verified
the predictive power, by finding that similarity between trajectories strongly correlates
with social proximity. Wang et al. (2011) further disclosed a substantial power of such
correlations in predicting development of new links in a social network. At this regard,
the similarity between trajectories act as a social connection between individuals. Xiao
et al. (2014) proposed a framework consisting of several algorithms based on matching
trajectories to infer such social connections from trajectory data.
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Interdependency between individuals regarding such social connections drives a
social network. Coining the term location-based social networks, Zheng (2011) dis-
cussed perspectives of individuals and locations, and demonstrated research topics and
applications accordingly. Upon such trajectory-based social networks, scholars have
conducted various conventional research interests could be conducted as well, for exam-
ple, to detect communities (Liu and Wang 2017). Based on a semantically trajectory
matching, Sun et al. (2013) constructed both instantaneous and cumulative social net-
works in the context of public transit, and analysed their statistical characteristics and
evolution.

3 Method

3.1 Data

Data to support the current study come from a SCAFC system installed at Chengdu, a
top metropolitan area in China. Local public transit authority in Chengdu has operated
a Bus Rapid Transit (BRT) system since 2013. The BRT system runs on the Second
Ring Elevated Road of the city, and serves a circle route with 29 stops. The SCAFC
system tracks trajectories from passengers’ transactions, a sample of which is displayed
in Table 1. No personal demographic information has ever been collected or stored in
the focal SCAFC system, nor in our data set. Hence, the data is strictly anonymous.

Table 1. A sample record.

Field Description Sample response

Card ID A unique number for each smart card 6100000103003403

Start time Time when the trip starts 2013-06-11 06:28:01.000

End time Time when the trip ends 2013-06-11 06:43:19.000

Start stop ID A unique number for origin stop 0001

End stop ID A unique number for destination stop 0003

3.2 Trajectory Representation and Comparison

A trajectory in current study is a sequence of locations with timestamps. A location
here is a specific geospatial point indicating a BRT stop. Formally, we have following
definitions.

Definition. Denote S as a finite set of locations which may be described by its latitude
and longitude. Let d be a positive integer indicating card ID, l be a positive integer
indicating length of trajectory, si (i = 0, 1,…, k) be a stop from S, and ti (i = 0, 1,…, k)
be a timestamp with ti < ti+1 for any 0 < i < k. Then, a trajectory T = {d, (s0, t0), (s1,
t1), …, (sl, tl)}, i.e., it is a sequence of spatiotemporal pairs plus a header ID tag.
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A trajectory hence has a sequence of stops and a sequence of timestamps. Two
trajectoriesmay overlap each other regarding their sequences of stops and/or timestamps.
Following Andrienko et al. (2008), many types of overlapping possibly take place. Two
types of overlapping, among many others, are of most interest for our purpose, namely,
spatial-equality and temporal proximity.We respectively give definitions of the two types
of overlapping below and propose algorithms to detect them.

Definition. Two trajectories T and T′ are spatial-equal if and only if l = l′ and si = s′i
for all 0 < i < l.

The following algorithm detects spatial-equality between two trajectories.

Algorithm 1: Detecting spatial-equality
Ti, Tj: Two trajectories
SEij: Indicator for spatial-equality
function SE:DETECTION(Ti, Tj) 

if di=dj then
SEij ← NIL

else if si
k=sj

k for all 0<k<l then
SEij ← TRUE

else
SEij ← FALSE

end if
end function

Definition. Two trajectories T and T′ are temporal-proximate with respect to δ if and
only if |ti − t′i | < δ for all 0 < i < l.

The following algorithm detects temporal-proximity between two trajectories.

Algorithm 2: Detecting temporal-proximity
Ti, Tj: Two trajectories
δ: Temporal tolerance
TPij: Indicator for temporal-proximity
function TP:DETECTION(Ti, Tj, δ) 

if di=dj then
TPij: ← NIL

else if {|ti
k - tj

k| <δ for all 0<k<l} then
TPij: ← TRUE

else
TPij: ← FALSE

end if 
end function

Note that we detect temporal proximity other than equality. It is because that a single
smart card sensor employed in the SCAFC system can only process one boarding or
alighting request at a time. Hence two trajectories tracked from smart card data can
hardly be temporal-equal due to obvious time lag between two passengers.
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3.3 Extracting Trajectory Ties

After detecting both spatial-equality and temporal-proximity regarding each pair of
trajectories, we are capable to extract the social connection of on-journey accompanying.

The following algorithm calls Algorithm 1 to detect spatial-equality and Algorithm
2 to detect temporal-proximity between each pair of trajectories, and then generates
social connections where applicable.Weight of each connection between two passengers
is designated to count how many pairs of their trajectories are both spatial-equal and
temporal-proximate.

Algorithm 3: Extracting on-journey accompanying ties
T = {Ti| 0<i<M }: Set of trajectories
δ: Temporal tolerance
w(d,d'): Weight of the social tie between passengers with ID d and d'
function ExtractTies(T,δ) 

w(d,d') ← 0 for all d and d'
l ← 0
while l<M do

k ← l+1
while k<M+1 do

SElk ← SE:DETECTION(Tl,Tk) 
TPlk ← TP:DETECTION(Tl,Tk,δ) 
if SElk=TRUE and TPlk=TRUE then

w(dl,dk) ← w(dl,dk)+1
end if
k ← k+1

end while
l ← l+1

end while
end function

3.4 Constructing Social Network

A social network whose nodes represent passengers and edges represent the on-journey-
accompanying connections could then be constructed. The network apparently depends
on the specified value of temporal tolerance δ, because it significantly affects detecting
temporal-proximity and in turn extracting social connections. An over-large tolerance
presumably responds falser positive in detecting social connections despite it yields a
denser network. An over-small tolerance, in the opposite, mistakenly excludes most
viable edges. We adopt a tolerance of 5 min in the current study based on our knowledge
of local BRT vehicle schedules. For application in other scenarios, methods such as field
observations and/or experiments could refine the value.

Given temporal tolerance δ being 5 min, Algorithm 3 extracts social connections
from trajectories and weight each of them. From those weights, an adjacency matrix to
represent a social network could readily be induced.
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4 Results

4.1 On-journey Accompanying Networks

Social ties between passengers generated from the on-journey-accompanying connec-
tions construct time-resolved social networks. Similar as in Sun et al. (2013), the instan-
taneous network at a specific point of time consists of some fully connected subnetworks
and numerous unconnected nodes. Apparently, only those who are travelling in a sin-
gle vehicle could possibly connect each other. However, few connections sometimes
could actually exist and be detected because passengers who encounter each other in the
same vehicle are not necessarily sharing their whole journeys. By contrast, passengers
in the same vehicle always connect each other if considering the in-vehicle-encounter
connections instead. At this regard, the focal network is much sparser.

As the observation window expands from a time point to time durations of increasing
lengths, more and more fully connected subnetworks emerge, and cumulated social
connections gradually bridge them. Following Fig. 2 shows examples of cumulative
networks corresponding to four different time durations. The four panels respectively
represent cumulative networks observed from 7 am to 8 am, to 12 pm, to 18 pm, and
to 22 pm on July 1, 2013. Unconnected nodes are not illustrated. As shown in the

(a) 1 hour (b) 5 hours

(c) 11 hours (d) 15 hours

Fig. 2. Cumulative networks corresponding to four different time durations
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panels, connections and connected nodes first emerge in the morning rush hours, and
their numbers grow gradually along the whole day.

The first paragraphs that follows a table, figure, equation etc. does not have an
indent, either. We further illustrate growth of the cumulative networks in Fig. 3. The
upper panel shows growth of connected nodes, while the lower one shows growth of
connections. In either panel, the left axis corresponds to the bar chart of increments in
each half-an-hour, and the right axis corresponds to the line plot of cumulative numbers.
Growth of the cumulative networks, either in nodes or in connections, mostly takes
place in rush hours. Moreover, number of connected nodes and that of connections grow
synchronously. A linear regression indicates that the two numbers are highly correlated.
If we predict number of connections from number of connected nodes, the coefficient
of determination (R2) is 0.9984, and the slope is 15.523. In other words, each passenger
approximately connects 15.523 other passengers once he or she is connected.

Fig. 3. Growth of the cumulative networks

The discussed daily cumulative networks are similar for every weekdays at aggre-
gated level. At individual level, however, local structures are probably prone to change.
Regarding each passenger, other passengers who ever share the whole journey with him
or her in each two consecutive weekdays are probably different. Figure 4 shows an
example observed from July 1, 2013 to July 5, 2013. Among those days, July 1, 2013
is a Monday. The red node in all six panels is a passenger picked from the data set. The
first five panels respectively illustrate nodes that directly connect the red node in the
daily cumulative network from Monday to Friday. The last panel, meanwhile, illustrate
nodes that directly connect the red node in the 5-day cumulative network, wherein con-
nections in each day are coloured differently. It is obvious that those who connect the
focal passenger almost change every day. Among the 44 passengers who ever shared
their journeys with the focal passenger in Monday, only 13 passengers kept in Tuesday.
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The number declined to 8 if considering consecutive 3 days, and to merely 1 for 4 days
and 5 days. At this regard, the spatiotemporal regularity of passengers is relatively weak.
Comparing the loose social acquaintances driven by the in-vehicle-encounter connec-
tions Sun et al. (2013), few passengers make one another more familiar through the

(a) Monday (b) Tuesday

(c) Wednesday (d) Thursday

(e) Friday (f) Total

Fig. 4. Cumulative networks in five consecutive weekdays (Color figure online)
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on-journey-accompanying connections. On the other hand, passengers repeatedly hav-
ing on-journey-accompanying connections are presumably more similar, which may
help managers to recommend products or to predict linkage.

4.2 Temporal Evolution of Network Structures

Public transit usually has a strong daily pattern from morning peak through daytime
plateau to evening peak. Changing intensity of passengers’ travels and transfers pre-
sumably, affect structures of the on-journey-accompanying networks. We observe the
cumulative networks in 2-h time windows moving from morning to evening, and only
consider nodes and connections emerging in the time window when constructing the
cumulative networks. This approach enables us to understand temporal evolution of net-
work structures anatomically. Figure 5 shows evolution of the cumulative network over
timewithin a single day. Each column of bars represents an observation of the cumulative
network in a specific time window. Sizes of connected components are categorized into
seven levels, namely, less than 2 (i.e., unconnected), exactly 2 (i.e., a pair of connected
nodes), 3–50, 51–100, 101–150,151–200, and more than 200 nodes. Label of each bar,
from 0 to 6, respectively represents those levels. Length of each bar represents corre-
sponding proportion in the total number of passengers observed in the time window.
The grey bands illustrate node flows between each two observing time points, and their
widths are proportional to volume of flows. The most impressive observation from the
figure is that most passengers are unconnected in each time window during the whole
day. The proportion of those passengers, however, evolves from morning to evening. In
rush hours more passengers are connected. The largest proportion of connected passen-
gers in each time window are in subnetworks of less than 50 nodes. Another observation
is that connected subnetworks larger than 100 nodes only appear during the morning
peak or evening peak. The two further disclose that the network practically consists of
numerous small-sized connected subnetworks, and large connected components appear
only in rush hours. The figure also displays birth and death of connected components
over time.

Fig. 5. Evolution of network structures in moving time windows

We further examine evolution of network structures as the observation time duration
grows. Emerge of new connections presumably bridges existing connected components
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and gives birth to larger components. Figure 6 shows how connected components gradu-
allymerge into larger ones in a single day. Each column of bars represents an observation
of the cumulative networks. Increment of time duration between two consecutive obser-
vations is 1 h. Sizes of connected components are categorized into 8 levels, namely,
less than 2 (i.e., unconnected), exactly 2 (i.e., a pair of connected nodes), 3–50, 51–
100, 101–500, 501–1,000, 1,001–5,000, 5,001–10,000, and more than 10,000 nodes.
Label of each bar, from 0 to 7, respectively represents those levels. Length of each bar,
meanwhile, indicates proportion in total node numbers of each level. The grey bands
illustrate node flows between each two observing time points, and their widths are pro-
portional to volume of flows. At the very beginning, almost all nodes are unconnected.
Connected components containing exactly 2 or 3–50 nodes appear throughout the day.
Actually, more than half passengers are in those very tiny components at the end of the
day, which is similar as the networks in a 2-h time window. The different part is that a
huge connected component appears and gradually grows over time. At the end of the
day, the second largest portion of passengers are in a very huge component consisting
of more than 10,000 nodes. Components of sizes between the two extremes can hardly
be observed. The cumulative network at the end of the day turns out to consist of a very
huge connected component and numerous very tiny ones.

Fig. 6. Evolution of network structures in increasing time durations

5 Conclusions

Overlapping of trajectories suggests a co-incidence in space and time. Compared to
previous investigations on partial co-incidence in space and time, e.g., the in-vehicle
encounter, the on-journey accompanying suggests a stronger spatiotemporal relation of
full co-incidence, namely, the two passengers always attain same positions at the same
time in the same vehicle. The on-journey-accompanying social connections extracted
from smart card data have potentials in understanding human mobility and interactions.
We employ the proposed algorithms to extract them from the field data set, and build
both instantaneous and cumulative networks based on them in the current study.

Significant time variances are present if building the networks regarding different
time points or different time durations. Passengers probably are in different on-journey
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communities from morning to evening, or from Monday to Friday. Some passengers,
however, may find some others frequently accompany them on their whole journeys. For
example, a passenger accompanied the focal one in the whole week as shown in Fig. 4.
These frequent interactions presumably imply strong similarities between passengers
and have potentials in predicating consumer behaviours in other areas.

Birth and death of the on-journey-accompanying social connections drive evolution
of network structures over time. Intensive social interactions are present in morning and
evening rush hours, and huge connected components emerge then. The networks decay
into numerous small-sized connected components after the rush hours. Despite their
loose distribution, connections outside rush hours possibly implymore close relationship
between passengers. Because fewhome-workplace transits take place outside rush hours,
passengers are less likely to acquaint one another due to those relatively regular travels.
As a result, these connections are more likely to be strong ties.

Our findings shed light on potentials of the on-journey-accompanying social connec-
tions, and call further investigations to explore more applications of such connections
and consequent social networks.
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Abstract. With autonomous vehicle technology on the rise, there are many ques-
tions about its possible applications and its procedures. In this study there was
a focus on using autonomous technology to aid in protect drivers with certain
medical conditions that can cause unsafe driving conditions. A scenario was cre-
ated for this study, which was explained to users. This included a vehicle being
pulled over using autonomous methods when a medical anomaly is detected. This
scenario allows the examination of the preferred alarm systems of users to alert
them of self-driving technology during a medical emergency. To determine this,
a user study was conducted to evaluate the preference which included 21 partici-
pants. Volunteers in this study drove a simulation and were presented with several
different icons and alarms based upon vehicle standards. Results showed that an
alarm tone was more noticeable and comprehendible than a blinking effect. Also,
a preferred textual icon was found among the participants.

Keywords: Autonomous · Vehicles · Safety

1 Introduction

There are many factors that may occur while driving that can increase the risk of an
accident. Many are preventable, but how can situations that cannot be foreseen be pre-
pared for? This is a reality for people with certain medical conditions. In a study from the
NationalHouseholdTransportationSurvey, 1.3%of all reported drivers had amotor vehi-
cle accident caused by their medical condition (Hanna 2009). If there were autonomous
technologies in these vehicles that could pull over the vehicle for a driver when amedical
emergency occurs there is a potential for less of these accidents. Within this study, the
focus is to determine the most effective alarm to alert the driver experiencing a medical
emergency that a self-driving system is pulling over the vehicle. The emergency in our
study has been defined as a medical anomaly that leaves the driver unable to maintain
control of the vehicle in order to pull over safely.

If a method to pull over the vehicle in a manner that is safe and comfortable for the
user can be defined, it could create opportunities for many people. It may change the
mind of those who have given up driving due to medical conditions. Corey Harper and
the other authors of their article have shown how autonomous vehicles could increase
transportation for the elderly, those with medical restrictions on driving, and just general
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non-drivers (Harper et al. 2016). With the response system this study working to define
it may be a way to have those who decided to stop driving, like in those Harper’s study,
feel more comfortable getting behind the wheel. This could also be useful for those that
didn’t know that their medical conditions make it unsafe for them to drive. In the article,
“Medical Restrictions to Driving: The Awareness of Patients and Doctors” the authors
evaluate that many patients have difficulty estimating their ability to drive (Kelly et al.
1998). In addition, their study showed that not all doctors and appropriately advised
these patients who are having trouble deciding if they should drive. This system could
be what keeps the unknown patient from having a medical-related car accident.

In this study, an open source driving simulator was used to create a driving envi-
ronment. With this, several different methods were created to alert the user, and then
pull the simulated car over with hopes to identify an effective alert system for these
safety procedures. An effective alert during the autonomous methods will ensure that
the user can safely identify that the vehicle is being pulled over for them without caus-
ing additional stress. Participants in the study drove a simulation using a monitor and a
connected steering wheel and pedals. After the simulation, a survey was given to inquire
the participant’s opinion for each of the alerts that were shown.

2 Literature Review

The decision of whether or not to drive has been investigated by several researchers
with a focus on those with restrictive medical conditions. Rosemary Kelly, Timothy
Warke, and Ian Steel in their article, “Medical Restrictions to Driving: the Awareness
of Patients and Doctors” research the awareness of doctors and their elderly patients on
their knowledge of their medical restrictions on driving (Kelly 1998). This study gave a
questionnaire to 150 patients and 103 of them thought that they were eligible to drive.
However, 48 of those 103 patients had a medical restriction on driving. The authors of
this study have concluded from the results that patients have a hard time knowing if
their medical condition inhibits them from driving. Additionally, they report the doctors
at the clinic researched had poor knowledge on medical restrictions for driving. This
gave concerns about the knowledge of other medical professionals to correctly advise
patients to not drive.

Another study focuses on how patients with intractable epilepsy decide to drive even
when it is discouraged by a medical professional. In Noah J. Webster, Peggy Craw-
ford and Farrah Thomas’s article, “Who’s Behind the Wheel? Driving with Medically
Intractable Epilepsy”, researchers took a sample of patients from the Cleveland Clinic
Epilepsy Center with valid licenses and investigated what demographics affected the
decision to drive (Webster et al. 2011). The results of their study showed that around
one third of their population continued to drive. Additionally, 30% of the patients in
the study had reported continuing to drive even after having had a seizure-related motor
vehicle accident. Out of the patients questioned for the study who have had multiple
seizure-related motor vehicle related accidents, 90% decided not to continue driving.
The authors were able to confirm their hypothesis on the decision to continue driving
being not only related to having multiple seizure-related motor vehicle accidents, but
also to employment. They furthered this by finding that those who worked full time and
had little means of alternative transportation were more likely to drive.
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These two articles have shown difficult decisions those with restrictions on driving
face. People with these conditions first must decide whether or not to drive. Then if they
decide to not drive, it must be figured out how they will get around with these driving
restrictions in a modern society that almost depends upon vehicular travel. Some do not
even get the option to drive if their conditions are severe enough due to safety focused
laws and regulations. With this, researchers have begun to access how new technologies
can potentially increase travel and safety.

Corey D. Harper and the other authors of the article, “Estimating Potential Increases
Travel with Autonomous Vehicles for Non-Driving, Elderly and People with Travel-
Restrictive Medical Conditions” report on the possible increase of travel in different
demographics due to autonomous technology. The authors state that, “The results from
this analysis are intended to provide insight on themagnitude of potential future increases
in total travel demand from these underserved populations under vehicle automation.”
(Harper et al. 2016). With using the National Household Transportation survey from
2009 as the primary source, this study found that non-drivers, the elderly, and people
with driving restrictions due to medical conditions will have an increase in travel if
autonomous vehicles are introduced. Females would have the largest increase in vehi-
cle miles traveled, the results showed, and working age adults would have the most
increase in magnitude. Additionally, the study concluded that light-duty vehicle travel
may increase by 14% and non-drivers would increase light-duty vehicle travel by 9%.

In Brian Reimer’s article, “Driver Assistance Systems and the Transition to Auto-
mated Vehicles: A Path to Increase Older Adult Safety and Mobility?” he discusses
how using an advanced driver assistance system (ADAS) will aid the transportation of
those who no longer drive due to age or medical conditions (Reimer 2014). He uses
the National Highway Traffic Safety Administration’s system of classifying automated
systems on a level between zero and four. At level zero, the system will only provide
information but has no control over the vehicle. Level one, a step up, will expect the
driver to continue to give their attention to driving the vehicle, cruise control is an exam-
ple of this. As the levels progress to four, the driver gives less oversight and more trust
to the automated system to drive the vehicle. Reimer acknowledges that current tech-
nology has not reached the fourth level of automation, and urges that drivers be better
educated on the lower levels of automated technology that currently exist within their
vehicles. Many currently are hoping for fully automated cars, he wants more education
on the current ADAS available that will be able to support many of the current safety and
mobility needs. With level 4 ADAS not being available anytime soon, he suggests that,
“Policymakers, researchers, and industrialists should focus on developing a cohesive
vision for increased vehicular automation that promotes, where effective, the utilization
of current safety systems to reduce traffic fatalities, personal injury, and property dam-
age” (Reimer 2014). With the populations’ hopes for increasing travel through ADAS,
he recommends that drivers be educated on the reality of the technology along with
supporting policies for regulations on this technology.

Harper et al. (2016) showed how predicted statistics on different demographics could
have an increase in vehicular travel due to autonomous vehicles while Reimer (2014)
focused on how education is needed for autonomous technologies to be useful. Reimer
(2014) also focuses on how complete autonomous vehicles are a far away technology
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and lower level ADAS can also solve the problems that people want complete autonomy
for. The following articles show different technologies used or researched that could be
or are applicable to autonomous technology.

In Joshua Seth Herbach and Nathaniel Fairfield’s patent, “Methods and Systems
for Determining Instructions for Pulling over an Autonomous Vehicle” they describe
with different examples, what methods are used and which systems are applied to pull
over the vehicle (Herbach 2016). The method can use the speed of the car to determine
how to break tin order to reduce speed, along with how far the car will travel once the
breaks are applied. Also, the method could read in several components of the road, like
its boundaries or the lanes, to access the edge of the road. With this, it may identify
a computing device and its stored memory to pull over the vehicle in the designated
space. Many examples and scenarios are defined with how the methods interact within
this patent.

Methods on how to signal a driver are researched in the article, “Multimodal urgency
coding: auditory, visual, and tactile parameters and their impact on perceived urgency”
by Baldwin et al. (2012). The research examined visual cues in regard to color, word
choice, and flash rate. Auditory cues were tested with different frequencies, pulse rates,
and different volumes. Then to access tactile cues they gave different pulse rates. With
this, the researchers managed to, “determine urgency scaling within and across visual,
auditory, and tactile modalities – and specifically, to develop and test a methodology
for determining these cross modal scales” (Baldwin et al. 2012). Also, they found that
tactile signals were able to display varying urgency to drivers.

3 Method

3.1 Participants

Within this study, 21 volunteers were recruited from the Mt. Pleasant area. Volunteers
could be students of the university or nonstudents, however this information was not
recorded. Volunteers did not have to be licensed drivers to participate; four volunteers
were unlicensed at the time they participated. The volunteers who are required to wear
glasseswhile driving alsowore themduring the simulation.Thevolunteerswere recruited
by responses to fliers posted around Central Michigan University’s campus.

3.2 Materials

The open-source racing simulator, Torcs was used to simulate a driving environment in
this study. As reported on the main website for the program, Torcs.org, this program
has been used as a racing game, an AI racing game and for research. The source code
is under a GNU General Public License and the associated artwork is under a Free Art
License. This allows users of the code to use it for any purpose, modify the code, and
distribute the code with any changes made.

The Torcs simulation was displayed on a computer monitor. Participants drove the
vehicle in the simulation using a GameStop PS3 Steering Wheel with foot pedals. The
steering wheel and pedals were connected to the computer and controlled the steering,
acceleration, and brakes of the car in the simulation.
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TheUnity real-timedevelopment platformwas used to create a dashboard simulation.
The program created using this was displayed on the monitor of a Dell laptop. The
functions of the program were controlled using a separate keyboard.

A survey was used to assess the user preference. Participants responded to several
questions with a scale of one to ten: one meaning not at all and ten meaning very. Users
specified opinions on aspects of each alert like the clarity and urgency it provided as well
as if it would add stress to the situation. Additionally, users gave preference to icons,
and how they felt about will be asked to respond to how they felt about the manner in
which the vehicle pulled over. Space was left for users to write comments.

3.3 Design and Procedure

This study used the open-source racing simulator, Torcs, as driving environment for the
participants. The user initially had control over the vehicle modelled within the program.
They controlled the vehicle with a connected steering wheel and analog pedals to work
like gas and brake pedals. At a time that is predetermined, but will appear random to the
user, the participant will no longer be in control of the vehicle. To simulate the vehicle
pulling over and the user experiencing a medical anomaly, the monitor displaying the
vehicle simulation was turned off and an alert on the monitor displaying the simulated
dashboard created from Unity will begin an alert. The program will not be detecting
medical anomalies and the participants will not be experiencing one during the duration
of the simulation.

The user repeated the process several times. For each separate trial the system
announced that the autonomous system is pulling over the vehicle with different alerts.
For the visual alerts, several different vehicle icons to be displayed on the simulated
Unity dashboard were created. These icons were based upon standards and categories
that were discussed in Chi and Dewi’s article (Chi 2014). Within this there are three
main categories: graphical, textual, and combined. A a textual icon, which is based on
text, was created for this study and displayed the phrase, “PULLING OVER”. This
study also included three graphical icons, which based on Chi and Dewi’s study could
be image-related, concept-related, semi-abstract or arbitrary. The icons created for this
study were both image-related and concept-related, since they all included an image of
a vehicle as well as trying to convey that the vehicles autonomous methods were taking
over the vehicle. With the concept-related portion we also wanted users to understand
that they should not try to regain control of the vehicle. The icons created can be seen
below in Fig. 1.

Fig. 1. Icons created for and displayed in alerts reviewed by users.



284 M. Havro and T. Morelli

The icons were presented on a separate dashboard simulation that was created with
Unity. This program was displayed on a monitor that was positioned in between the
steering wheel and the larger screen that was displaying the Torcs driving simulation. It
was positioned in this way so that it would be in the location that is related to that of a
dashboard while driving a normal vehicle. In Fig. 2, the simulation can be seen which
consists of a picture of a dashboard (M.P. 2017) and would have the icons appear or blink
as well as play an alarm tone (nmscher 2009). The alarm tone used was edited in Unity
to have the pitch of C, which is considered a standard pitch for alerts (Block 2000). The
alarm tone volume coming from the dashboard simulation was also adjusted to be at
15 dB above the volume of the driving sounds from Torcs which was recommended for
auditory alerts (Patterson 1990). Also, the volume of Torcs was adjusted to be the same
was the volume recorded inside of the average running vehicle. This was checked by
measuring the decibel reading using a decibel reader of both the car and the program.
The decibel reading coming from the program was adjusted to match that of the car
which was a reading of 47 dB.

Fig. 2. Dashboard simulation created in Unity showing a graphical icon.

These functions of the program were operated by the proctor of the session by a con-
nected keyboard. The order of the icons presented, the time the alert began, and whether
they were accompanied by a blinking effect or an alarm tone was all predetermined.
Several sets of trials were created, this way all users experienced one of three sets. Each
set had 5 trials, each of the 4 icons were used and there was an extra trial where no icon
appeared and only an alarm tone sounded. The different set allowed for the icons to be
tested in different orders and with a variation of effects.

After the participants have completed the simulations, they were asked to give feed-
back on the different alert systems used. Initially participants were required to briefly
describe any visual or auditory notifications that occurred. This tested whether they were
able to accurately perceive the alerts presented. Participants will then respond to several
questions on a 1 to 10 scale, 1 meaning least likely and 10 being the most likely. There
were some questions for users to answer if there was an alarm tone in the presented
alert of the trial. If they noticed an alarm tone, they then rated the urgency of the tone,
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how likely it would be to startle them, and how likely it would be for them to notice the
alarm tone during a medical emergency. If they didn’t notice an alarm tone, they would
answer questions about if there was an alarm tone, would they have noticed the alert
and/or the icon better. If the user noticed a blinking effect, they would rate if it made
the icon more noticeable and if it made the alert appear more stressful. Then regardless
of the content of the alert for that trial, users would answer questions that rated the
alerts on how distracting it was, how understandable the icon was if one appeared, how
likely they would be to understand it during a medical emergency, and if it would have
added stress during an emergency. When the trials and the complimentary questions are
answered, users will answer a final set of questions that ask what icon they preferred as
well as how they felt about all added alarms or blinking effects. With this, participants
also responded about how likely they would be to trust self-driving technology to pull
over their vehicle.

To assess the surveys and find significant results, this study used R to preform an
analysis of variance test (ANOVA) on the data sets. These data sets were manipulated
to remove any user mistakes. Mistakes were defined as an icon going unnoticed during
a trial and users responding to a question about an effect that did not occur within the
trial. All mistakes were recorded separately and replaced with averages of the other data
from that trial case.

4 Results

4.1 Icon Preference

In the finishing questions, which were given after all trials were completed, users were
asked to review and rate the four different icons that they were presented with during
their trials. With this they put in order the four icons from best to worst, which would
be 1 (best) to 4 (worst) The top pick among users was the textual icon displaying the
phrase, “PULLING OVER”. This one was ranked first the most number of times, which
was six times. It also had the best overall average ranking of 1.857 (SD = 1.283). This
was significantly great than the second most preferred icon, F(1,9)= 25.88, (p< 0.05).
The second-best rated icon on with an average of 2.09 (SD = 0.75) was the graphical
icon with an X through it. Following this was the graphical icon with the cross, which
had an average of 2.52 (SD = 0.85). These two graphical icons with the X and cross
were comparable based upon the similarity with their average values and there was no
significant variance between the two sets of rankings. The worst rated icon was the
graphical icon with the signals, and it had an average rating of 3.52 (SD = 0.66).

4.2 Responses on Alert Effects

When analyzing user responses, questions for the same icons as well as at least one
similar effect were compared. When comparing the two trials that had a graphical icon
with a cross through it that also had a blinking effect, there was a significant difference
found in the questions that assess the response to the blinking effect. One trial had and
alarm tone along with the blinking effect and the other just had the blinking effect alone.
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After performing an analysis of variance a significance was found with the question that
asks how noticeable the overall alert was (F(1,5) = 8.804, p < 0.0313). The average
response on how likely it would be for this alert to be noticed for the trial with the sound
was 7.286 (SD= 1) and the average response for the trial without sound was 6.286 (SD
= 0.47). Since the average response was higher for the trial with the alarm tone than the
one without, it shows that users thought that the alarm tone along with a blinking effect
made an alert more noticeable than an alert with a blinking effect and no sound.

When comparing other trials with the same icon and a similar effect, there were other
significant findings. However, there were a few to be noted that were near the desired
p-value of 0.05. It is possible that if this study had more users these findings could have
been significant. More significant data was found however with the data attained from
the final survey which asked overall questions about all the alerts, trials and their effects.

The final set of summarization questions were analyzed all together, regardless of
the sequence of trials the user was showed. These were not about any specific trial, just
about the effects and icons used throughout the study. Two questions, both separately
inquiring about how noticeable the blinking effect and the alarm tone were, showed
preference towards the noticeability of the alarm tone, with an average response of
9.381 (SD = 1.939) when compared to the noticeability of the blinking effect, with an
average response of 7.952 (SD = 2.572); this data was found to be significantly greater
F(1,19)= 11.54 (p< 0.05). Therefore, users found that after experiencing all five trials
that overall the noticeability of the alarm tone was great than that of the blinking effect.

In addition, the finishing questions also showed the understandability of the alert
with the alarm tone, had an average response of 6.524 (SD = 3.002) versus the alert
with a blinking effect, which had an average response of 5.762 (SD = 3.176). This data
also showed a significant difference with preference to the alarm tone F(1,19) = 8.569
(p < 0.05).

5 Future Work

Upon concluding this study, a user preference was found toward textual icons as well as
finding the effects that were most noticeable and understandable. To continue to define
the most user preferred alert for this autonomous safety system more studies need to
occur to answer other related questions. For instance, would users prefer a different
textual icon than the one used? How do icons not related to the standard compare to
the ones tested in this study? Additionally, in this study several different icons were
tested, but as a constant, the alarm tone, blinking rates, volume, and the placement on
the dashboard used were all the same. Testing different alarm types at different volumes
with the similar parameters in this study would add to the detail of the alert.

However, this autonomous method will need more than just an alert, so this is just
the beginning. More research is needed to fully define this system. This will include
research on how to detect if the driver is experiencing a medical anomaly. Additionally,
it would be beneficial to research a method to autonomously pull over the vehicle that
is comfortable and will not add stress for someone in a medical emergency.

The outlined methods used to find the preference for this study can be replicated for
the related future work to come. Using the simulation method was a safe and consistent
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source for testing driving scenarios. This can easily be used to accommodate for studies
with new alarm tones, icons, and other new alert effects such as vibrations. Additionally,
keeping the questioned variables: noticeability, understandability, how likely is it to
cause stress, and if it was distracting, will help to add to the significant alert effects
found in this study.

6 Conclusion

Within this study, the user preference of alerts system of an alert system. This system
would need to warn a driver experiencing a medical anomaly that the vehicle will be
pulling over using autonomous methods. A simulated environment was created in which
21 users drove. Upon completing five trials, a survey was given to these users to collect
opinions on the alerts and effects shown. These results were analyzed using R.

Significant results were found using an ANOVA test. It was concluded that the dash-
board icon which included text instead of images was preferred. Also, users responded
with the opinion that an alarm tone with a blinking effect was better than just a blinking
effect applied to an icon alone. An alarm tone was considered more noticeable in this
situation than a blinking icon. Additionally, alerts that included an alarm tonewere found
to be more understandable than a alert with a blinking effect applied.

These results can be used to make the alerts for a safety system in vehicles that will
pull over autonomously for drivers experiencing a medical anomaly that leaves them
unable to drive. Hopefully this data can be used to create a full alert for this system,
then, the completion of the entire autonomous procedure to ensure safety for all.
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Abstract. Overload of in-vehicle information and emergence of new interfaces
such as touchscreens have increased the complexity of driver-vehicle interaction.
Nevertheless, studies on the complexity of the vehicle environment remain at an
early stage compared to other safety critical domains. Therefore, in this study,
we propose a conceptual framework for applying the concept of complexity to
the vehicle environment, especially for the touchscreen-based interaction. In this
study, we investigated the concept of complexity in the HMI field and design vari-
ables of touch interfaces. Based on the previous works, the we defined four types
of complexity: interface complexity, interaction complexity, perceived complexity
and mediate complexity. The measures for evaluating each complexity type were
also suggested. The results of this study can be helpful in designing in-vehicle
touch interfaces in terms of complexity.

Keywords: Automotive user interfaces · Touch interaction · Complexity ·
Conceptual framework · In-vehicle information system

1 Introduction

In-Vehicle Information System (IVIS) refers to a system that allows the driver to perform
non-driving functions such as air conditioning, navigation, and calls in the vehicle.
Modern vehiclemanufacturers implement diverse functions into IVIS to enhance driving
experience. As the range of functions offered by the vehicle expanded, IVIS has adopted
a large screen and various input methods. Today touch interfaces, where the user inputs
and outputs can be carried out on a single screen, has become a representative form of
IVIS. Several advantages allow vehiclemanufacturers to adopt touch interfaces into their
vehicles: cost-effective maintenance, efficient use of space, and intuitive use. However,
from the perspective of human factors, touch interfaces can adversely affect driver’s
driving safety.

In order to design a safe touch interface, previous studies were conducted to inves-
tigate the impact of individual design variables such as button size, spacing, shape, and
layout of the touch interface on driving performance and driver’s cognitive load. The
driver’s interactions, however, are not simply determined by individual variables. When
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evaluating the interaction between driver and systems, it is desirable that considering
their combined effects and evaluating from a holistic viewpoint.

One proposed alternative is the concept of complexity. In the field of human-machine
interactions (HMI), complexity has been considered an important feature of a system
or device particularly in safety critical domain. However, the study of complexity in the
vehicle environment is still in the early stage, even though driving is also a safety critical
environment. Therefore, in this study we aimed to develop a conceptual framework for
evaluating the complexity in automotive touch interactions. We first reviewed the liter-
ature on complexity from HMI domains and investigated the design variables of touch
interfaces. Then conceptual framework including four complexity types was proposed.
Finally, measures for each complexity type have been discussed.

2 Theoretical Background

With the aim of establishing conceptual framework for assessing the complexity of
automotive touch interactions, studies related to HMI complexities and vehicle touch
interfaces have been investigated.

2.1 Complexities in Human-Machine Interaction (HMI)

The concept of complexity has been defined in various ways depending on the domain
and the subject of the study. In general, the complexity is defined as the components that
make up a system and the mechanisms of interaction between them. This is the view
that complexity is one of the unique characteristics of a specific system, and regardless
of the observer, a system has a certain level of complexity. However, as complexity is
applied in the field of HMI, it is necessary to distinguish the inherent complexity of
the system from the complexity felt by users interacting with the system. In the earlier
studies, the research focused on identifying types or sources of complexity in order to
apply complexity concept to each domain. Subsequent studies have attempted to derive
domain relevant variables of complexity and to evaluate the complexity.

Li and Wieringa (2000) presented a framework for understanding the complexity
of human supervisory control. In their work, two kinds of complexity are presented:
the objective and perceived complexity. Object complexity refers to the complexity of
technical system and task such as process, control and HMI complexities. Perceived
complexity, on the other hand, refers to the complexity that experienced by the opera-
tor. Perceived complexity is not simply determined by objective complexity, but it is a
variable that can be changed by personal factors and operation strategies.

Endsley (2016) determined multiple layers of complexity that occur during the inter-
action with the system. System complexity is the first layer of the model, which is kinds
of objective complexity that the system has inherently. It is regarded as the amount of
system components, their interactions, and the dynamics of the system: the degree of
change over time, the predictability of changes. System complexity can be interpreted as
a degree of complexity to describe the physical and/or conceptual structure of a system.
Operational complexity is the concept of complexity including the user’s point of view,
which refers to the complexity of manipulating the system or device. Although a system
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has a high system complexity, operation complexity can be reduced through the automa-
tion of functions. Apparent complexity is the complexity of how the system is presented
to the user, which directly affect user’s mental model. Apparent complexity consists
of cognitive, display, and task complexity. Cognitive complexity is the complexity of
the logic about how the system is used. Display complexity is how information from
the system is represented to the user. Task complexity is the for how many goals a user
should achieve through the system and how many steps or actions is required to achieve
those goals.

Cummings and Tsonis (2010) defined complexity types in human supervisory con-
trol as environmental, organizational, interface, and cognitive complexity. Then they
provided the complexity sources in context of nuclear power plant control for each com-
plexity type. Environmental complexity is the objective state of complexity in the world.
Organizational complexity is defined by the operational requirements of the workplace,
which is defined separately from environmental complexity because there are rules for
each workplace. Interface complexity is an extended concept of display complexity,
meaning the complexity that emerges from controls and displays of control rooms.
Cognitive complexity is the level of complexity perceived by the operator.

Janlert and Stolterman (2008) attempted to define interaction complexity as an objec-
tive property of artifacts. He defined interaction complexity in relation to other loci of
complexity such as internal, external and mediated complexity. In his research, internal
complexity is regarded as the complexity for workings that occur inside an artifact. Here
the internal complexity is a concept similar to system complexity, hidden from the user.
External complexity is the complexity of the point where the systemmeets the user or the
world, which is related to the interface complexity. Mediated complexity is the complex-
ity of the components that control the interaction style, which can be considered similar
to the task complexity and environmental complexity concepts. Interaction complexity
is defined by the above complexity, and the important point here is that what we tried
in the study was trying to define interaction complexity as an objective characteristic of
the artifact itself.

Ham et al. (2011, 2012) used the Functional-Behavioral-Structural framework to
interpret the complexities of Human-system interaction. They consideredHuman system
interaction or Task’s design as Functional-Behavioral-Structural effect. where functional
& structural aspect is the design variable ofTask level. The behavioral approach is defined
as the relative to step level (action unit), and has five detailed components: information
acquisition, analysis of information, decision or action selection, action adjustment,
and action feedback. They also defined the complexity dimension as size, variety, and
organisation based on existing literature, resulting in 27 metrics for evaluation task
complexities.

Ziefle (2002, 2005) investigated the complexity in mobile phone use. In the earlier
study, phone complexity had been defined in terms of interface design, especially menu
and navigation key complexity. Average number of menu levels to accomplish a task
and average number of navigation keys to solve a task were used as complexity factors.
In their subsequent study, the concept of phone complexity was expanded to interaction
complexity. Based on the cognitive complexity theory, they defined the complexities of
using phone as number of production rules to complete a task with phone.
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Xing (2007) defined three types of complexities (perceptual, logical and action com-
plexity) and three dimensions of complexity (quantity, variety, and relation) to derive
the information complexity of the air traffic control display. Under the human processor
perspective, which is regarded as an information processor, the concept of perceptual
complexity/cognitive/active complexitywas presented. It expressed from the perspective
of complexity the factors that could arise in each of the human processes that acquire
information from the system and respond to decision making.

Hwangbo (2016) developed a framework to apply the concept of complexity to
the interface of smart cars. They divided the complexity of the vehicle into display
aspects and control aspects. In terms of display, they defined three Dimension based
on the concept of visual complexity. Quantity, variety, relation. Also to explain control
complexity, they did complex source on the side of function, behavior, structure. Their
threshold was explained only (1) based on the Interface design element. There is a
lack of consideration for Task/context/Personal factors that were considered important
in existing studies. (2) The distinction between interface and interaction complexity is
ambiguous.

The conclusions obtained through consideration of the literature on existing com-
plexity are as follows. First, researchers have made continuous efforts to separate the
inherent complexity of the interaction target from the user’s feeling. Although the com-
plexity of the interface is a metered value, the complexity users feel can be controlled by
other factors. Thus, defining the complexity of the in-vehicle touch interface requires a
distinction between objective and subjective parts, and the source affecting it needs to be
identified in the driving context. Secondly, perspective should be given on themechanism
in which the change in source affects the perceived complexity. In other words, there
should be a view of how changes in complexity affect interaction mechanisms. Finally,
the framework should include a metric for the complexity assessment. Existing studies
have shown that complexity metrics for objective interfaces have tried to define from
design elements, and subjective complexities have been measured by user behavioral
metrics or subjective questionnaires.

2.2 Touch-Based IVIS Interaction

For the application of the concept of complexity, the driver’s interaction flow between
driving and IVIS were described first. Then we investigated in-vehicle touch interface
researches and identify design variables which could be the candidates of complexity
sources. Lastly, we considered the contextual characteristics of IVIS interaction

IVIS Interaction Flow
Figure 1 shows touch interaction flow model, which was originally proposed by Kujala
and Salvucci (2015). The original model was developed to depict item search flow
while driving. To represent more generalized task and touch interaction, we made a little
modification from the original model.
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Fig. 1. IVIS touch interaction flow (modified from Kujala and Salvucci (2015))

Design Variables of Automotive Touch Interfaces
Touch interface allow user inputs and outputs in a single display. Therefore, we cate-
gorized design variables for automotive touch interfaces and analyzed how each design
variable affects the driver’s input and output interaction mechanism. Five types of design
variables were derived from previous studies. Hardware, screen, menu, gesture, and
feedback design.

First, hardware design is a variable associated with the physical installation of the
touch interface such as the size and position of display. Hardware design mainly affects
the path of eye glances and hands. For example, the display close to the road (e.g.,
HUD) increases the driver’s eye movement efficiency, and the controller close to the
steering wheel (e.g., multimedia controller at floor console) is efficient for hand move-
ment. However, in the touch interface environment, since the driver needs to look at
the manipulation target, there is a trade-off relationship between the gaze efficiency and
hand movement determined by physical design of touchscreen. In Fig. 1, the hardware
design can affect the speed of (a), (b) and (d) interaction.

Screen design is a variable related to the information display of the touch interface.
Design components such as icons, buttons, texts, and layout are the examples of screen
design. Most of the screen design is related to visual complexity. The number, shape,
grouping, density of visual objects can be contributed to the visual complexity. High level
of visual complexity of the screen reduces user’s task performance, such as increasing
scanning time and lowered object visibility. The screen design in the touch interface also
affects the complexity of manipulation. According to Fitts’ law, pointing performance
can be expressed based on the distance and size of the button. Therefore, designing an
icon on the screen too small not only reduces the perceivability of information, but also
increases the error of manipulation. In Fig. 1, the screen design can affect the speed of
(b), (c), and (d) interaction.

Menu hierarchies are related to the structure of information, which can be defined
from the breadth and depth of menu. Menu breadth can be considered as number of
items in a single screen, and Menu depth can be interpreted as number of steps to enter
the location of last item. When total number of functions is fixed, there is negative
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correlation between the breadth and depth of the menu. In the perspective of interaction
complexity, wider breadth of menu increases visual complexity of a single screen, but
this is helpful in that it reduces the total number of steps required. In other words, it can
lead increase in average glance time and decrease in frequency of off-road glances.

Touch gestures are variables dealing with the interaction style. Early touch-based
IVIS allowed only the basic gesture, tap. However, as the size of the touch screen is
increased and various types of information are provided, various types of gestures used
in the mobile environment have been applied. For example, swipes can be used instead
of multiple taps for the level adjustment function, and pinch gestures can be used to
zoom in and out of the navigation map. Therefore, touch gestures are associated with
the action complexity, and it can affect step (d) in Fig. 1.

The last design variable is feedback, which refers to the system’s response to confirm
the user that operation has been completed. Effective feedback allows the user to recog-
nize the completion of interaction and swiftly resume driving. However, touchscreens
lack physical or haptic feedback compared to button-based mechanical systems. Thus,
in a touch interface environment, the driver is required to keep an eye on the system
to confirm feedback. This suggests that the more actions included in a task, the more
important the feedback design becomes.

Context of IVIS Interaction
It is important to consider the context of use when evaluating user interaction. Harvey
et al. (2011) categorized the contextual characteristics of IVIS interaction in the vehicle
into six categories. These are dual task environment, environmental conditions, training
provision, range of users, frequency of use, and uptake.Dual task environment indicates
that the driver usually uses IVIS while driving. Environmental conditions refer to the
diversity of driving condition, such as road and traffic conditions. Training provision
refers the point that drivers do not train themselves for the complete operation of IVIS.
Range of users indicates the diverse range of physical, intellectual and perceptual capa-
bilities of users as well as their demographics. Frequency of use indicates that the IVIS
interaction has relatively low number of uses compared to other devices such as mobile
phones. Uptake shows the point that the use of IVIS is not essential for the driving task,
and therefore the driver’s experience can selectively determine whether to use it or not.

3 Conceptual Framework for Complexity in Automotive Touch
Interaction

In the present study we developed a conceptual framework for automotive touch inter-
face complexity based on the complexity model for human-machine interfaces and
touch interface design variables. First, the types of complexity and their relationship
are presented. Then the assessment measures for the each complexity are delivered.
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Types of Complexity
Figure 2 shows proposed complexity framework for automotive touch interaction. The
left side of the figure is the objective complexity part, and the right side is the subjective
complexity part. Four types of complexities were defined based on previous works.
Interface complexity is objective complexity which can be characterized by the design
variables of touch interface. In our framework, five design variables were identified:
hardware, screen, menu, gesture, and feedback design.

Fig. 2. Complexity framework for automotive touch interaction

Interaction complexity refers to the behavioral complexity that the driver to deal
with. Driver’s glance behavior, actions, and procedures are directly affected by interface
design variables. For example, the graphical user interface design affects the driver
scanning behaviors.

Mediate complexities are contextual factors that affect the driver’s interaction mech-
anism. Environmental, task, and personal factors are considered as mediate complexity
in our framework. The environmental and task factor directly influence on the interac-
tion. Personal factors do not alter the interaction itself, however, it is more related to
perceived complexity that the driver’s subjective interaction experience. For example,
one of the environmental factors, ‘driving speed’, can influence the driver’s attention
allocation strategy. As the speed increases, the distance the vehicle travels during a unit
time also increases. In other words, drivers travel more distance without updating the
road situation. Therefore, as the vehicle speeds up, the driver’s glance time on display
tends to decrease.

Perceived complexity is driver’s subjective experience that derived from the inter-
action complexity and personal factors. Even if the interaction is performed through the
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same interface, the experience of the individual’s complexity may vary. Since perceived
complexity is considered as an individual’s perceived quality of interaction, factors such
as difficulty of use, confidence with the system, and cognitive/physical demands are
included in perceived complexity.

Measurements for Assessing Complexities in Touch Interaction
As our framework covered objective to subjective complexities, it is necessary to use
different types of metrics for measuring each type of complexity. In previous complexity
studies, quantifiable design variables are used tomeasure the interface complexity. Three
generally accepted dimensions of complexity are size, variety, and organization of design
components.

To measure the interaction complexity, behavioral measures can be used. Glance
behaviormeasures such as total eyes-off-road time, number of glances over 2 s are typical
measures of driver’s glance complexity. Behavior modeling methods can be applied
to predict the interaction complexity. Key-stroke level model (KLM) and multimodal
critical path analysis (CPA) are widely used in human-machine interaction modeling to
predict the time consuming for completing a task.

As perceived complexity varies from each driver, experiment-based assessmentmea-
sures are required. Questionnaires such as system usability scale (SUS), and NASA-
TLX are the measures for perceived complexity. Further, physiological measures such
as electromyography (EMG) and electroencephalography (EEG) can be used for the
measurement of perceived complexity.

4 Conclusion and Discussion

The purpose of this study was to develop a conceptual framework for evaluating in-
vehicle touch interaction in terms of complexity. For this purpose, we reviewed the
complexity framework presented in the HMI field and applied it to the touch based
IVIS interaction. From our framework, four types of complexity were defined: Interface
complexity, Interaction complexity, mediate complexity, and perceived complexity. In
addition, direct and indirect metrics for measuring each complexity are presented.

This study has a limitation that the validity of the correlation between the specific
design variables and the complexity factors has not been verified. The present study,
however, can summarize and evaluate the concept of complexity in the vehicle that has
been partially applied. It is meaningful in that it provides the basis for complexity assess-
ment of in-vehicle interaction. In the future work, we aim to identify the components
of each complexity factor. User experiments can be conducted to reveal the correlation
between objective complexities and the complexity perceived by the driver. We expect
to be able to provide experience evaluation methodologies and design guidelines
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Abstract. This study aimed to test collision avoidance systems in on-road envi-
ronments and analyze drivers’ visual behaviors caused by the warnings from such
systems through an on-road field operational test. Most previous driving studies
related to collision warnings were done in driving simulators or closed-course test
tracks. Recently, the need to study drivers’ responses in on-road environments
is growing in order to improve the effectiveness of the collision warnings from
advanced driver assistance systems (ADAS). In this study, drivers drove a car along
an open road. Their perceptual attention and driving behaviors were analyzed by
using video data and an eye-tracking device. The results from the eye movement
data showed that the existence of the visual warning and the location of ADAS
monitor significantly influence drivers’ warning perception. The findings of this
study showed that understanding how the warnings from ADAS devices influence
drivers’ visual behavior and driving safety in a driving environment is important
to improve the benefits of using collision avoidance systems.

Keywords: Driver’s visual behavior · Eye-tracking · Driving safety · Collision
avoidance warning

1 Introduction

Recently, many automobile manufacturers announced new vehicle models with fea-
tures of advanced driver assistance systems (ADAS), which include collision avoidance
warning, auto braking, and smart cruise. These new technologies have emerged as an
innovative way of reducing the rate of car accidents and considered as a better solu-
tion for saving human lives. However, most of these technologies are not evaluated in
the context of open road driving. Moreover, researchers have not paid attention to the
usability studies of how collision avoidance warnings influence driving performance and
safety. The warnings from the ADAS devices could significantly affect driving behavior.
For example, auditory collision warnings could significantly reduce the rate of vehicle
crash (Yan et al. 2014). The drivers who accepted auditory warnings marked 16.5%
of the accident rate. On the other hand, the drivers who ignored the auditory warn-
ings recorded 66% of the accident rate under a similar driving condition. Also, driving
performance could be significantly influenced by what types of warnings (e.g., visual,
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auditory, or a combination of both) drivers received in driving (Maltz and Shinar 2004;
Yang and Kim 2017). These previous studies support that it is crucial to understand
the driver’s responses corresponding to the warnings to improve the effectiveness of
collision avoidance features in ADAS devices. However, most previous studies related
to ADAS evaluation were conducted in driving simulators or closed-course test tracks
(Fisher et al. 2016; Gaspar et al. 2016; Hoover et al. 2014; Meng et al. 2014). Hence,
there is a need for testing ADAS systems in on-road environments and analyze how
drivers respond to the warnings from the systems while driving.

The objective of this study was to investigate the effectiveness of ADAS devices on
an open road by using HD videos and eye-tracking data. According to the literature,
many studies used eye-tracking data to characterize drivers’ visual behaviors and to
understand cognitive distraction of different demanding tasks (Hopstaken et al. 2016;
Palinko et al. 2010; Savage et al. 2013; Yang et al. 2019). However, none of them used
the eye-tracking data to analyze the changes in the driver’s visual behaviors caused by
ADAS alarms. In this on-road experiment, we analyzed drivers’ visual behaviors and
evaluated the usefulness of lane departurewarning (LDW) and forward collisionwarning
(FCW).

2 Methods

2.1 Apparatus

Each ADAS device contains multiple sensors to respond to any potential hazards and
prevent various types of vehicle collisions. In this study, we tested three aftermarket
products based on the features and installation procedures. Table 1 shows the details of
those ADAS devices. All tested devices provide both FCW and LDW and were installed

Table 1. Descriptions of tested ADAS devices

Device Installation Features

A No technician
required, simple
installation (about
30 min)

- FCW: a series of short beeping sound signals.
Activated when a vehicle speed is faster than 10 mph
- LDW: solid tone beeping sound signal. Activated
when a vehicle speed is faster than 35 mph
- Connected to a vehicle’s turning signal

B No technician
required, simple
dash mount

- FCW: beeping sound and red bar icon. Activated
when a vehicle speed is faster than 30 mph
- LDW: beeping sound and yellow bar icon. Activated
when a vehicle speed is faster than 40 mph
- NO connection to a vehicle’s turning signal

C This device requires
a technician.

- FCW: different levels of sound and visual warning.
Activated when a vehicle speed is faster than 15 mph
- LDW: audio (high-pitched beeping sound) and
visual (flashing light) alerts. Activated when a vehicle
speed is faster than 37 mph
- Connected to a vehicle’s turning signal
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in a 2008 Chevy Malibu. To understand the physiological and psychological states of
the drivers, eye tracking device, multiple video cameras, and GPS data were collected
during the experiment.

The driver’s visual attention data was captured by using Tobii glasses (sampling rate:
100 Hz). It is one of the most advanced eye-tracking devices to capture eye movements
in a driving environment. The device records binocular and dark pupil tracking data with
a high resolution of 82° horizontal and 48° vertical scene view (1920× 1080 at 25 fps).
A series of eye-gaze movements related to the driver’s visual attention was collected
using the eye-tracking glasses. The data helped us to understand where the drivers were
looking when they heard FCW and LDW.

The external driving conditions were monitored using a 360-degree video camera.
Figure 1 shows the 360-degree camera, which was installed at the rooftop of the car.
The video data showed continuous traffic conditions during the experiment. The GoPro
device, which was installed in the passenger door, captured the driver’s body posture
during the experiment. The video data from GoPro camera showed the driver’s arm
and leg movements at the moment of hearing of FDW and LDW and revealed how the
collision avoidance warnings affected the drivers’ physical demands at that moment.
To collect the vehicle speed and the real-time location during the experiment, the HD
cam-GPS device was used. It was installed in the center of the windshield.

Fig. 1. 360-degree camera

2.2 Participants

Fifteenmale university students (M: 20.52 years old and SD: 1.47 years old) participated
in the study. They had a minimum two years of driving experience. Also, their minimum
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level of normal or corrected visual acuity was 20/50. The total experiment duration
was approximately 2.5 h. This research complied with the American Psychological
Association Code of Ethics and was approved by the Institutional Review Board at the
University of Missouri. Informed consent was obtained from each participant.

2.3 Experimental Procedure

The total distance of the driving route was about 9.3 miles of open roads (See Fig. 2).
To reflect a typical driving of college students, the test route included campus roads,
highway, and city roads. The route was designed to generate low and medium levels of
workload to the drivers. The average driving time of the test route was about 20 min.
During each test, two observers were also inside the vehicle to monitor the driver and
observe his or her driving behavior during the experiment. To minimize the influence
from the various traffic conditions on the route, the experiment was conducted two times
per day (first: 10:00 am–12:30 pm and second: 2:00 pm–4:30 pm). The driving time of
the test route took about 20 min. At the beginning of the trial, each driver was given a set
of instructions, which include a detailed direction of the route and the location of both
hands on the steering wheel.

Fig. 2. Overview of driving path

The test was designed for the one-factor experiment (variable: ADAS device) with
repeated-measure between subjects. The participants experienced four trials. In between
trials, they were given a 10-min break. Each participant tested one ADAS device during
the experiment. To understand their natural driving behaviors, they drove a car without
the warnings during their first trial. The other trials were conducted with the warnings
from the ADAS device. The test lasted about two hours and thirty minutes per partic-
ipant (briefing: thirty minutes; baseline data collection (no collision warnings): twenty
minutes; three trials (with collision warnings: one hour; total break time: 30 min).
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2.4 Eye Fixation with Areas of Interest (AOI)

The visual attention of each participant during the experiment was analyzed by using the
Areas of Interest (AOI)map. Different sequences of eye fixation between the participants
were overlaid on the map and compared the devices A, B, and C. The AOI map was
created by combining the views of the left, right, and front side in the vehicle. After the
experiment, we created 15 s of the time window for all warning events which contained
±7 s of eyemovement data from themoment of LDWor FCW. These timewindowswith
the sequence of the driver’s eye movement graphically represent how LDW and FCW
from different ADAS devices influenced the driver’s visual attention in different ways.
After all time windows had been mapped, 8 AOIs (i.e., front view, device B display, left
view, right view, rear view, device C display, vehicle panel, and unknown area) were
classified, and the percentage of visual attention for each AOI was calculated.

2.5 Drivers’ Visual Behaviors

To understand the drivers’ visual behaviors corresponding to each time window, the
recording of different traffic conditions and the drivers’ reactions related to possible
collisions were analyzed. To understand the driver’s decision-making process related
to FCW and LDW, we classified the participant’s visual behaviors into four outcomes:
active gaze (AG), self-conscious gaze (SCG), attentive gaze (ATG), and ignored gaze
(IG). In this study, these outcomes were used tomeasure the effectiveness of the collision
avoidance warning. Tables 2 and 3 detail these four possible visual behaviors.

InTable 2, the drivers’ responseswere categorized into the grouping ofAOI transition
and driver’s action response. The AOI transition is defined as the fixation movement
from one AOI to another AOI during the driver’s decision-making process. If FCW
or LDW influenced the movement of the driver’s fixation points to another AOI, then
we considered that AOI transition is presented. The driver’s action response refers to
any physical actions, such as speed change or controlling steering wheel to change the
vehicle direction. In other words, we analyzed each time window to find different visual
behavior patterns corresponding to FCW and LDW by using AOI transitions as well as
the driver’s action responses. AG, SCG, and ATG have positive effects on improving the
awareness of potential hazards in driving, while IG has a negative effect on the awareness
of possible collision events.

Table 2. Four possible time window outcomes caused by FCW or LDW

AOI transition

Yes No

Driver’s action response Yes Active Gaze (AG) Self-Conscious Gaze (SCG)

No Attentive Gaze (ATG) Ignored Gaze (IG)
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• Active Gaze (AG): If the driver’s motion and his eye movement in a time window
shows the presence of AOI transition (e.g., rapid eye-gaze movement) along with a
driver’s action response (i.e., speed change or vehicle direction), then it is categorized
as an active gaze (AG). In this case, a driver trusts FCW or LDW and takes a proper
action to prevent a possible collision event. AG is one of the indicators that a collision
avoidance warning worked and helped a driver to be aware of the threat on the road.
According to Table 2, for example, after the participant changed a lane, FCW was

Table 3. Examples of visual behaviors

Warn-
ing

Before Warning After Warning

AG

SCG

ATG

IG
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activated due to the short distance between him and his leading vehicle. As soon as
the driver heard the warning, a vehicle speed was decreased immediately to avoid the
collision. Also, the AOI transition was detected right before the driver pressed a brake
pedal. Therefore, AG represents a strong positive outcome of collision avoidance
warning on an open road.

• Self-Conscious Gaze (SCG): If the driver’s motion and his eye movement in a time
window only show a driver’s action response (noAOI transition), then it is classified as
a self-conscious gaze (SCG). It happens when the driver is already aware of a possible
collision event before the driver hears the collision warning. In other words, the driver
is ready to deal with the possible collision event before the warning. According to the
example in Table 3, the driver reduced the speed of a car to 80 miles an hour after he
heard the warning. However, the driver had already noticed the cause of the warning
before the warning.

• AttentiveGaze (ATG): If the driver’s motion and his eyemovement in a timewindow
only showonlyAOI transition (no action response), then it is categorized as an attentive
gaze (AG). In this case, the driver intentionally ignores the collision warning because
he decided that there was no need to respond to it.

• Ignored Gaze (IG): If the driver’s motion and his eye movement in a time window
show no AOI transition and no action response, then it is classified as an ignored
gaze (IG). It only happens when the driver disregards the warning. IG is considered
as an adverse outcome because the driver thought of the warning as an annoyance.
According to an example in Table 3, the driver did not pay attention to the warning
during the trial. As such, IG could cause a sense of distrust on the warnings and a
delay of the proper decision to a potential collision event.

3 Results

3.1 Eye-Gaze Areas of Interest

Table 4 shows that the percentage of driver’s visual attentionwas significantly influenced
by the ADAS devices (except the left view #3). For the front view (area #1), the drivers’
attention rate was significantly higher when they used the device C [F (2, 36) = 7.78].
According to Post hoc comparison using the Tukey HSD test, the participants paid more
attention to the front view when they used the device C (M = 83.8%, SD = 6.3%). For
the AOIs around the ADAS visual display unit (areas #2 and #4), the attention rate of
areas #2 and #4 was increased when the participants used the device B [F (2, 36)= 5.02]
and the device C [F (2, 36) = 5.02], respectively.

For the device A, the warnings made the drivers look at the panel (area #5), rearview
(area #6), and unknown (area #8). According to Post hoc comparison using the Tukey
HSD test, the mean score for device A in the areas #5, #6, and #8 were significantly
higher compared to the devices B and C (#5: M = 2.8%, SD = 1.7%; #6: M = 3.8%,
SD = 1.2%; and #8: M = 12.15%, SD = 7.14%). It means that the drivers paid more
attention to looking at the indoor and inside the vehicle when they heard the warnings
instead of the front view (area #1). For the right view (area #7), the device A marked the
lowest attention rate compared to other devices.
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Table 4. Drivers’ attention differences between ADAS devices

Area # Name Device A Device B Device C F- value P - value

M SD M SD M SD

1 Front view 0.74 0.081 0.763 0.069 0.838 0.063 7.78 0.001

2 Device B display 0.02 0.011 0.043 0.022 0.003 0.003 27.72 <0.001

3 Left view 0.04 0.009 0.042 0.033 0.032 0.021 0.68 0.514

4 Device C display 0.01 0.007 0.002 0.002 0.012 0.013 5.02 0.011

5 Panel 0.03 0.017 0.012 0.013 0.017 0.014 4.41 0.019

6 Rear view 0.04 0.012 0.034 0.023 0.018 0.013 5.40 0.008

7 Right view 0.01 0.005 0.022 0.013 0.018 0.014 6.32 0.004

8 Unknown 0.12 0.071 0.081 0.054 0.061 0.032 4.51 0.017

3.2 Visual Behavior Analysis

The effectiveness of the ADAS devices was measured by using the proportion of AG
and ATG. If the results show a high AG with a low IG, then it could be interpreted as
a driver trusts the collision warnings from the tested ADAS device. According to the
results, there were significant differences on AG [F(2, 36) = 9.95, P-value < 0.001],
ATG [F(2, 36) = 9.53, P-value < 0.001] and IG [F(2, 36) = 18.62, P-value < 0.001]
between the tested ADAS devices. However, no difference was found on SCG. Based
on the results (see Fig. 3), the device C is the most effective ADAS device compared to
others (31% on AG). The results also showed that the participants who used device B
considered most alarms (62%) as a caution. The drivers ignored many of the warnings
(52%) when they used the device A during the experiment.

Fig. 3. Comparisons between ADAS devices



306 J. H. Kim

The outcome of four visual behaviors between the tested ADAS devices was com-
pared between FCW and LDW (see Table 5). According to the result, there was a signif-
icant difference on AG, ATG between devices (AG: F(2, 36) = 5.30, ATG: F(2, 36) =
12.24) for FCW. Also, there were a significant difference on AG, ATG, and IG between
devices (AG: F(2, 36) = 3.68, ATG: F(2, 36) = 13.05, and IG: F(2, 36) = 41.75) for
LDW.

Table 5. Outcomes of four perceptual behaviors – FCW vs. LDW (unit: %)

Warning FCW LDW

Device A B C A B C

AG M 27.8 20.3 45.9 1.2 12.5 20.5

SD 16.2 15.8 30.6 2.62 35.4 18.1

P-val 0.01 0.035

ATG M 28.4 60.5 17.5 37.8 87.5 46.3

SD 18 27.1 27.5 18.3 35.4 18.4

P-val 0.001 0.001

SCG M 10.9 3.31 17.2 6.94 0 5.27

SD 8.21 7.91 29.6 18.7 0 9.13

P-val 0.128 0.059

IG M 33.3 15.8 19.4 60.2 0 27.9

SD 20.3 22.4 21.7 18.1 0 16.5

P-val 0.076 0.001

4 Discussion and Conclusions

This study conducted a usability study on collision avoidancewarnings inADASdevices.
The effects of three different ADAS devices were tested. Eye movement data and HD
videos were used to analyze a driver’s visual behavior and action response at the moment
of hearing of FDW and LDW on an open road.

The AOI results in Table 4 showed that visual stimuli related to FCW and LDW
significantly affected the driver’s visual attention to the front view. The devices B and
C have their own visual display unit. So, the drivers could receive a specific form of
the visual signal when they heard FCW and LDW. On the other hand, the device A did
not provide any visual signals to the drivers. For that reason, the participants who used
devices B and C could check an ADAS monitor (area #2 or area #4) after they heard the
warnings. However, the participants who used device A often checked other AOIs, such
as gauges in the vehicle dashboard or the radio display to understand the meaning of
auditory alarms. This finding shows that sound warnings with visual stimulus are more
effective than the sound warnings without a visual cue.
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The results also demonstrated that the location of the ADAS visual display unit could
significantly influence the driver’s attention to the front view (area #1). The AOI results
indicated that device C marked a higher rate of area #1 than device B. This is because
the device C visual display unit was located directly in front of the driver, whereas the
visual display unit of device B was positioned near the center of the vehicle windshield.
It means that the moving distance from a current gaze point to the visual display unit
might significantly influence the driver’s attention to any potential dangers. This study
showed that the driver’s attention to the front view increased by about 7.5% by installing
the visual display unit close to the foveal area of the front view.

The visual behavior analysis revealed that the ADAS devices with both visual and
auditory signals for FCWand LDWshowed substantial positive effects on driving safety.
The results showed that there was a significant difference in the overall effectiveness
– on the summation of AG, ATG, and SCG – between the devices (device A: 48%, device
B: 85%, and device C: 74%). One of the possible reasons for the poor effectiveness of
device A was that the drivers in this group lost their confidence, and they adjudged the
alarms as a nuisance over time.At the end of the experiment, they frequently ignored both
FCW and LDW. The outcomes of active gaze (AG) revealed that the active responses for
FCW and LDW were significantly influenced by the ADAS device (see Table 5). The
device C was marked as the best one compared to others (45.9% for FCW and 20.5%
for LDW). On the other hand, the worst one was the device A, which marked 27.8% for
FCW and 1.2% for LDW. Since AG leads the driver’s awareness on the subject of safe
driving, the higher rate of AG could improve further driving safety.

We also found two factors that could influence the effectiveness of the FCW and
LDW in driving. First, the drivers’ reliance on the warnings was changed when they had
more experience on the ADAS devices. After the drivers had frequently been exposed
to FCW or LDW, their responses differed from their initial reaction. Some participants
became negative since they sensed that it was like an irritating critique of their driving
style. Second, the drivers accustomed to the collision avoidance warnings and the degree
of their reliance was based on the level of false-positive warnings. After the drivers often
exposed to false-positive FCW or LDW, their trust levels on the device were becoming
less, and they ignored the warning more often. Based on our observation, the drivers
who experienced a high level of IG often considered the collision avoidance warnings as
a nuisance. This result is consistent with Abe and Richardson’s findings (2006). Their
previous study showed that when an ADAS device repeatedly generated false alarms,
the drivers’ trust and reliance on the instrument were significantly decreased.

This study has conclusively shown that there is still room for improvement of ADAS
devices in terms of the effectiveness of FCW and LDW. All our findings indicate that it
is very important to understand how a driver sets the threshold of accepting or rejecting
a collision avoidance warning. In addition, an ADAS device must be designed to reduce
any driving distractions when it generates warnings. In general, an ADAS device senses
other cars and then intervenes if the system detects possible crash events. However,
collision avoidance warnings should be designed not to create any distractions to drivers.
Since driver distraction could contribute to about 43% of vehicle accidents, FCW and
LDWmust be considered to shun any distractions (Bakowski et al. 2015). In conclusion,
the current study shows that it is crucial to assess how a driver adopts different ADAS
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devices on open roads. These devices must be tested and make sure that all warnings are
working as expected on open road conditions.

5 Limitations and Future Work

While this study successfully quantified the visual behaviors caused by the collision
avoidancewarnings inADAS devices, several limitationswere identified. First, we could
only test a college-age group ofmale drivers in this study. To investigate the effectiveness
of ADAS in other age groups, it is necessary to recruit the entire age group for future
research. Second, it is recommended to evaluate the effectiveness of ADAS devices for a
longer duration of time to see if there are any changes in driver’s reliance on the collision
avoidance warnings over time. Finally, other collision avoidance technologies, such as
light detection and ranging (LiDAR), auto braking, traffic jam assist, smart cruise, and
others should be tested.

Acknowledgments. Missouri Employers Mutual provided funding for this project.
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Abstract. With the increasing spread of digital services and apps, the
risk and damage potential of attacks and identity theft increases. In
addition, there are services, such as season tickets on public transport,
that must be protected at a high level of security so that there is no
significant risk of abuse.

The OPTIMOS 2.0 Project wants to establish an open ecosystem with
a Trusted Service Manager as core element serving as a secure storage
location for cryptographic keys etc. on the smartphone. The set up of
such system depends on suppliers offering their services on that platform
as well as customers, who accept, demand and use these services. Both
sides have to be acquired to ensure long-term success.

In this paper we would like to present an approach to achieve the
user acceptance of different services using an Secure Element to provide
hardware secured services. With this we want to support the decision
to invest quite a lot money for the initialization of the OPTIMOS 2.0
ecosystem.

Keywords: User acceptance · Technological innovation · Diffusion
model · Bass model · Study design · Pretest results

1 Motivation

Product innovations developed by researchers and engineers are often faced with
the question whether the customer recognizes and appreciates the advantages,
benefits and added values of a product. Although the product is superior to
competing products, it may be that the innovation does not sufficiently satisfy
the users’ needs, thus preventing rapid adoption. The so called technology-push-
effect1 is one of the main problems to be solved.

Furthermore, implementing new digital technologies or new digital products
usually require high development and acquisition costs. Interfaces have to be
1 There is a broad discussion in literature about the demand-pull and the technology-

push effect and the influencing factors of innovations [4,9,14].
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Fig. 1. Different roles of the OPTIMOS 2.0 ecosystem and their trade relations. The
fields highlighted in blue show the roles represented by partners in the project. (Color
figure online)

specified, software has to be programmed and servers have to be initialized.
The strategic decision whether to invest or not might sometimes made on an
inaccurate or uncertain data basis. Decision makers look for reliable information
supporting their decision making processes. The knowledge how a product is
received by the user and how sales figures will develop in the coming periods can
be a good decision-making aid.

The aim of the concept presented in this paper is to support the decision
process by providing an acceptance and sales analysis.

In the next section we introduce the project OPTIMOS 2.0. Then we discuss
the basics of adoption theory with regard to the different use cases. In the last
step, we outline the concept of user acceptance and the establishment of the
Bass Model.

2 Project OPTIMOS 2.0

The aim of the project OPTIMOS 2.02 is the development of an open ecosys-
tem for mobile services based on Secure Elements (SEs) integrated in modern
smartphones. Being a part of the Near Field Communication (NFC) technology
Secure Elements (SEs) can be used as a secure storage of sensitive data and
information. This opens up a wide range of services that are not possible today
because of data protection criteria or security concerns.

During the project essential system parts will be implemented, demonstrators
will be tested and the field introduction will be prepared. Although, the system
is initially intended for the German market, all relevant functions and interfaces
are developed in an open and transparent process and were introduced into
international standardization.
2 The project is co-financed by the German Federal Ministry for Economic Affairs

and Energy.
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A number of partners from different markets have come together to fulfill
these task. In Fig. 1 different roles of the OPTIMOS 2.0 ecosystem are presented.

With respect to the participating project partners we are focusing on three
use cases:

Public transport: In Germany electronic seasonal ticket are only provided
by smart cards. Those high priced ticket are not available for smartphones,
because of the risk to be fudged. The OPTIMOS 2.0 system promises ticket
storage to be forgery-proofen and can even be checked in offline mode. It is
also conceivable that a user may purchase a ticket anonymously or pass it on
to friends.

eGovernment: The German identity card can already be used today to iden-
tify oneself online and to carry out administrative procedures. Up to now the
acceptance to use electronic eGovernment services with the Electronic Iden-
tity (eID) card is still low, partly because the service is perceived as not very
user-friendly. Storing a digital copy on the smartphone should make it much
more comfortable and easier for citizens. By using the SE it seems possible
to achieve the substantial level of trust according to the eIDAS3 regulation.

Car sharing: In car sharing two different use cases are considered. First, during
the registration process, the user can transfer his personal data from an eID
app (eGoverment use case) or by reading the data directly from the ID card
via NFC. In the second case, the user can use the car key stored on the SE
of his smartphone to open the rental car. With the NFC technology, the car
can also be opened offline (e.g. in underground garages).

A number of other use cases are possible (e.g. online check-in with eID in the
hotel sector or access authorizations and room keys on the smartphone), but will
not be discussed in this study.

Since the start of the project in 2018, our research activities have focused on
the following subtasks:

1. Analysis of the central Trusted Service Manager (TSM)-platform with regards
to the characteristics of digital platforms (e.g. defined by Parker et al. [8])

2. Development of a role model including the trade relations of the several part-
ners to give an overview about the complex ecosystem validating by the
project partners

3. Estimation of the acceptance and diffusion of different use cases. If there are
differences in adoption speed, we want to name the causes and derive solution
strategies. Once we will have validated the forecasts for the sub-markets, we
want to aggregate them, so we can check, whether the TSM and the entire
ecosystem can be economically successful in the long term.

Parts 1 and 2 are already finished and some of the results have been published
(e.g. [12]). During the business modeling process the project partners asked for
3 Regulation (EU) No 910/2014 of the European Parliament and of the Council of 23

July 2014 on electronic identification and trust services for electronic transactions
in the internal market and repealing Directive 1999/93/EC.
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a sales forecast and sales figures, because they have to report internally to their
strategic deciders, whether the project will or will not be successful. This paper
focuses mainly on part 3.

3 Attributes of Innovations

According to Rogers [9, p. 15], successful and fast adopted product innovations
promise the user a relative advantage compared to existing products, are highly
compatible with previous experience, show a low complexity, are testable without
major consequences and are observable (for others).

Keeping this definition in mind, we now want to have a closer look at the
innovations of the various use cases.

3.1 Relative Advantage

Each of the innovations considered promises a fast handling process through the
use of the smartphone without any media disruption and thus a time saving for
the user.

Public transport: After the implementation of the system it is possible for
users to buy seasonal tickets via their smartphone. Compared to the common
situation, where tickets are only available paper based or stored on a smart
card, the innovation can be relatively advantageous for the user. Also the
purchase process could be much faster4.

eGovernment: By storing the identity card on the smartphone, it is no longer
necessary to take the identity card out of the wallet at an online identification
process. Without a media disruption it seems to be much easier for citizens
to use the online identification function.

Car sharing: As easy onboarding process by automatically transfer of personal
data to the registration form can be an advantage for the user compared to
the manual input.
The keyless car function allows the customer to drive off quickly with the
vehicle, as there is no need to go to a counter or key cabinet. The perceived
barrier before borrowing a vehicle could be minimized.

3.2 Compatibility

The importance of the smartphone for the completion of everyday tasks is con-
stantly increasing with the result, more and more users are becoming better at
handling apps and mobile services5. They can also draw on this knowledge when
using the product innovations considered here.

4 According to Seiboth et al. [11], 75% of German public transport users consider fast
and easy ticket purchase to be crucial.

5 According to a study from 2018, 81% of Germans regularly use a smartphone [11].
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The rapidly increasing use of mobile payment services trains users in the
use of NFC technology and its applications. This will also benefit eGovernment
services, as users will have more and more confidence in the NFC technology as
they use it. This makes it easier for similar services to establish.

Public transport: Using the smartphone for seasonal tickets should not repre-
sent anything completely new for many users, as they already purchase single
tickets via smartphone apps.

eGovernment: Citizens, who already use the eID function in combination with
the identity card will only be able to draw on their experience knowledge if
using a similar service, but without the use of the identity card.

Car sharing: The acceptance of the simplified registration depends on the
acceptance of the eID function (eGovernment).
Using the keyless car function is similar to the on boarding process before a
flight. This allows a number of users to draw on their experience.

3.3 Complexity

All product innovations promise a simplified process flow. But installing the
service provider app and the associated applet for the SE can make acceptance
more difficult.

3.4 Trialability

The possibility of trying out the various functions without making any significant
commitment is limited in all use cases.

3.5 Observability

Public transport: When passengers identify themselves to a ticket inspector
with their smartphones, other customers can observe and become interested
about those systems and services. Later on, some of them will be become
adopters.

eGovernment and Car sharing (Registration): Registration with an online
service is usually private, without other people being able to observe the
process (this makes especially sense, because of data protection reasons).
Using the eID function with the smartphone will not change this behavior.

Car sharing (Keyless car): Unlocking a parked car by using a smartphone
can be observed by other persons. Some of them can copy and reproduce the
procedure.

4 Concept

Whether the user can actually recognize the advantages of the product inno-
vations and how fast the diffusion progresses, we will found out with the now
presented acceptance investigation. In Fig. 2 you will find an overview of the
entire concept.
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Fig. 2. Schematic overview of the sales forecast concept

4.1 Pretest Public Transport

In January 2019 we started with the first pretest and interviewed over 2000 test
persons with an online questionnaire regarding the acceptance of electronic ser-
vices when purchasing tickets in public transport. Afterwards, we calibrated and
validated a Multinomial Logit-Model (MNL) to explore the influencing factors
by focusing on the question: Why people prefer tickets on paper, on a chip card
or on their smartphones?

The main results6 are,

– Test persons, who like a fast purchase procedure, tend to prefer smartphone
tickets

– Smartphone tickets are seen as more environmentally friendly
– Test persons, who wish to remain anonymous or who would like to be advised

at a counter, usually prefer traditional tickets
– Younger people and heavy smartphone users tend to use smartphone tickets

more often.

The results will be used to limit the number of relevant alternatives, attributes
and attribute levels of the Choice Based Conjoint-Analysis (CBCA), so we can
focus on aspects, the people really know or like to have.

4.2 Pretest Carsharing

We conducted a second survey in early 2020 focusing on car sharing users and
using the Kano model to analyze customer needs. A total number of 205 respon-
dents took part in this online survey. The main results are:

6 A detailed evaluation in German language can be found here [7].
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– To register, users want to enter their data manually into an input mask as
they have long been accustomed to. Alternatives, such as using the eID or
platform IDs, are not preferred.

– The obligatory driving license check by a copy stored on the smartphone or
by using electronic services (e. g. Video-Ident) was well accepted by many
test persons.

4.3 Choice Based Conjoint-Analysis

The Conjoint-Analysis (CA) is one of the most used method to determine the
preferences and perceived benefits of customers. It is assigned to the decomposi-
tion methods. We are observing selection decisions and draw conclusions about
the use of the several product components. Because we would like to forecast the
market development, we looked for a CA, where the test persons have to choose
there favorite product from a set of products (Choice-set), so we can simulate a
(real) purchase decision. We also want to grant a non-selection option. By using
a Choice Based Conjoint-Analysis (CBCA), all of these requirements are met.

Stimuli Refinement and Experimental Design. In Table 2 the first steps of the
CBCA are presented7. After describing the problem to be investigated, we have
determined the population from which we want to draw a sample. In the next
step, we shape the stimuli by looking for relevant alternatives and attributes of
the products using the findings of the previous pretests.

In public transport we identified 4 relevant attributes with 3 to 4 attribute
levels each (see Table 1). The total number of Stimuli S is

S =
J∏

j=1

Mj (1)

So there is a total of 144 stimuli in public transport, 192 stimuli in car sharing
and 256 in eGovernment.

Table 1. Estimated attributes and their different levels in public transport use case

Attribute j Level 1 Level 2 Level 3 Level 4 Mj

Carrier medium Paper Chip card Smartphone 3

Payment Cash Credit card Carrier Billing 3

Registration ID provider Manual input Social networks German eID 4

Price 1,70e 2,00e 2,30e 2,60e 4

7 The described procedure is based on the steps recommended by Backhaus et al. [1,
pp. 180], Hensher et al. [6, p. 102] and Helm et al. [5, p. 25].
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Table 2. Experimental design of the CBCA

Step Public transport Car sharing eGovernment

1. Problem
definition

– On smartphones
securely stored seasonal
tickets

– Keyless car by using
the SE

– Provision of the eID
function on the
smartphone by
creating a derived
identity

– Registration
(onboarding) via eID

2. Sample – Public transport users – Carsharing users – German citizens

3. Relevant
alternatives

– Paper tickets – Manual input
(registration)

– Online eID function

– Chip cards – Online governmental ID
service (registration)

– no online usage of
ID

– Third party IDs
(registration)

– Manual car opening
(keyless car)

4. Number of
Attributes

– 4 – 4 – 4

5. Number of
Stimuli S

– 144 – 192 – 256

6. Number of
Choice-sets C

– 17 178 876 – 54 870 480 – 174 792 640

To avoid overburdening the test persons we decided to present only three
stimuli plus a non-selection option (K = 3 + 1) per decision. The number of
possible choice-sets C is

C =
(

S

K

)
=

S!
K! (S − K!)

(2)

Because the number of stimuli is very high, the total number of choice-sets in
public transport sums up to 17 178 876. However, for a test user it is impossible
to evaluate all these variants.

To deal with this problem, we have to select a number of choice sets R ran-
domly. Following the recommendations of Backhaus et al. [1, p. 185] we present
a total number von R = 12 choice-sets to every test user.

Utility Model. A number of models are available for modelling the utility us of a
stimulus s, including the vector model, the ideal point model and the part worth
model. The latter we regard as the most suitable for our use cases.

us =
J∑

j=1

M∑

m=1

bjm · xjm (3)
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where

us = utility of stimulus s
bjm = Partial utility of attribute j and attribute level m
xjms = 1, if stimulus s has the attribute j and attribute level m, else 0.

With the so called compensatory utility models, a lower utility of one attribute
level is outweighed by the higher benefit of another.

One assumption of the aggregated model is, that the benefit expectations of
the consumers are homogeneous [1, p. 215]. But this is not the case in reality.
This problem can be solved by breaking the group down into subgroups with
similar behavior by using a A Priori Segmentation, the Latent Class Approach
or the Hierarchical Bayes Approach [1, pp. 217] estimating a separate choice
model for each subgroup.

Choice Model. Because we want to use the Bass model afterwards, we were
looking for a model, which designs the individual choice of every test user and
calculates the probability how likely it is that a user will choose this alternative.
The Multinomial Logit Model was developed for such tasks, so we chose it.

Pi(k) =
eβiuk

∑K
k=1 eβiuk

(4)

Pi(k) is defined as the probability a test user i chooses alternative k. βi can be
interpreted as the measure of rational behavior of the test user. If βi = 0, the
user selects random alternatives. If βi → inf, the Logit Model behaves like the
Max Utility Model. This indicates that the respondent makes extremely rational
decisions.

Fig. 3. Relationship between S(T ) and Y (T ) on the basis of an exemplary product

4.4 Bass Model

The model of Bass [2] was originally published in 1969. It allows to model product
growth rates and adoption processes. Bass was inspired by the first approach
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made by Rogers [9] in the early 1960s, because he tried to model the assumptions
of the theoretical research of the time [2, p. 216].

The probability P (T ) a new customer will buy a product at time T is calcu-
lated as follows

P (T ) = p +
q

m
Y (T ) (5)

where

p = Innovation coefficient
q = Imitation coefficient
m = Potential initial sales in the observe period
Y (T ) = Number of customers at time T

The variable p could be interpreted as the growing number of innovators who
come up with the idea to consume the product totally independently. In contrast,
the variable q indicates how many new customers choose the product by imitating
customers already adopted the technology, service or product.

The number of sales S(T ) at time T is

S(T ) = P (T ) [m − Y (T )] = pm + (q − p) Y (T ) − q

m
Y 2(T ) (6)

In Fig. 3 you can see the characteristic curves of the model using a exemplary
product.
Estimating m. Usually it is difficult to determine m, because you can look at
a market historically, but you cannot estimate, how a new product would be
adopted by the market in the upcoming periods. By using the CBCA we are
identifying the probability users would choose the new product in relation to
the probability that they use a product already established on the market. With
this probabilities, we can split the market forecast into the several products and
can focus in particular on the diffusion of the product in whose development we
are most interested (the usage of services based on OPTIMOS ecosystem).

The potential initial sales m(k) of product k can be estimated by

m(k) = m ·
I∑

i=1

Pi(k)
I

(7)

Estimating q and p. The innovation coefficient p and the imitation coefficient
q are normally estimated on the basis of historical market data. For product
innovations there is usually no data available, because they are not sold yet.
To solve this problem Schühle [10, p. 152] published his approach, in which he
identified analogue products8. Schühle uses the customers’ choice of products
to draw conclusions about goods of which he has the historical adoption curve.
Subsequently, he estimated their innovation and imitation coefficient and used
this for the innovative product he is focusing.

When looking for analogue goods, it may help to look for products that are
similar to the attributes identified in Sect. 3.
8 The theoretical approach of analogue products originally comes from Cronrath et

al. [3] and Thomas [13].
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5 Outlook

The presented concept is to be implemented in the spring. The first results are
expected in June 2020.

Acronyms

Notation Description Page List

CA Conjoint-Analysis 7

CBCA Choice Based Conjoint-Analysis 6–8, 10

eID Electronic Identity 3, 5, 7, 8

MNL Multinomial Logit-Model 6

NFC Near Field Communication 2, 3, 5

SE Secure Element 1–3, 5, 8

TSM Trusted Service Manager 1, 3
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Abstract. Being able to move independently is a skill that seems necessary
for social inclusion and participation. However, people with intellectual disabili-
ties often face difficulties in developing autonomous mobility. Similarly, existing
mobile navigation aid systems, which could help them to move from one place to
another, are not adapted to their cognitive specificities. The purpose of this paper
is to present an ontology of spatial navigation established to serve as a basis for
the development of mobility aid systems adapted to people presenting an intellec-
tual disability. It presents the method used to create the ontology, a representative
extract of the ontology obtained and an illustration of the use of the ontology for
the development of a mobility aid system. The limitations of the ontology and
future work are also discussed.

Keywords: Spatial navigation ·Mobility · Intellectual disability · Adaptive
system

1 Introduction

Mobility, i.e. the ability to travel through the environment, is an essential skill for social
participation. Knowing how to navigate the environment allows us to get to school or
work, visit our families and friends, have leisure activities, etc.

Spatial navigation refers to the ability of moving from point A to point B [1] and
involves three types of knowledge: landmarks, paths and survey (cognitive map of the
environment) [2]. This knowledge is acquired during childhood through different navi-
gation experiences [3]. Some people may have difficulties in acquiring this knowledge
and thus inmoving autonomously. This is the case for peoplewith intellectual disabilities
(ID).
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According to the Diagnostic and Statistical manual of Mental Disorders (DSM)-5th

edition [4], ID is a neurodevelopmental disorder that is manifested by intellectual and
adaptive deficits in several areas: conceptual, social and practical. The diagnosis of ID
can be made if a person presents with both: (1) a deficit in intellectual functions (in the
areas of reasoning, problem solving, planning, abstraction, judgment, academic learning
and experiential learning), confirmed by clinical assessment and standardized individual
intelligence tests (criterion A) and (2) a deficit in adaptive functions limiting functioning
in one or more fields of activity of daily life (communication, social participation, inde-
pendence) in various environments such as home, school, work or the local community
(criterion B). Finally, the onset of intellectual and adaptive deficits occurs during the
developmental period (criterion C).

Field studies conducted on the travel habits of ID persons unanimously show a strong
restriction on travel, which is limited to routine journeys made in the neighbourhood of
the home and the frequented institutions; such restrictions reduce the opportunities for
social participation of these individuals [5, 6].

In recent decades, research work in human spatial cognition has led to a better
understanding of environmental learning. Such work has produced various models of
reasoning and spatial behaviour and ultimately led to the development of navigation aid
systems available on smartphone.Despite being easy to use and efficient (froma technical
point of view), these tools do not always seem to be adapted to the specifications of users,
particularly people with ID [7]. Indeed, recent work on the spatial navigation of people
with ID shows that, during their travels, these people are able to acquire knowledge of
landmarks, i.e. select and memorize objects and places present in the environment [8].
However, the landmarks chosen are not always effective for decision-making. Indeed,
some studies show that ID individuals may lack selectivity in their choice of landmarks
(non-unique objects (e.g., traffic lights, street furniture), mobile objects (e.g., vehicles))
even if they are located at intersections [8]. This lack of selectivity leads to navigational
errors. The acquisition of route knowledge is also present for people with ID, but after
a longer learning period than for typically developing individuals [8–10]. On the other
hand, survey knowledge allowing more flexible mobility is more rarely acquired [3, 10].

Given these particularities in learning and navigating within an environment, our
goal is to develop a mobility assistance system for people with ID. Indeed, because of
their difficulties in moving around, these people need systems adapted to their needs but
also to their cognitive functioning. It is within this context that an ontology has been
developed to provide a common language and basic knowledge of spatial navigation.

This paper presents a state of the art on the ontologies developed for the domain of
spatial navigation. Then it describes the approach that led to a first version of a dedicated
ontology. A first validation giving an overview of the potentialities of the ontology is
then provided. The paper ends with a conclusion and research perspectives.

2 Related Work

According toNoy [11], an ontology is a description of the concepts of a domain (classes),
of the properties of each concept describing the different characteristics and attributes of
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the concept (slots), and of the limits of the slots (facets). The ontology provides a basis
for information exchange and collaboration, but also the vocabulary of an application
domain [12].

Many ontologies have already been developed in the field of space navigation and
transport use.

The work of Kettunen and Sarjakoski [13] presents the construction of an ontology
of landmarks for spatial navigation in a natural space. These researchers conducted a
series of studies with 42 participants in order to collect the landmarks used by people
when travelling in the natural environment and in various situations (summer, winter,
day and night). The obtained landmarks helped with the creation of an ontology that
is intended to be used to develop customizable navigation systems that can be used for
travel in the natural environment.

In the same field, other researchers [14] have defined five ontologies as part of a
project to develop a new model for displaying information for hikers and tourists. In
their paper, they present more specifically two ontologies (walk and navigation) that
are then used by the system to provide textual instructions and navigation directions in
different languages.

Other work focuses on urban mobility and, in particular, on transport use. For exam-
ple, Timpf [12] compares twowayfindingontologies involving severalmodes of transport
in urban environment.Wayfinding consists of a planned trip to a destination that requires
the establishment of a route [15]. The specificity of this work is adopting an uncommon
point of view in the work on ontologies and wayfinding, the one of the person who is
travelling. Thus, this author has developed not only an ontology of wayfinding from the
perspective of the transport system but also an ontology of wayfinding from the perspec-
tive of the person who uses transport. By comparing the two ontologies obtained, Timpf
shows that they overlap on some concepts but not on all of them. Therefore, the ontol-
ogy from the traveller’s point of view is not a subset of the ontology from the transport
system’s point of view.

In the same field of application, Mnasser and her collaborators [16] present a public
transport ontology that considers several concepts in connection with a journey planning
that is as best and most relevant as possible for the user. The objective of this work is
to be able to use this ontology to help the user to choose the best route to get from one
place to another.

Finally, an ontology can also be used to provide the public transport user with per-
sonalized information. For example, De Oliveira and her collaborators [17] published
an article on the use of a transport ontology (metro, tram, train and bus) to customise
the content of user interfaces.

To our best knowledge, there is no work that has used an ontology in the field of
ID and mobility. The aim of our work is to propose a navigational aid system adapted
to people with ID to facilitate their autonomous mobility. For this purpose, we have
developed an ontology in the field of spatial navigation that serves as a basic model for
the development of adapted navigation systems.
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3 Approach Used to Generate the Ontology in Spatial Navigation
Domain

The work presented in this article was carried out in collaboration with researchers
in psychology specialized in ID people mobility, and computer science, specialized
in Human-Computer Interaction and mobility and transport domain. A total of eight
working meetings took place over a three-month period.

Several methods for establishing an ontology are presented in the literature
[11, 18]. These generally define the same steps: definition of the purpose of the ontology,
conceptualization, formalization and validation.

Definition. The purpose of our ontology is to provide a knowledge base on the field of
spatial navigation in order to develop an independent mobility aid application adapted to
the specificities of people with ID (difficulties in planning, abstract reasoning, compre-
hension, reading, choice of landmarks, etc.). This knowledge base is a general ontology
on the spatial navigation but no an ontology on the spatial navigation of the people with
ID.

Conceptualization. In order to carry out the conceptualization stage, i.e. the defini-
tion of ontology concepts and their relations, we started from the concept of spatial
navigation and its definition: coordinated and goal-directed self-movement through the
environment, which has two components: locomotion (movement towards a destination
visible from where someone is) and wayfinding (movement towards a destination that
is not visible from where someone is and which requires the establishment of a route
to that destination) [15]. From this definition we used the brainstorming technique to
list all the elements that should be included in the ontology. We thus obtained a “word
cloud” related to spatial navigation (Fig. 1.). The next step was to group the elements
into specific classes and then the specific classes into more general concepts. This step

Fig. 1. Representation of the word cloud.
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required three working meetings out of the eight carried out in order to reach a con-
sensus. Finally, each element was defined using mainly the Larousse dictionary [19],
the Transmodel model [20], the National Centre of Textual and Lexical Resources (in
French: Centre National de Resources Textuelles et Lexicales) (CNRTL) [21] and the
Techno-Science glossary [22].

Formalization. The ontology was formalized using OWL and Protégé1. Indeed, OWL
is a knowledge representation language used to describe ontologies. Figure 2 shows the
ontology hierarchy in Protégé.

Fig. 2. Extract of the ontology in Protégé.

4 Results

The obtained ontology contains 201 defined terms. The central concept is “Spatial Navi-
gation” defined as “a coordinated and goal-directed self-movement through the environ-
ment that can be broken down into two sub-components: locomotion and wayfinding”

1 https://protege.stanford.edu/.

https://protege.stanford.edu/
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[15]. This concept can be decomposed into four classes: Mobility mode, Environment,
Information and Individual.

We present here a specific part of the ontology that will serve as a basis for a pre-
liminary version of our navigation aid system (presented in the section ‘First scenario-
based validation of the ontology exploitation”), the subclass “Wayfinding task” of the
“Individual” class (Fig. 3.).

Fig. 3. Extract of the ontology presenting the sub-class «Wayfinding tasks».

The elements constituting this subclass correspond to the wayfinding tasks defined
byWiener and his collaborators [23] in a taxonomy based on the level of involved spatial
knowledge (landmarks, routes, survey). Seven wayfinding tasks are distinguished (they
are represented in a tree structure in Fig. 3): (1) exploration, (2) pleasure walk, (3) path
following, (4) path planning, (5) path search, (6) uninformed destination search and
(7) informed destination search. Definitions of each of these elements are presented in
Table 1.

Table 1. Definition of the sub-class «Wayfinding tasks» concepts.

Concepts Définitions

(1) Exploration Travelling without a specific destination (without an established
goal) in an unknown environment

(2) Pleasure walk Travelling without a specific destination (without an established
goal) in a known environment

(3) Path following Travel with a specific destination knowing its location in a known
environment using a known route

(4) Path planning Travel requiring the identification of the steps to be taken to get to a
specific destination with a known location in a known environment

Search Travel with specific destination

(5) Path search Travel requiring the development of a route to a specific destination
in an unknown environment

Destination search Travel with a specific destination whose location is unknown

(6) Uninformed destination search Travel with a specific destination with unknown location in an
unknown environment

(7) Informed destination search Travel with a specific destination whose location is unknown in a
known environment
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5 First Scenario-Based Validation of the Ontology Exploitation

To illustrate the exploitation of the proposed ontology, we use a pedestrian mobility
scenario in an urban environment. A persona has been designed to represent a group of
users presenting an ID. This persona allows the representation of a target group through
a fictitious person with social and psychological attributes and characteristics. This
marketing concept has been taken up by the community in the field of HCI, in particular
by Alan Cooper [24]. The expression of needs involves the creation of scenarios in the
form of use cases corresponding to the tasks to be carried out through the components of
the interface [25, 26]. This scenario creation, in our case, is based on the persona visible
in Fig. 4.

Fig. 4. Nabila, the persona used in our study.

The scenario is as follows: Nabila has to travel in the agglomeration of Valenciennes
and asmentioned in the persona illustrated in the Fig. 4 above, she has orienting difficulty
hence the necessity of using navigation assistance. She wants to go to the cinema during
the day using her digital assistant. This assistant has been designed using the notions
of four classifications (environment, information, individual and mode of travel) from
the ontology presented in this paper. We therefore wish to verify that the notions related
to the mobility of this ID person appearing during this scenario are indeed present in
the ontology. This process implements a set of adaptation rules that make it possible
to associate a context with a specific behaviour of the application that best suits the
situation. The itinerary associated with the scenario is presented in Fig. 5, which allows
us to relate to the trip context in order to know the characteristics of the places travelled
(quiet street, busy street, etc.). This scenario would allow an understanding of the context
of the interaction with the mobility assistant and the proposed adaptation mechanism.
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The Fig. 5 shows the change in travel mode from pedestrian to public transport, in this
case the tramway.

Fig. 5. Map of the trip showing different steps.

The scenario, taken into account for the implementation of the applicative architec-
ture, is the following: Nabila would like to attend a film session in the early afternoon.
She consults, at home, the website of the cinema to see the available films for today. She
wants to see a film for which there is a screening at 2:10 pm. She wishes to arrive an
hour in advance and have lunch on site before the film. So, she makes an itinerary on
her laptop with Google Maps. She sees that she is on time. She gets ready and tells her
mobility assistant [27] that she wants to go to the Gaumont cinema. Nabila is not yet
familiar with the city and has never gone for a walk in the direction of the train station.
The assistant therefore takes this information into account in the context. The scenario
for using the digital assistant is detailed in Fig. 6 and Table 2.

The path is composed of four parts:

1. Indoor:which includes interactionswith the digital assistant before leaving the house.
2. Street 1: corresponding to the journey made in the street to the tramway station.
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3. Tramway: corresponding to the journey made inside the tramway.
4. Street 2: corresponds to the journey made in the street to the cinema.

The travel times of the different sections on the Google Maps route have been plotted on
the Gantt chart. These Sects. 2, 3 and 4 have the following travel times: 7 min, 10 min
and 3 min respectively.

Fig. 6. Gantt chart associated to the scenario illustrating the different steps, the context and the
outcome of the adaptation. (AR: Augmented Reality; GUI: Graphic User Interface)

This figure is composed of 4 zones. The first one (top) provides a decomposition of
the scenario with the succession of the types of places travelled (Indoor, road section,
tramway station). For each of these types of places, the context is modified. For example,
the indoor environment has the characteristic of being quiet, whereas when travelling
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along Street 1, the user is considered to be constantly on movement. These different
elements of context are provided as input to the adaptation engine present in the naviga-
tion assistance. The rules of this engine make it possible, according to each context, to
provide a set of adapted support modules (illustrated in the part of Suggested Modules).
The modules actually used during this scenario are then visible in the lower part of the
figure (Used modules).

Table 2 allows us to better explain the sequence of the adaptation mechanism accord-
ing to the different elements of the context. This table presents the different steps of the
scenario numbered from 1 to 12. For each step, the columns «context» and «wayfind-
ing» provide the characteristics of the environment and the state of the wayfinding task
respectively.

Table 2. Table detailing the presented scenario with a Gantt chart.

Scenario Context Wayfinding

1 - Nabila plans to go alone to
the cinema «Cl»

She at alone
She at home

«Directed»

2 -She selects the destination
on her digital assistant

«Destination location
search»/«uninformed search»

3 - The audio module allows
her to find the right orientation
after leaving her home

The environment is quiet.
Nabik didn’t plug in her
earphones.

«Target
approximation»/«Path
following»

4 - Nabik walks towards the
tramway station «Gare» using
the «Vibration» module

The environment is quiet.
She is walking on the street
(dangerous).
Nabik doesn’t like to disturb
her surrounding

”

5 - She approaches the station,
the module «Vibratio » still
works. The module AR
completes her knowledge of
the environmi’nt by indicating
the station location

Nabla has almost stopped.
The environment is noisy

”

6 - Nabila arrives at the
tramti’ay station. She receives
information about the next
departure time using AR

Idem ”

7 - She gets on the tramway.
The assistance recommends
the Audio module. As a
second optbn, the assistant
suggests the GUI moduli’ that
Nabila selects

The environment is quiet.
Nabila doesn’t have her
earphones. Nabila doesn’t like
to disturb her surrounding.
There are a lot of vibrations in
her environment

”

(continued)
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Table 2. (continued)

Scenario Context Wayfinding

8 - GUI module provides
information about the stations.
The system also asks Nabila
to memorize the description of
the remaining path after
getting out of the tramway

”

9 - Nabila plugs in her
earphones, the audio module
is launched. The GUI module
remains active. Nabila listens
to the relevant information
(learning remaining path, next
station, etc.). Then she hears
that she must get off at the
next station

Nabila has just found her
earphones

”

10 - She gets off the tramway.
She arrives near the
destination. Shee still has to
go 270 m

The environment is noisy.
She is walking on the street
(dangerous)

”

11 - During the remaining
trip, the system provides
directions using the module
«Vibration» . Nabila should
have memorized kindmarks to
facilitate her trip

Idem ”

12 - Nabik arrived to her
destination

”

We notice that all the concepts presented in this Gantt chart have been covered by the
ontology (environment, indoor, outdoor, assistance, road, station, interaction platform,
etc.). In fact, we can see that the places presented in the first part of the diagram corre-
spond to the node found in the classification “Environment – Built” containing, among
other things: “habitat, road, roadway, station, etc.” (Fig. 2).

6 Conclusion

This paper presented our work leading to the first version of an ontology on spatial
navigation. This ontology was established to be used in the development of mobility aid
systems adapted to the specificities of people with ID. It can be considered as a basis
of definitions for the development of these aid systems. Indeed, these people encounter
difficulties in their travels that limit their social participation.
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The ontology that has been developed certainly still requires some adjustments, in
particular the integration of the links between the different defined concepts. In addition,
the validation should be carried out once the prototype of the mobility aid system is
completed in order to check whether the ontology covers all the concepts of the studied
field. The first versions of the implemented prototypes have enabled the validation of the
mechanisms for implementing adaptation rules that will be exploited by the aid system.
Since each term in the ontology is identified by a unique keyword, the definition of these
rules should be facilitated. The collaboration established with an institution hosting this
target audience should enable us to make these rules and consequently the used ontology
more reliable.
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Abstract. Flow maps are a common form of geographic information visualiza-
tion to show the movement of information from one location to another. Visual
variables are essential elements of information representation. Previous studies
have evaluated the perceived effectiveness of individual visual variables in a flow.
However, the composition of flows usually includes multiple visual variables,
and how to evaluate the usability of multiple visual variables has not been well
documented. In this study, we investigated the influence of four visual variables
(Thickness, Length, Brightness, and Hue) in flows on size perception. The results
showed that length and brightness had a significant influence on the accuracy of
size perception, while hue had no significance. Furthermore, multiple visual vari-
ables might involve a higher visual complexity and have a significant effect on
response efficiency. In addition, we found that different references significantly
affect the results of comparison judgments. The basic study could help improve
the usability of flow maps in geographic information visualization.

Keywords: Flow maps ·Multiple visual variables · Geographic information
visualization

1 Introduction

FlowMaps are a common form of geographic information visualization. Flowmaps geo-
graphically show the movement of information or objects from one location to another
and their amount, see Fig. 1. Typically, flow maps are used to display migration data of
vehicles, trade, and animals, etc. Qualitative and quantitative data information is con-
veyed with line symbols of different thicknesses. In practical use, complex geographic
information is usually presented to the user in visualization using a combination of visual
variables. For example, using shapes (straight lines and curves) to avoid overlap, color
(hue) to distinguish between different types. However, these visual variables do not rep-
resent amount information, and it may interfere with the user’s perceived performance.
What we are interested in is exploring the influence of multiple visual variables on size
perception in flow maps.

Shape (straight lines and curves), size (length and thickness), and color (brightness
andhue) are three critical visual variables for encodingflow information [1, 2].According
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to the previous research [3] on the perceptual discriminability of visual variables, we
know that size has the highest level of the number of perceptible steps. In flow maps,
size is also the most commonly used variable to encode magnitude information. Besides,
to visualize numbers across large magnitudes, visualization designers often redundantly
represent information with size and color. In this study, we conducted two user studies to
evaluate the effect of four common visual variables and reference in flow maps on size
perception. The results of this study will provide concrete guidelines for visualization
designers in the design of flow maps.

Fig. 1. The flow map

2 Background

2.1 Visual Variables in Flow Maps

The visual variable system was first established by Bertin [4]. He defined seven basic
visual variables: position, size, shape, color brightness, color hue, orientation, and grain.
On this basis, scholars have expanded the system, such as color saturation, arrangement
[5], fuzziness, resolution, and transparency [6, 7]. Recent researches [8] even have gone
beyond the traditional static 2D display, such as motion, depth, and occlusion.

There are five types of flowmaps, which are distributive, network, radial, continuous,
and telecommunications flow maps [9]. Size, color, and shape are three fundamental
visual variables in flow maps. Dong et al. [10] evaluated the usability of flow maps
through comparisons between (a) straight lines and curves and (b) line thickness and color
gradients. Holten et al. [11] made an evaluation for the effectiveness of six directed-edge
representations in path-finding tasks.

Though a lot of efforts to evaluate visual variables comprehensively, little attention
has been paid to the interaction of multiple visual variables. Bertin’s [12] notion of
“disassociativity” and Garner’s [13] concept of “dimensional integrality” pointed out
that different visual variables are either “associative” or “disassociative.” Bertin believed
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that brightness and size are disassociative: because these variables affect the visibility of
symbols, it would be tough to ignore their variations [12]. As we know, a flow consists of
many visual variables, but not all of them are used for numerical representation. We are
interested in whether the effect of multiple visual variables on magnitude perception is
promotion or interference. For example, the length of flows varies depending on origins
and destinations in practical use. When users compare the long and thick flow with the
short and thin flow, will they make greater estimation error because of stronger visual
contrast? Based on previous studies, we investigated the influence of four visual variables
(Thickness, Length, Brightness, and Hue) in flows and their combinations on estimation.
The study of multiple visual variables includes the following two aspects, redundant
variables, and interference variables. Redundant variables are all encoded to represent
values, while interference variables are independent of numerical representation.

2.2 Graphical Perception of Size

Graphical perception of size studied the psychophysical relation between perceived and
physical magnitudes. Spence [14] experimentally explored the apparent and effective
dimensionality of representations of objects. One of the most relevant studies on size
perception is the visual cue. The visual cue is an essential factor in part-to-whole com-
parison [15]. The visual cue may be reference objects or invisible perceptual anchors.
For reference objects in visualization perception, Steven’s law [16] indicated that when
an object is seen in the context of other larger objects, it appears larger itself. In contrast,
it seems smaller. Jordan and Schiano [17] found that changing spatial separation between
lines produced assimilation or contrast effect. Simkin and Hastie [18] ran studies that
appear to confirm that people use perceptual anchors as part of the estimation process.
Spence [19] held that the pie chart has four natural anchors at 0%, 25%, 50%, 75%, and
100%, while the stacked bar chart has two anchors at 0%, 50%, and 100%, respectively.
Stephen [15] explored the impacts of visual anchors on estimation in part-to-whole
comparisons employing Amazon’s Mechanical Turk service.

In our investigation, we found that users would use different visual cues uninten-
tionally to make an estimation. In the practical use of flow maps, users may estimate
the value of the target flow by referring to the values of adjacent flows, the maximum
or minimum values in the global, rather than comparing with the same reference every
time. Inconsistent references might be one of the main factors leading to instability in
user performance. We suspected that different reference objects might affect the user’s
estimated performance.

On the other hand, color mapping is a very important visualization technique. The
color size effect [20] indicated that the color appearance is affected by the physical size of
the color. A common explanation for this effect is that the cones and rods are not evenly
distributed throughout the human retina, resulting in a difference in color vision between
the fovea and the peripheral retina [20]. Changes in color size appearance are mainly
determined by two factors, hue, and brightness. K Xiao [21] revealed the relationship
of the changes of color appearance between different sizes through user experiments
and found that with the increase of stimulus size, the color appears lighter and brighter.
Tedford et al. [22] found that warm colors such as red, orange and yellow appear larger
than cool colors like green and blue. Warm and bright colors make objects appear larger
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and have a sense of expansion, while cold and dark have a sense of contraction and make
objects appear smaller [23]. Visualization designers usually use the color size effect to
obtain a visual balance, but it also may bring some potential perception problems. In
this study, we studied the influence of length, brightness, and color on size perception
based on previous studies.

3 Study 1: Effect of Multiple Visual Variables on Size Perception
Processing

Based on the previous research, experiment 1 studied the characteristics of the individual
size perception on flow encoded with multiple visual variables. The experiment adopted
a within-subjects design. The independent variable was multivariate encoding type,
including interference-free, interference, and redundant variable encoding. See Fig. 2
for more details about the levels of each factor.

Fig. 2. Independent variables in experiment 1.
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3.1 Participates

Atotal of 19male and29 female graduate students aged23–27 (M=23.3, SD=2.6)were
enrolled. The participants experienced one ormore forms of information visualization on
an occasional basis from sources such as the Internet, books, news-papers, and academic
articles, etc. All participants had a normal or corrected vision, no color blindness or color
weakness. Participants who completed the entire experiment would receive a reward of
30 RMB.

3.2 Experimental Materials

To avoid the influence of irrelevant factors in practical flow maps, such as place names,
point size, and so on, we dealt with the experimental materials. In this basic research,
we simplified the flow into a straight line with a length of 200 pixels as the standard
stimulus. Thickness (2–20 px) of the standard stimulus represented corresponding values
from one to ten.

For stimulus encodings with interference variables, there were two types, that is,
Double encoding and Triple encoding. Double and Triple meant the number of visual
variables that encoded the flow. For example, double encoding referred to the flow
encoded with two visual variables (thickness and length), in which thickness represented
magnitude information, and the length was an interference variable. The interference
variables included length, brightness, and hue. There were two levels for each variable.
For length, the short level was half the length of a standard stimulus, and the long level
was twice the length of a standard stimulus. For brightness, the light and dark levels were
two gradients higher and lower than the brightness of the standard stimulus, respectively.
The brightness gradient picked from COLOR BREWER [24]. For hue, we selected only
two representative colors, and the cold (#3b7494) and warm (#fd7f0a) levels were taken
from the study of Tedford et al. [22].

For redundancy encoding, both thickness and brightness encode quantitative infor-
mation. The ten brightness gradient was defined according to the HSL color space, and
mapped values from one to ten.

3.3 Procedure

We performed a laboratory control web experiment consisting of a simple human-
computer interaction process to collect behavioral data from participants. Web experi-
ment has been widely used to evaluate the effectiveness of the interface in recent years.
The experiment was carried out in the HCI lab of Southeast University under normal
lighting condition (about 500 lx). The stimuli were generated by a computer running the
Mac OS operating system with a 2.6 GHz Intel Core i7 processor. The monitor used was
a 27-in. IPS monitor with a 4K resolution (Dell U2718Q). The viewing distance used
was 50 cm.

The task for the participants was to estimate the value of the stimulus encoding
ac-cording to the reference object and submit the answer. The experimental interface
screenshot is shown in Fig. 3. Before the formal experiment, participants need to com-
plete two practice trials to familiarize themselves with the functions and interactions
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of the test interface. In the middle of the experiment, participants were allowed to rest
for two minutes to stay relaxed. To avoid the familiarity effect, the order of the trials
appeared random.

Participants needed to complete a total of 16× 4= 64 trails. The whole experiment
took about 15min. The following datawere collected: the physical size for each trail (�),
the perceived size submitted by the participants (P), and the response time (T). Finally,
we evaluated the effect of different combinations of visual variables on the usability of
the flow maps based on the results.

Fig. 3. Screenshot of the experimental interface.

4 Results

In this section, we described an overview of our analysis result. A total of 3072 groups
of data (64 trials × 48 participants) were collected from the experiment. We measured
both accuracy and response time for each trial. Accuracy percentage was measured by
subtracting the percentage of response error from 100, where the response error is:

Response Error =
∣
∣
∣
∣

P − Π

Π

∣
∣
∣
∣
× 100%

4.1 Task Performance: Results Overview

To detect the effects of multiple visual variables, we turned to an analysis of variance
(ANOVA). Before testing, we checked whether the data collected meets the assumptions
of an appropriate statistical test. Shapiro-Wilk test showed that the residuals were close
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to the normal distribution (P > 0.05), and the Levene test showed data of this study had
equal variance (P = 0.061). In this section, we describe the results of statistical tests by
independent variables and their interactions.

ANOVA detected significant main effects for both accuracy (F (15,3008) = 16.980, p
< .001) and response time (F (15,3008) = 14.234, p < .001), and we followed up with
Bonferroni-corrected post-hoc comparisons; see Fig. 4.

Figure 4 shows that the accuracy of STD (M = 91.1%) and RE (M = 93.1%) was
the highest (all p < 0.05). The pairwise comparison between STD and RE showed no
significant difference (p= 0.347). Compared with interference-free encoding (STD), the
addition of the interference variable, except for hue, made a worse magnitude perception
performance. Pairwise comparisons between encodingswith interfering variablesmostly
did not detect significant differences. Except for hue, pairwise comparison identified
no significant difference between triple encodings and double encodings; however, we
noticed that the number of errors distributed in triple encodings was the most, and triple
encodings had a more significant deviation.

For response time, the pairwise comparisons showed that encodingwith interference-
free variables (STD) had the shortest response time, and the addition of the interference
variablemade a longer response time. Redundancy affected the response time. Compared
with STD, the response time of RE was significantly longer, but the amount exceeded
was minimal. Triple encodings had a significantly longer response time than double
encodings (all p < .05). See Fig. 4 for more details about the response time ranking of
different encodings.

4.2 Estimation Bias Analysis

We ran chi-square tests to investigate whether users have a tendency of overestimation or
underestimation to different multivariate encoding (See Table 1). For double encoding,
the results indicated that the size perception of stimuli encoded by interference variables
(length and brightness) were significantly biased. At the same time, the hue had no
significant effect on the estimated bias. For triple encoding, the significances of the
estimation bias were detected for all stimulus encodings except L1+B1 and L2+B2. This
might be interpreted that there was a conflict when the length and brightness variables
encoded stimuli simultaneously. For the variable combination of length and hue (L+H),
the estimated biases are consistent with that of length in double encoding.

In general, encodings with significantly overestimated biases are L2, B1, L2+B1,
L2+H1, and L2+H2; encodings with significantly underestimated biases are L1, B2,
L1+B2, L1+H1, and L1+H2. Standard stimulus and redundant encoding had the smallest
estimation bias and the best accuracy. Although these results showed that multiple visual
variables affect biases for over- or underestimation of size perception, further researches
will be needed to analyze the causes of these biases.
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Test of Within-Subjects Effects
Multivariate Encoding Type(F (15,3008) = 16.980, p < .001)

Test of Within-Subjects Effects
Multivariate Encoding Type(F (15,3008) = 14.234, p < .001)

Pairwise Comparisons (ranked from most 
accurate to least)
p values are corrected using Bonferroni correction.
Encoding Type

Pairwise Comparisons (ranked from most 
fastest to least)
p values are corrected using Bonferroni correction.
Encoding Type
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Fig. 4. Accuracy and response time of different multivariate encodings along with statistical
results. Mean accuracy is shown in (a), and mean response time is shown in (b).
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Table 1. The percentage of over- or underestimation when estimating different encodings. Chi-
square tests compared the frequencies of overestimation and underestimation to detect estimation
bias for different encodings. Significant differences are indicated by asterisks (�).

Encoding Over Under Chi-squareed test

STD 8.9% 7.8% χ2 = 0.107, p = 0.74

L1� 11.5% 26.6% χ2 = 8.448, p < 0.005�

L2� 27.6% 12.5% χ2 = 7.887, p = 0.005�

B1� 25.5% 13.5% χ2 = 5.110, p < 0.05�

B2� 14.6% 26.0% χ2 = 4.442, p < 0.05�

H1 12.5% 8.3% χ2 = 1.326, p = 0.25

H2 14.6% 7.8% χ2 = 3.221, p = 0.073

L1+B1 15.1% 26.0% χ2 = 3.979, p = 0.05

L1+B2� 11.5% 27.1% χ2 = 8.892, p < 0.005�

L2+B1� 25.5% 11.0% χ2 = 8.302, p < 0.005�

L2+B2 24.0% 14.1% χ2 = 3.601, p = 0.06

L1+H1� 13.0% 24.5% χ2 = 4.923, p < 0.05�

L1+H2� 11.5% 22.4% χ2 = 4.172, p < 0.05�

L2+H1� 23.4% 12.0% χ2 = 5.294, p < 0.05�

L2+H2� 23.4% 11.5% χ2 = 5.900, p < 0.05�

RE 5.7% 6.8% χ2 = 0.148, p = 0.70

5 Discussion

Experiment 1 compared the user performance of flows encoded by multiple visual vari-
ables (length, brightness, and hue). First of all, in terms of accuracy, accompanied by the
addition of three visual variables, the results showed a decrease in effectiveness. When
visual variables were added in the form of a combination, the accuracy decreased even
lower. However, the accuracy of redundant encoding seemed improved. This result may
partly be explained that redundant encoding could be used to improve discriminabil-
ity between stimulus and reference while multiple visual variables increase graphic
complexity [3].

After that, the results showed growth in response time when visual variables were
encoded in the form of either interference or redundancy. Among them, triple encoding
had the lowest efficiency, followed by double and redundant encoding. This supported
Tufte’s hypothesis to maximize the “data-ink ratio [25].” Tufte considered that Non-
Data-Ink is to be deleted everywhere where possible to avoid drawing the attention of
viewers of the data presentation to irrelevant elements. An explanation for this might
be the information processing theory. Symbol excess and symbol redundancy increase
graphic complexity [3]. Flows encoded by more visual variables take up more cognitive
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resources (attention and understanding) of participants, further affect the efficiency of
their response.

Last but not least, the results of estimation bias analysis showed that except hue,
both length and brightness affected the estimation bias for size perception to varying
degrees. The effect of length can be explained as its influence on the apparent thickness
of flow. The increase in length changes the aspect ratio of flow lines, resulting in a thinner
apparent thickness, which further affects the size perception of users. It should be noted
that the present study was designed to determine the effect of multiple visual variables
on size perception. Thus this study is a qualitative study of flow graph, not a quantitative
study.

The results showed that the bright colorsmake the appearance of objects larger, while
the dark colors are the opposite. This result supports evidence fromprevious observations
[23].

The results showed not significant for the effect of hue on the estimation bias, which
differs from the findings presented by Tedford et al. [22]. It seems possible that this result
is due to our experimental materials are lines, not areas, and the stimulation intensity to
participants is not as sufficient as previous studies.

Besides, the results showed that length and brightness have a compound effect on size
perception. When they are coded together in different combinations, they can amplify or
offset the estimation bias to varying degrees, as different visual variables have different
capacities [4].

6 Study 2: Effect of Reference Objects on the Size Perception
Processing

To investigate whether reference objects influence on size perception processing, we
conducted a user study on the basis of experiment 1. The two factors of experiment 2
were reference objects and physical size. The former had two levels, and the latter had
ten size levels, as shown in Fig. 5.

6.1 Participates

A total of 15 male and 25 female graduate students aged between 23 and 27 years (M=
24.1, SD = 2.4) who used computer almost every day were recruited. All participants
had normal or corrected vision without color blindness or color weakness.

6.2 Experimental Materials

The experimental material was the same as experiment 1. Participants estimated the size
of the standard stimulus based on different levels of reference objects. The physical size
of reference objects in experiment 2 has two levels; the physical size of the large one
was 10, and the small one was 2. The physical size of the stimulus in experiment 2 has
ten levels, covering from 1 to 10.
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Fig. 5. Independent variables in experiment 2.

6.3 Procedure

The experimental procedure and the collected data were the same as experiment 1.
Participants needed to complete a total of 2 × 10 = 20 trails.

7 Results

A total of 800 groups of data (20 trials× 40 participants) were collected from experiment
2.

7.1 Task Performance: Results Overview

We conducted a two-way ANOVA to investigate the effect of reference objects and
physical size on size perception. The results showed as follow:

Reference Objects. There were significant differences between the two groups for both
accuracy (F (1,780) = 10.095, p < .01) and response time (F (1,780) = 20.677, p < .001).
The large reference group reported significantly more accuracy and shorter response
time than the small reference group.

Physical Size. The tests detected a significant effect of physical size on response time
(F (9,780) = 1.973, p = 0.044), but no significant effect on accuracy (F (9,780) = 1.217, p
= 0.281).

Reference Objects × Physical Size. There was a significant interaction between refer-
ence objects and physical size orientation for both accuracy (F (9,780) = 9.318, p< .001)
and response time (F (9,780) = 8.516, p < .001). The rankings of accuracy and response
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time obtained by pairwise comparison are shown in Fig. 4. In terms of accuracy, the
results indicated that the accuracy of the small reference group was significantly higher
than that of the large group when physical size was 1 and 2. When the physical size was
7, 8, 9, and 10, the results were the opposite. Although not all pairwise comparisons
between the large reference group were significant, it seemed the accuracy of the small
reference group was poor when the physical size increased. At the same time, the large
reference group was the opposite. Even so, the large reference group was more usable,
since its overall accuracy was significantly better than the small reference group.

On the other hand, concerning response time, we found that the small reference
group had significantly longer response time when physical size was 5, 7, 9, and 10.
And the large reference group had a significantly longer response time when physical
size was 1. In the small reference group, participants took longer to answer when the
physical size was 5, 6, 9, and 10. The small reference group had a longer response time
when the physical size was larger, while the large reference group seemed to have little
difference in each physical size. See Fig. 6 for more details.

7.2 Estimation Bias Analysis

We conducted chi-square tests to check estimation bias with different reference objects
(see Table 2). The results show that for the small reference object, participants signif-
icantly underestimated the size of the stimulus, starting from 5. For the large refer-
ence object, estimation bias only happened at 6, and the other comparisons were not
significant.

7.3 Psychophysical Relations Between Perceived Size (P) and Physical Size (�)
for Flow Lines

To explore the Psychophysical relations between perceived size (P) and physical size
(�) for flow lines, we performed a linear regression analysis on user performance data.
The linear relationship between P and � in the small reference group can be expressed
as:

P = KS × � + b

The Small Reference Group. By least-square fitting of perceived size, the slope KS =
0.739, intercept b = 0.668, and the fitting error = 0.840.

The Large Reference Group. By least-square fitting of perceived size, the slope KS =
0.989, intercept b = −0.072, and the fitting error = 0.948.

As shown in Fig. 7, the perceived size of the small reference group was lower than
the physical size, which may be evidence to support the results of previous studies by
Steven et al. [16].
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Fig. 6. Accuracy and response time of different reference objects groups along with statistical
results. Mean accuracy is shown in (a), and mean response time is shown in (b).
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Table 2. The percentage of over- or underestimation when referring to different references.
Significant differences detected by the Chi-square tests are indicated by asterisks (�).

Physical size Reference objects Over Under Chi-squareed test

1 Small 65.0% 5.0% χ2 = 0.049, p = .826

Large 30.0% 47.5% χ2 = 0.899, p = .343

2 Small 62.5% 10.0% χ2 = 0.091, p = .763

Large 27.5% 42.5% χ2 = 0.762, p = .383

3 Small 67.5% 7.5% χ2 = 0.041, p = .839

Large 25.0% 45.0% χ2 = 1.363, p = .234

4 Small 60.0% 5.0% χ2 = 0.153, p = .695

Large 22.5% 30.0% χ2 = 0.282, p = .596

5 Small 57.5% 10.0% χ2 = 4.333, p < .05�

Large 15.0% 42.5% χ2 = 3.445, p = .063

6 Small 47.5% 15.0% χ2 = 8.680, p < .01�

Large 45.0% 12.5% χ2 = 8.873, p < .05�

7 Small 25.0% 20.0% χ2 = 12.692, p < .001�

Large 27.5% 12.5% χ2 = 1.626, p = .202

8 Small 20.0% 22.5% χ2 = 12.433, p < .001�

Large 22.5% 25.0% χ2 = 0.036, p = .850

9 Small 10.0% 12.5% χ2 = 9.716, p < .01�

Large 20.0% 22.5% χ2 = 0.041, p = .839

10 Small 20.0% 17.5% χ2 = 13.823, p < .001�

Large 12.5% 15.0% χ2 = 0.071, p = .789

Fig. 7. Psychophysical relations between perceived size (P) and physical size (�) for flow lines.
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8 Discussion

Experiment 2 compared user performance in size perception when referring to different
reference objects. Initially, the results showed that the performance in the large reference
group was better in terms of accuracy and response time. A possible explanation for this
might be that humans are better at estimating the proportion within 100%, because of
the assistance of natural anchors [19], such as 25%, 50%, and 75%. However, when
participants perform a proportion estimation in which the stimulus-to-reference ratio
exceeds 100%, there might be two sources of error. On the one hand, if participants
make a whole-to-part comparison, they need to make multiple estimations, and the error
superposition may magnify the error. On the other hand, if participants make a part-
to-whole comparison, more complex conversions and higher accuracy requirements
seem to be factors that cause more significant errors. Both situations may cause errors.
However, with a small sample size, caution must be applied, as the findings might not
be the evidence that large references perform best. There is a possibility that a reference
performs best when the ratio of it to the maximum value falls somewhere in the middle,
such as 50%. We will continue to study the effect of different proportions of reference
and maximum value on size perception in our future work.

Besides, we found that the small reference group had significant underestimation bias
in size perception compared with the large reference group. This finding is consistent
with that of Steven [16], who indicated that when an object is seen in the context of other
smaller objects, it appears smaller itself. This also accords with the earlier observations
of Jordan and Schiano [17], which showed that increasing spatial separation between
lines produced the opposite effect.

9 Conclusion

In this study, two experiments were conducted to investigate the effect of multiple visual
variables on size perception in flow maps, and the following conclusions were drawn:

1. Different lengths of flow involve the judgment of apparent thickness and then affect
size perception. However, what aspect ratio has the most significant effect on size
perception requires further quantitative research.

2. As a result, it was detected that brightness had an influence on the estimation bias,
while hue had no effect.

3. Redundant encoding of flows improves the accuracy to some extent without losing
much efficiency at the same time.

4. A comparison judgmentwith varied references in flowmapsmay cause higher errors.
However, further research is needed to find out the best proportion of reference for
comparison judgment.

Some suggestions for the geographic information visualization designer:
When the value represented by the flow across varyingmagnitudes, redundant coding

can be selected for its better discriminability. Since different referenceswill cause greater
errors, designers should guide the user’s estimation behavior and recommend a uniform
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reference. Although the structure of the flowgraph determines that some visual variables,
such as length and lightness, cannot be omitted, their impact should be considered when
designing visualizations of crucial information.

Acknowledgments. This work was supported by the National Nature Science Foundation of
China (NSFC, Grant No. 71871056 & No. 71471037).
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Abstract. In the context of the advent of the economic era with user experience
and the continuous development of intelligent network technology, automobile
human-computer interaction will become a research hotspot of human-computer
interaction in the field of automobile segmentation in recent years. In order to
study the development strategy of the future car hci, this paper re-examines and
designs the hierarchical relationship of the human-computer interaction interface
from the perspective of Dimension reduction of user information and user expe-
rience enhancement, and analyzed the benchmarking of the existing products in
the market, combining the innovatory cognitive model of car styling. It reveals
the logical structure of the user and the human-computer interaction interface and
the cognitive rules of the interface level. Makes the more rational and rigorous
transportation products have certain humanistic sensibility characteristics, and is
theoretical and feasible.

The subjective and objective evaluation data is obtained as the evaluation basis
through various test scales, and a new hierarchical design principle is proposed.
In-depth understanding of the current development trend of information interac-
tion design, covering and future prospects, and carry out a more comprehensive
and in-depth analysis of automobile design and interaction modes, characteristics
and technologies at home and abroad, and conduct corporate benchmarking to
introduces the problems faced by the automotive industry at this stage and the
entry point of my research.

Keywords: Interaction design ·Multi-level design principle · User experience ·
Human-computer interaction in automobiles · Intelligent network linking

1 Introduction

In the distribution of automotive interior functions that have already been put into pro-
duction, there is generally no functional division of “driver” and “passenger”. The driver
and the passenger share a unified central control, and the information and interface dis-
play are relatively simple. Such as in the control interface navigation and music, can
only play music in the background, it can not be used at the same time; When one of
the driver and the passenger wants to listen to the radio and another wants to watch
a movie, there must be one party who needs to make concessions, and the two sides
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experience a bad feeling. Therefore, based on the technology of the car network level
5 human-car-machine three-party interconnection platform, this study concentrates all
information on the vehicle-mounted control. Through the user flow analysis of typical
users, extract common experience scenes, and explore the pain points and demand direc-
tions of drivers and passengers so that the system can meet the relative blend of driving
space and passenger space can be shared without disturbing each other, designed for the
design and positioning of the car hmi between 2020 and 2025, to improve the comfort
and experience of the drivers and passengers, thereby increasing the competitiveness of
the company’s products.

2 Research Contents and Methods

2.1 Human-Centered Design

Froma human-centric perspective, as for the perspective of the driver’s interactive behav-
ior, the human-computer interaction interface of the car interior can be divided into six
major sections: Main driving interface, auxiliary driving interface, information interac-
tion and entertainment interface inside and outside the vehicle, and integrated interaction
interface between the mobile device and the vehicle; Divided from the driving space, it
can be divided into three types: driver space, passenger space, and driver and passen-
ger shared space. In addition, it will also try some new OLED technologies to imple-
ment additional scenarios, which can break the original dashboard and vehicle-mounted
information display layout, and provide the driver with the amount of display content
according to the actual application scenario.

2.2 Feasibility of Use

The development and maturity of the Internet of Things technology are increasingly
changing people’s lives. Different from the Internet era, the Internet of Things brings not
only human-to-human or human-machine interconnection, but also machine-machine
interconnection to everything, it can enable the interaction of every object that can
generate data and even events through the application of technologies such as sensors
and ubiquitous computing. Although the current development of this technology is to
help people solve the problems inherent in daily life, the practical application of IoT
technology will bring changes to a large number of lifestyles and human behaviors.
The continuous development of the Internet of Things technology will subvert people’s
perception of the existing in-vehicle interactive experience, bringing new functional
models and a more comfortable user experience.

2.3 Innovation Points Different from Existing Products

Different from the existing vehicle’s instrument panel plus single-screen central con-
trol, this solution removes the traditional instrument panel and unifies the instrument
information to the central control. The central control screen adopts an OLED flexible
screen, which can be folded into a dual screen from the central control large screen,
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that is, according to the mode application scenario (autonomous driving scene, co-pilot
manned scene, semi-automatic driving scene, traditional manual driving scene and co-
pilot unmanned scene), The demand information displayed by the central control is also
different. Therefore, two kinds of OLED screens with changeable sizes are provided. In
the interactive architecture, unlike existing vehicle platforms, eliminates the interactive
concept of “menu navigation” and simplifies all levels of information, reduce the driver’s
operation difficulty and memory burden, and reduce the hidden dangers of driving safety
to a certain extent.

2.4 Interior Modeling Cognitive Model

Design is the re-creation of things. It constitutes a new product and creates vitality. It
becomes a newmodeling prototype and is a brand-newmodeling element. The traditional
car interior styling method is based on the innovation model to drive the interior styling
design. However, if you want to break through the existing design form, you need to
innovate the operationmodeof people-car-machine, aiming at the user experience and the
brand personality Design based on individual needs, and finally changed the semantics
of family design from solid form design to family interactive and experiential form (see
Fig. 1).

Fig. 1. Family interactive experience modeling form

3 User Experience Map and Taskflow

3.1 Typical User Portrait

Before designing a product, not only do benchmarking of products in the same field and
understand the development trend of the industry, but also need to focus on the behavior
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and needs of users, rather than design according to the designer’s own needs Products,
this will ignore the true needs of actual users, and reduce the sense of user experience.

Through the rich knowledge communication network brought by the era of big data,
drawing typical user portraits may be more efficient and accurate in analyzing user
behaviors and personality characteristics, and extracting from all dimensions to abstract
some typical user profiles, which can help designers Quickly find actual user groups
and target needs. First of all, case simulations of driving scenarios are performed, which
are: unfamiliar cities and road conditions information, lack of sense of direction, and
occupational attributes that require frequent switching of work places. According to the
previous three scenario simulations, the typical users are further constructed. In order to
increase the pertinence and sense of context of the later design, three typical user models
have been established. After constructing a suitable portrait of a typical person, need to
draw a user experience map from point A to point B (see Fig. 2). The user experience
map can describe the user’s behavior and interaction in the driving process in a more
complete narrative way from the user’s perspective. It can quickly clarify the design
ideas and see the demand points of each node. Targeted design for efficiency; it can also
find the pain points through the user’s behavior in the whole process, analyze the pain
points, and discover new modification points and innovation points.

In the whole process of users driving from point A to point B, I analyzed and draw
maps of three typical users at the same time, so that I can more clearly see that the needs
and pain points of different user groups are different. For example, William Li, 26, who
is engaged in auditing, lacks route management planning and pays full attention when
driving, which easily increases tension and fatigue; 28-year-old white-collarMary Zhao,
who has a stable job, encountered traffic jams and parking while commuting. Cumber-
some issues such as tolls are likely to cause emotional fluctuations and have a tendency to
road anger. When young photographer Lily Zhang, who loves natural geography, shoots
in remote suburbs or scenic areas, it is easy to ignore fuel consumption due to the lack

Fig. 2. Map this stage experience
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of intelligent reminders. The switching of navigation and other information has caused
some inconveniences.

3.2 Insight Needs and Pain Points Analysis

The information and pain points obtained from typical user portraits and user experience
maps summarize the following reasons: The considerations of those who are unwilling
to drive autonomously are: A. they are manual driving enthusiasts, have strong hands-on
ability, and have a strong interest and hobby in driving cars; B. they are worried about
safety and think that the society has not reached the L5 fully automatic driving mode,
Prone to unpredictable machine failures and traffic accidents; The consideration points
for those who are willing to drive autonomously are: A. Fear of unfamiliar urban road
conditions. When traveling in an unfamiliar city or traveling on business, the terrain
(such as Chongqing with complicated roads and complicated roads) and different urban
road plans can easily reduce the travel experience; B. Lack of sense of direction, slightly
idiots, poor sense of direction, easy to open the wrong way; C. Need to frequently switch
the work place, long-term driving is easy to fatigue, is not conducive to the development
of later work.

In order to reasonably understand the transition stage of the car from L2 to L5
and design a hmi scheme suitable for future driving space, I think that the relationship
between people and cars will be given a new meaning. For traditional L0–L2 cars, the
primary task of the driver is the driving main task. All the design goals of the HMI are
designed to be driven from the driving position. The central control and vehicle control
belong to the secondary tasks in the HMI. It is designed as an additional function and is
a supplement. For L3 and above autonomous driving, the relationship between people
and vehicles will become more intimate, and it will even become a user’s travel partner,
no longer the role of the driver, but the experiencer and regulator. Based on the above
theory, I think that at this stage, the way to achieve consensus between these two groups
of people (accepting autonomous driving and not accepting autonomous driving) and
solving this problem is to create two driving modes, and to switch between two driving
design layouts Adapt to the needs of users in different situations and different usage
scenarios.

3.3 Targeting and Design Entry Point

It is confirmed that this design is based on the L3–L4 level of autonomous driving.
Therefore, in order to improve the feasibility and pertinence of the user experience
during this period, the main and secondary goals have been set. The following points
will be introduced in the design of driving scenarios: A. Road assistance tools to remind
obstacles, such as pedestrians, roadblocks, and fast lane changes; B. Lane driving system
to ease traffic jams and ease driver emotions; C. Sometimes there are multiple route
plans from point A to point B The destination can be reached, so intelligent navigation
intervention is required in order to be able to correctly guide the road and allow users
to choose for themselves; D. The driver (when arriving at an unknown road section or
other special scenarios) has difficulty finding a parking place and needs a reminder for
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parking guidance; Easy-to-use, easy-to-understand systems and design layouts reduce
user learning costs.

3.4 Brief Introduction to Design Positioning

When designing the HMI car interaction design, how to design a central control system
needs to be considered from multiple dimensions (Table 1). The user flow chart and role
creation can make the design fuller and closer to the user’s root needs.

Table 1. Central control system design

Considerations Elaborate

Consistency Interface style, design elements, interaction logic

Interaction naturalization Voice, gesture, touch, physical buttons

Timeliness Feedback, warning information

Visual security Color, size, icon, data

Brand perception Differentiate, customize, personalize

Informationalization Information level, graphic perception

This design plan is positioned at the transition stage from L2 to L5, with the central
control design as the main supplement and the interior design as the supplement to set
the atmosphere. Based on the pain points of the previous users and the defect points
in the flowchart as a pavement, three modes (manual driving mode, semi-automatic
driving mode, and fully automatic driving mode) are summarized and summarized to
deal with various scenarios and conditions on the road; The emphasis is different, so
the interface will be designed as a combination of a fixed plate and a free plate, with
a relatively fixed interface, but the plates in the interface can be changed according to
the driver or passenger’s personal habits. For example, the manual driving interface will
focus on instrument information, navigation, and voice intelligence; semi-autonomous
driving will focus on navigation information, instrument information, and entertainment
information; fully automatic driving will focus on automatic driving, entertainment, and
vehicle condition information.

In the functional distribution of automobile interiors that have been put into produc-
tion now, there is generally no clear functional division of “driver” and “passenger”.
Drivers and passengers belong to the same unified central control, and information and
interface display are relatively simple. For example, when the central control interface
uses navigation and music, it can only play music in the background, not both; when
one of the driver and passenger wants to listen to the radio and the other wants to watch
a movie, one of them must make concessions, and the experience of both parties is poor.
Therefore, in the design concept of this scheme (see Fig. 3), the driving space and the
passenger space will be relatively intertwined, which can be shared or not interfere with
each other.
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Fig. 3. Scheme derivation process

Based on the consideration of interior space distribution and increasing user ritual
sense, the central control screen will be designed as two forms of central control large
screen and central control dual screen (see Fig. 4). When the car is stationary Switching
is possible, and these two forms correspond to five possible driving scenarios: A. When
the driver wishes to use the automatic driving mode or the co-pilot has someone, the
central control is a dual-screen form; B. When the driver wishes to use semi-automatic
driving Mode (or manual driving mode), or when the co-pilot has no passengers, the
central control is a large screen.

Fig. 4. Scheme derivation process
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4 Design Hierarchy and Principles

4.1 Conceptual Framework and Functional Architecture

Different from the central control layout of existing products, the concept of “interaction
level” is weakened, and all common information and functions are distributed on the
central control screen in the form of sections. It is also different from the “card-type”
layout. The card-type layout hides the card information on the left and right sides. The
driver slides the screen left and right to switch cards while driving, which is likely to
cause dizziness and distraction and increase the possibility of traffic accidents.

Compared with the card layout, it is easier and clearer to “blockize” all content.
There is no deep-level and shallow-level relationship. All functions are streamlined on
the first level. Through the four types of sections: S,M, L, and FULL The size, according
to the same function, the frequency of use of the button (icon) is displayed in increments
from less to more: if the weather S section only displays a weather image and the current
time, the weather M section will add specific weather descriptions and location and time
information; weather L The section will show more, air index, UV intensity and more.
The user can move the various sections in the interface through personal habits, and
place the most frequently used section in the visual center area.

Because of the two variable forms used in the design of the central control, in the
dual-screen form, there will be a FULL section to share central control information into
a full-screen mode. In addition, in the music and radio section of the passenger area, it
can also be set to “dual screen synchronization”, that is, the project track is played at the
same time; otherwise, “dual screen synchronization” is cancelled. Due to the support of
dual Bluetooth connection, the driver and passengers can have personal space to choose
their preferences and listen to personal heartbeat tracks.

It is also worth mentioning that, for the consideration of the user’s habits, there
will be three sections that are fixed. They are: the instrument information section, the
title information section, and the function debugging section. Because before the period
of L5’s fully-automated cars, the information display of instrumentation and function
debugging hastily removed, it is easy to arouse the user’s sense of fear and anxiety, and
make users feel distrust and insecurity about the design (Fig. 5).

Fig. 5. Segmentation” layout of automobile central control
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4.2 Design Scheme

In the layout size of the interface, amore in-depth reasoning study ismainly performed on
the dual screenmodel, because the blocks in themain passenger area (right space) and the
main drive area (adjacent space) can be exchanged andmovedwith each other. Therefore,
the allocation of the three sizes of s, m, and l to satisfy the possibility of a variety of
free combinations (see Fig. 6) is divided into: because the dashboard information is in
a fixed area, the height of the S section increases The height of the L section plus the
height of the meter needs to be consistent with 3 times the height of the M section; 3
times the width of the S section needs to be consistent with 2 times the width of the M
section and 1 times the width of the L section (Fig. 7).

Fig. 6. Component layout and size association

Fig. 7. Central control form final effect
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5 Design Hierarchy and Principles

In the face of how to improve the future interactive experience, there are many design
entry points and design methods. In this article, we look at the prospective products
of automotive human-computer interaction systems. In the era of the booming Internet
information technology, we will design a model with the transformation trend of auto-
mobiles. The forward-looking hmi interactive products may be able to provide a new
design idea in the automotive field.

Hmi design needs to consider the user’s task operation process in different needs
and scenarios in a rational and meticulous way. Only by rationally designing the layout
and interaction method can the best operating experience be provided, just like the 15.2
inch central control of Tesla. Screen, because its shape resembles ipad, many domestic
car products have begun to imitate one after another. It is believed that the car central
control is only to add a pad to the car, and directly use the pad’s interactive logic and
design layout. It has improved a lot of experience and design, but if you think about it
carefully, the driver cannot actually use the pad as intently as people usually do when
they are in leisure and entertainment. They can only observe the central control screen
while driving, and they cannot Efficiently click on the interface one layer after another
to complete the task. This series of operations can easily cause the driver to have a small
difference in vision and increase hidden dangers.

Between the complete completion of L5 fully automated cars, hmi must pay more
attention to safety, efficiency andhigh feedback.As an areawith a lot of room for develop-
ment, this design is undoubtedly a great opportunity and a great opportunity. Challenge.
Only after step-by-step implementation of each demand point, design positioning point
and entry point, can we design truly interactive products. Automotive interaction design
needs to consider overall and rational considerations of the real needs of users in different
application scenarios, and optimize the driving trip experience. Only a reasonable design
of the interactive layout and the use of logic can provide the most comfortable driving
experience for drivers and passengers. For Chinese independent brands, the emergence
of connected car is undoubtedly a new competitiveness, an opportunity, and a path that
needs to be continuously explored and tortuous. Only by grasping the needs and users can
we be in the industry, cutting edge. There are still too many functions and requirements
waiting for designers to explore, discover, subtlely, and make them vast.
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Abstract. The automotive industry invests enormous sums in vehicle
automation. However, for people to buy such (semi-)automated vehicles,
trust and acceptance are essential requirements. In addition to trust and
acceptance, situation awareness, that is the perception of one’s environ-
ment, was shown to be influenced by automation usage. To examine how
drivers of different age-groups (“younger” 21–29 years, “middle-aged”
30–49 years, “older” 50–77 years) interact with semi-automated vehicles
(level 2) in terms of trust, acceptance and situation awareness, we con-
ducted a comprehensive field study with 100 drivers (49 female), carefully
examining questionnaire and thinking-aloud data. Each participant drove
once within a “manual” condition and once within a “semi-automated”
condition for around 25 min. Within the semi-automated drive, partic-
ipants could voluntarily use vehicle automation. Our results show that
self-reported levels of trust increased after the semi-automated drive.
However, we found no significant differences in trust or acceptance rat-
ings between young, middle and older participants. We did find signifi-
cant differences in self-reported levels of situational awareness between
the three age groups after the manual drive. Older drivers reported
a significantly lower situation awareness compared to younger drivers.
The recorded thinking-aloud data allowed us to gain deeper insights into
system interaction: Older participants verbally reported a significantly
higher amount of difficulties in understanding and interacting with vehi-
cle automation. Nevertheless, they did not rate the automation system
differently in terms of trust and acceptance, indicating that older drivers
might acknowledge the possible support provided by the vehicle automa-
tion. These results have implications especially for the design of advanced
driver assistance systems.
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1 Introduction and Motivation

Despite the continuous improvements in road safety, still, thousands of people
lose their lives on European roads [9]. The introduction of numerous advanced
driver assistance systems (ADAS) and their continuous development hold the
promise to reduce the number of accidents significantly [44]. For this to become
reality, advanced driver assistance systems need to be adopted on a broader scale
by a significant number of drivers. However, increased adoption is made more
difficult by the introduction of increasingly complex systems, which still poses a
challenge for the appropriate use of these systems. Indeed, these challenges need
to be addressed in order to achieve mass adoption of vehicles with highly auto-
mated driving functions. The general acceptance of and trust in these systems
are hereby two fundamental aspects.

Furthermore, it must be ensured that future systems do not pose an addi-
tional safety issue. One commonly described challenge is the “out-of-the-loop”
problem where the driver diverts his/her attention away from the driving task,
resulting in decreased levels of situation awareness [16]. In contrast to this, higher
levels of driving automation are also shown to reduce the cognitive demands of
the driving task and increase situation awareness, when drivers are instructed or
motivated to monitor the environment [12], presenting a potential support for
drivers.

Older drivers may experience reduced capacity and reduced cognitive func-
tions [39] which also results in lower levels of situation awareness within manual
driving [8]. But older drivers seem to compensate this decrease to some extent
with adaptive driving behavior (e.g. driving at a lower speed, in conditions which
fit their demands, etc.) [3]. It has been discussed that advanced driver assistance
systems may support older drivers in the completion of driving tasks [10,38].
Based on this potential support, higher acceptance ratings of older drivers have
been reported. Although concerning trust in automation, results are equivocal
and indicate that additional factors, such as the cognitive demand, need to be
taken into account as well. Nevertheless, negative effects for older drivers using
ADAS can also be anticipated: Davidse et al. [10] argue, for example, that with
increasing complexity of systems, older drivers might also experience an increase
in cognitive demands and therefore, the intended support could easily result in
more difficulties interacting with these systems. We therefore pose the question if
advanced driver assistance systems actually support older drivers achieving the
driving task and gain a sufficient level of situation awareness. The topic of age-
related differences in situation awareness is still underrepresented in research,
with mostly only indirect indication of potential effects.

A better understanding of the possible influencing factors, such as age, on
trust, acceptance and situation awareness, can help to adequately design future
automated driving systems that are accepted, trusted and safely used by a
diverse group of users. Current developments in automated driving are putting
pressure on the understanding of the topic as SAE Level 2-vehicles are now
available on the market. These systems provide both longitudinal and lateral
support [24], but the driver is still required to monitor and supervise the driving
automation system and to take-over control at any time.
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The uncertainty in the view of inconclusive and lacking research findings
emphasizes the potential and need for understanding age-related aspects in the
interaction with advanced driver assistance systems. Against this background,
we formulate our exploratory research question as follows: What age-related dif-
ferences in the interaction of drivers with advanced driver assistance systems can
be observed?

To answer our research question, we conducted a multi-method study to
examine the interaction of untrained, non-professional drivers with level 2-
systems in a naturalistic context. In total 100 nonprofessional drivers (balanced
with regard to age and gender) participated in the field study. Participants were
free to use the provided ADAS functionalities or not.

The paper is structured as follows. In Sect. 2 we discuss the most important
concepts concerning our research, namely acceptance, trust in automation and
situation awareness and examine previously observed age-related differences in
drivers interacting with vehicle automation described in the scientific literature.
In Sect. 3 we present our research method, a field study, and argue about the
choice of method. In Sect. 4 we present the main results of our work, which we
discuss in Sect. 5. In Sect. 6 we conclude with a summary of our results and
limitations of the study.

2 Related Literature

2.1 Definition of Concepts

Acceptance. In the context of automated driving, acceptance plays a vital role
in the future mass adoption of these highly automated systems. Acceptance
is defined as “(. . .) direct attitudes towards using that system. Attitudes are
here defined as predispositions to respond or tendencies in terms of ‘app-
roach/avoidance’ or ‘favourable/unfavourable’.” [46] (p. 2). The most commonly
used model is the Technology Acceptance Model (TAM) formulated by [11]. This
and similar models were later combined into “The Unified Theory of Acceptance
and Use of Technology” (UTAUT) by [47]. Recently, there have been efforts
to transfer the technology acceptance model to the human factors domain,
for example, described in [18], labeling it the Automation Acceptance Model
(AAM). The AAM adds trust as a direct determinant of behavioral intention to
use. It is important to clearly define trust and acceptance as two distinct con-
cepts. Acceptance can be seen as a broader, underlying concept, while trust can
be seen as a more dynamic, context-dependent concept. For example, a driver
can accept a Lane Assist system in general, but she only trusts it on highways
under good weather conditions.

Trust in Automation. Trust in automation is essential in the interaction between
drivers and advanced driver assistance systems. The concept of trust has received
a lot of attention across a variety of disciplines such as sociology, work and
organizational psychology, human factors, political science, management, public
policy, etc. There are many definitions of trust: A commonly accepted definition



366 N. Neuhuber et al.

within human factors stems from Lee and See [30] who define trust as “. . .
the attitude that an agent will help achieve an individual’s goals in a situation
characterized by uncertainty and vulnerability.” (p.51). Trust in automation
influences to which extent the user relies on the automated system. Although,
this relationship is influenced by other factors as well. As for example, workload
has been shown to significantly influence this relationship between trust and
reliance [29,30]. Trust and situation awareness are two closely linked concepts,
as with increasing levels of trust, operators tend to reduce their monitoring
behavior towards the automated system [22,32–34], which results in lower levels
of situation awareness [15].

Situation Awareness. Automated systems can work reliably for an extended
period, but when the system does fail, the operator must be able to take over
manual control. One commonly described problem in this regard is the “out-
of-the-loop” (OOTL) problem, where users experience difficulties taking over
manual control after prolonged periods of reliable system functioning [15,16].
Endsley and Kiris (1995) showed that this phenomenon is associated with a loss
of situation awareness. Situation awareness is a term coined by Endsley [13] to
describe the perception of one’s environment in three different levels: Level 1 -
being aware of the central aspects within a situation, Level 2 - being able to
understand its implications and Level 3 - being able to project into the future.

2.2 Age-Related Differences in Using Automated Vehicles

Previous studies report higher levels of acceptance of automated driving systems
among older drivers. Hartwich et al. [20] found in their simulator study a more
positive attitude towards using automated systems for older drivers (65–85 years)
compared to younger drivers (25–45 years) within the context of reliable, highly
automated driving. Similarly, Son et al. [42] identified a trend towards increased
acceptance of a Lane-Departure Warning (LDW) system for older drivers. In
regard to trust, results are more diverse. A simulator study by Gold et al.
[19] reported higher trust ratings of older (>60 years) participants compared
to younger participants (<30 years) for level 3 systems. Although, lower lev-
els of trust can also be anticipated, as older drivers may be more concerned
about automation in general [38]. Especially with unreliable automation, older
adults tend to loose trust more easily in the automated system [40]. A study
by Hartwich et al. [20] with highly reliable automation failed to find age-related
differences concerning trust in automation. Also, a study by Ho et al. [23] showed
higher trust ratings but also higher workload ratings for older participants while
using an automated decision aid. Over-all, the reported literature indicates that
the effect of age on trust in automation is not consistent and other factors, such
as cognitive demand, need to be considered as well.

Besides acceptance and trust, it is similarly important to investigate if older
and younger drivers maintain the same level of situation awareness while using
these systems, as this is a safety critical aspect. It is vital that a safe interaction
with these systems is ensured for all groups of drivers [10]. The topic of age-
related differences in situation awareness is still underrepresented in research,
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with studies mostly only focusing on the comparison of manual vs. differing levels
of driving automation [12] or only indirect indication of potential effects. For
example, secondary task engagement is described as only an indirect indicator
of situation awareness as it is associated to decreased attention allocation to the
driving task, resulting in lower levels of situation awareness [12,31]. An on-road
study revealed that age-related differences occurred regarding the use of adaptive
cruise control (ACC) and lane departure warning: younger drivers showed an
increased secondary task engagement, showing a higher willingness to divert their
attention away from the driving task [42]. Similarly, an on-road study by Naujoks
et al. [35] showed the same effects of age on secondary task engagement while
using varying levels of automation. Subjective ratings of situation awareness
specifically were not assessed within these studies.

3 Method

3.1 Field Study

Studies that investigate the interaction between non-professional drivers and
advanced driver assistance systems in a natural driving context rather than in
simulated environments are still rare. Authors of already published expensive
and labor-intensive field studies report relatively small sample sizes ranging from
N = 1 to N = 32. Furthermore, studies with balanced samples and thus explic-
itly considering the diversity of drivers – e.g. with regard to age and gender
– are underrepresented in research [4–6,17,21,41,43]. According to the discus-
sion in de Winter et al. [25], simulator studies implicate both advantages and
disadvantages: While driving simulators provide a controllable, reproducible,
and standardized environment with easy data collection, potential feedback and
instruction, and the possibility to expose drivers to dangerous conditions without
compromising driver’s integrity, simulators may be subject to limited physical,
perceptual, and behavioural fidelity. For our exploratory study, it was important
to understand the possible real-world challenges which arise while interacting
with level 2 systems. Therefore, driving in a context which entails the real com-
plexity of the driving task is preferred over controlled experiments.

3.2 Participants

One-hundred non-professional drivers (including 49 women, 1 diverse) were
recruited to participate in our field study. Participants were pre-selected accord-
ing to the following criteria: possession of a driving licence for more than three
years, as well as age and gender, as an attempt was made to have a balanced
distribution within the sample. Participants were divided into three age-groups -
“younger” participants with an age between 21 and 29 years (n = 28), “middle-
aged” participants between 30 and 49 years (n = 41) and “older” participants
with an age between 50 and 77 (n = 29). Each participant received 50 euro
for participation as compensation. Further information on the demographics
and previous experience of the sample with driving automation is presented in
Table 1.
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Table 1. Descriptive statistics for the three age groups

By age group Younger Middle Older

Age (M ± SD) 24.82 ± 2.28 37.88 ± 5.84 57.45 ± 6.84

Gender (n)

Male 19 17 13

Female 9 24 16

Other 0 1 0

Previous experiences (n)

Cruise control 17 26 18

Speed control 9 9 5

Lane assist 5 5 2

KM travelled by car last year (n)

<5.000 7 4 3

5.000–15.000 11 24 18

15.000–30.000 5 10 7

>30.000 4 3 1

3.3 Experimental Design and Procedure

A mixed 2× 3 design with one within- and one between-subject variable was
used for this study. The within-subjects variable was the experimental condi-
tion (2-levels: manual and semi-automated drive). The between-subjects variable
was age (3-levels: younger, middle-aged, and older). Each participant drove two
experimental conditions, whereas the order of the conditions (either manual or
semi-automated) was random to avoid time-based effects. Participants filled out
an online questionnaire beforehand, which assessed their basic demographics, as
well as specific relevant traits such as their technology affinity or self-reported
driving skills. Participants received written instructions about the study and its
goals and signed an informed consent after any occurring questions had been
answered. A set of questionnaires (pre-measurement - t1) was answered before
further instructions on driving assistance systems were provided. The written
instructions were based on the driver manual of the vehicle, and after reading
the document, participants received oral instruction, too. Within the subsequent
20-min familiarization drive, the participants were able to practice engaging and
disengaging the advanced driver assistance systems (adaptive cruise control, and
lane assist) and also ask further questions. Participants were reminded to drive
safely at all times. It was stated several times that the study does not aim at
evaluating participant’s driving skills. Furthermore, the use of the driving assis-
tance system was voluntary. Participants could engage or disengage the system
at any time. After each trip, a short interview was conducted and participants
filled out post-questionnaires (post-measurement - t2). The experimental drives
were separated by short breaks. Two project members, an experimenter, and a
technician, were seated on the passenger seat and backseat, respectively.
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3.4 Test Route

The experiment took place at an Austrian motorway section near the city of
Graz (A2 Graz - Ilz/Fürstenfeld and return). After the 20-min. familiarization
drive, the participants drove for about 25 min on the A2-motorway from Graz
towards Vienna for the first experimental condition. The second experimental
condition was conducted on the same route back to Graz. The route profile was
within the system boundaries of the driving assistance system for safety reasons.
Traffic density varied and was manually assessed for each experimental condition
by the technician.

3.5 Equipment and Data Acquisition

To meet the requirements of the research question posed, several data collection
techniques were used to obtain the most accurate data set possible from the
field study. In the context of our work, subjective data concerning trust, situa-
tion awareness, and acceptance, as well as thinking-aloud data recorded during
the experimental drives are examined. Subjects completed questionnaires on a
tablet computer, and an audio recorder supported the recording of interviews
and comments during driving (i.e. the drivers were verbally commenting about
their interaction with the assistance systems).

The vehicle was a 2018 VW Passat Variant Automatic, equipped with two
assistance systems which can be engaged separately: a Lane Assist (LA, assis-
tance in lane-keeping) and an Adaptive Cruise Control (ACC, assistance by speed
adjustments and distance keeping). To prevent improper use of these systems, a
visual warning is given on the vehicle dashboard in the case of hands-off situa-
tions during driving, which takes longer than 15 s. If the situation persists and
the driver still refuses to hold the steering wheel with both hands, the high-
est warning level consists of a loud sound and a short braking maneuver after
around 40 s of driver inactivity. While the status and settings of the ACC can
be controlled directly using buttons on the steering wheel or the ACC is auto-
matically deactivated by braking, engaging or disengaging the LA requires the
interaction of the driver with the Driving Assistance Systems-menu displayed
on the dashboard. For both systems, the status is indicated by symbols on the
bottom part of the dashboard. A green symbol for ACC and LA indicates active,
error-free system status. If the LA is not able to recognize the road markings,
the corresponding LA symbol turns orange without a haptic or acoustic warning.

3.6 Dependent Variables

Trust in automation was measured with the German version of the trust in
automation questionnaire by [26]. Only the subscale trust was used within this
study and slightly adopted. The scale is composed of two items, ranging from 0
(“strongly disagree”) to 5 (“strongly agree”).
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Acceptance was measured with a 11-item questionnaire which was adapted
from previous studies [2,36]. The scale from [2] is based on the UTAUT
model [47] and adapted for the automotive context. It contains the 4 dimen-
sions behavioral intention to use, performance expectancy, effort expectancy and
social influence, which where extended by the dimension attitude towards using
from [36]. The scale contains 11 items, which are rated based on a Likert-type
answer mode from 1 (“strongly disagree”) to 5 (“strongly agree”).

Situation Awareness was measured with the 3D SART [45], which assesses
demand on attentional resources, supply of attentional resources and understand-
ing of the situation on a 100-point scale between 0 (low) and 100 (high). The
SART total score is then calculated using the following formula: SA = Under-
standing – (Demand – Supply).

Qualitative data on driver-automation interaction was collected to get a
deeper understanding on possible age differences in the interaction with the
automated systems. Participants were invited to verbally comment on their inter-
action with the systems and how they perceive them during the semi-automated
drive. These verbal comments were recorded, transcribed, and categorized by
three researchers. Ten participants were categorized by all three researchers to
check the intercoder reliability, which was rated as high. In this report, only
responses to categories related to the mental model, difficulties in interacting
with the system, and mode confusion are reported.

4 Results

For the statistical analysis, the data were checked for normality, which was not
satisfied with the majority of data. Therefore, non-parametric tests were used. A
significance level of .05 was used for all statistical tests. We conducted hypothesis
tests only on an exploratory basis. Therefore, it was refrained from applying any
kind of correction of p-values [1]. We performed the statistical analysis within
the statistic analysis software R [37].

4.1 Trust and Acceptance

A Wilcoxon signed-rank test indicates that subjectively reported trust signifi-
cantly increased from before the semi-automated drive (t1) to after the semi-
automated drive (t2) (W = 553.5, p < .001) (Fig. 1). A Kruskal-Wallis test was
conducted to examine the differences between the three age groups younger (21–
29) middle-aged (30–49) and older participants (50–77) regarding trust before
(t1) and after the drive (t2). No significant differences were observed, neither
before the drive (Chi square = 0.520, p > .05) nor after the drive (Chi square
= 0.194, p > .05). Similarly, no significant differences between the three age
groups were observed regarding their self-reported level of acceptance before or
after the drive (see Table 2).
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Fig. 1. Trust ratings before (t1) and after (t2) the semi-automated drive

Table 2. Test statistics for acceptance ratings before (t1) and after (t2) the semi-
automated drive - IV age

Acceptance subscale t1 t2

X2 p X2 p

Intention to use 1.231 .541 2.961 .228

Performance expectancy 2.001 .368 1.817 .403

Effort expectancy 2.585 .275 4.413 .110

Social influence 3.511 .173 1.621 .445

Attitude towards using 0.485 .785 3.429 .180

4.2 Situation Awareness

A Kruskal-Wallis Test indicated significant differences in the self-reported level
of situation awareness between the three age groups after the manual drive (Chi
square = 6.809, p < .05). Post-hoc tests indicated only a significant difference
between older and younger drivers in their self-reported level of situation aware-
ness (see Table 3). Older drivers reported a significantly lower level of situation
awareness after the manual drive compared to younger drivers. This difference
could no longer be observed within the semi-automated drive (Chi square =
0.603, p > .05) (see Fig. 2).
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Table 3. Post-hoc tests for group differences of the three age groups on situation
awareness within the manual drive

Comparsion z p

Middle - order 1.141 .254

Middle - younger −1.664 .096

Older - younger −2.595 .009

Fig. 2. Differences in self-reported levels of situation awareness grouped by the three
age groups “younger”, “middle-aged”, and “older”

Based on the significant difference between the three age groups in regard to
situation awareness within the manual drive, Kruskal-Wallis Tests were calcu-
lated for the three sub-dimensions separately. A significant difference between age
groups is found for the sub-scale understanding (Chi square = 7.962, p < .05), but
not for the other sub-dimensions demand (Chi square = 4.701, p > .05) and supply
of attentional resources (Chi square = 4.391, p > .05). Post-hoc tests indicated a
significant difference between older and younger drivers (z = −2.790, p < .05).
Older drivers reported lower values than younger drivers (see Table 4).

Table 4. Median and inter-quartil range for subscales of situation awareness within
the manual drive

Demand Supply Understanding

Mdn IQR Mdn IQR Mdn IQR

Younger 17.5 23.5 49 47.2 87 20.2

Middle-age 15 31 40 44 84 41

Older 25 32.5 54.5 58.8 66.5 70.2
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4.3 Qualitative Data on Driver-Automation Interaction

The reported thinking-aloud data is analysed with respect to the three cate-
gories Mode Confusion, Difficulties with Interaction and Mental Model. Older
participants showed a higher number of statements in all three categories (see
Table 5). The table contains the number of verbal comments made in total in
regard to the specific category. Several statements per participant were possible:
e.g. “having difficulties in engaging” and “disengaging of the system” and “dif-
ficulties in understanding the display” would result in three comments for one
participant. Therefore, the relative frequency of unique cases, meaning the num-
ber of participants within a group which made at least one comment, in relation
to the total group size is displayed as well (e.g. if 20 unique participants within
the “middle-aged” group gave false statement concerning the mental model, this
would result in 50% as the group has a size of n = 40). The category Mode Con-
fusion contains false statements concerning the current mode of automation. For
example, a participant had previously disengaged the ACC by manual braking,
but does not recognize this fact and is confused why the vehicle slowly decreases
speed.

The category Difficulties with Interaction contains verbal statements that
indicate difficulties with either engaging or disengaging the system or also in
understanding the display of the system such as the icons indicating whether
the system is active or not. Within this category, the difference between older

Table 5. Coding scheme and description with frequency of verbal comments and rela-
tive frequency of unique cases based on group size. “Younger” n = 25, “middle-aged”
n = 40, “older” n = 28.

Category Description Frequency (rel. Freq%)

Younger Middle-aged Older

Mode confusion Driver
confuses the
actual mode of
automation

4 (16%) 10 (18%) 17 (43%)

Difficulties with interaction Difficulties
related to
engaging or
disengaging of
the system,
understanding
of display, etc.

8 (24%) 20 (35%) 43 (71%)

Mental model Statements
indicating a
wrong mental
model of
system
functionality

26 (56%) 45 (50%) 49 (75%)
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drivers compared to middle-aged and younger drivers is most pronounced. The
category Mental Model describes statements that point to a wrong mental model
of the system functionalities and limitations. An example for the misconception
of Lane Assist would be to falsely assume that a Lane Assist is able to perform
a take over of other vehicles. Within this category most comments were made
overall, again, with the highest number of verbal comments in the age group of
older drivers.

5 Discussion

In general, the self-reported increase in trust from t1 to t2 confirms previous
research [7,27]. Our study indicates a number of important aspects regarding
age related differences in the interaction with semi-automated vehicles (level
2). No age-differences in trust and acceptance were observed, which partially
contradicts previous results of studies conducted within driving automation
[19,20,42]. These studies merely concentrated on subjective trust and acceptance
ratings. Within our study, we focused on a more in-depth analysis of the driver-
automation interaction, specifically assessing verbal comments during the drive
and also incorporating related concepts, such as situation awareness. The results
on trust and acceptance have to be seen in the context of the data reported on
situation awareness and the qualitative data on driver-automation interaction:
Concerning situation awareness, older participants reported lower levels for the
manual driving condition compared to younger drivers, which is in accordance
with previous research [8]. Analyses of the sub-dimensions indicated that older
drivers specifically experience a lower level of general understanding of the sit-
uation while driving manually. The important point to note is that within the
semi-automated drive, all three age groups reported the same level of situation
awareness. Previous research only reported over-all changes in situation aware-
ness, irrespective of age, comparing different levels of automation with manual
driving [12,28], or compared younger and older drivers in regard to only indirect
measures of situation awareness, such as secondary task engagement [35,42].

The recorded qualitative data allowed us to analyse the interaction with the
systems in more detail. The results show clearly that older participants ver-
bally indicated considerably more difficulties with the understanding and inter-
action of the assistance systems. Nevertheless, older participants do not evaluate
the assistance systems differently in terms of trust and acceptance. Taking into
account that older drivers reported a lower level of situation awareness within the
manual drive, this might indicate that older participants seem to acknowledge
the possible support provided by driving assistance systems, although consider-
able difficulties in the interaction with these systems have been observed. Despite
this fact, older drivers report the same level of situation awareness within the
semi-automated drive, which does not support the assumption that difficulties
in interaction (due to high complexity of systems) leads to negative effects on
situation awareness. Although, what is worrying in this regard is the relatively
high number of verbal comments indicating mode confusion and an inadequate
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mental model of the system functionality and limitations. It is important to
note that within our study, drivers received written and verbal instructions to
the systems. Also, we gave drivers the opportunity to test and become familiar
with these systems and ask further questions during the familiarization drive.
We followed this approach to ensure safety during the semi-automated experi-
mental drive. But this amount of training is considerably higher than the amount
of training drivers receive when purchasing a car equipped with these systems.
And still, many problems in the interaction of drivers with these systems were
observable, as shown by the qualitative data.

6 Conclusion and Limitation

It is important to acknowledge that our study had some practical limitations.
One of the main limitations of this study is clearly the fact that only one semi-
automated experimental drive has been conducted. Besides, the duration of the
two experimental drives had to be limited to about 25 min for each drive, as
the over-all duration of the study already reached around 2.5 h. Longitudinal
studies, such as conducted by [7], are important to answer the question, for
example, for how long the observed difficulties in interacting with the systems
are observable. One additional point is, that drivers were accompanied by two
project members, which might have influenced some drivers to interact with the
systems differently than they would normally do when driving “un-observed”.

Despite these limitations, this study shows unique insights into how different
age groups interact with level 2 systems in a real-world environment. The results
of our study point to the fact that advanced driver assistance systems, as they
are currently available on the market, are not easily used by all groups of drivers.
Significant difficulties emerged especially among older participants as shown by
the qualitative data on driver-automation interaction. However, older drivers
also seem to acknowledge the potential support driving assistance systems pro-
vide. The observed difficulties are important to analyse and further understand
to design more suitable driving automation systems for all groups of drivers [10].
The study adds to the growing scientific literature on driver-automation inter-
action within a real-world environment [4–6,14,17,21,35,41,43].

Acknowledgments. This paper has been partially funded by the Austrian Research
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Abstract. This paper describes the implementation, testing and bench-
marking of a new augmented reality prototype that gives drivers simu-
lated direct vision, removing blind spots directly where they are present.
Using augmented reality glasses and cameras we created a prototype that
could effectively make parts of the truck see-through using augmented
reality panels in space relative to the truck. We compare the performance
of this prototype against the current standard European blind-spot mir-
ror solution, in terms of not only judgement errors but also dangerous
situations and task loads. The comparison was done on the basis of a
within-subject experiment focused on right hand turning. Test results
showed significantly fewer judgement errors and dangerous situations for
the AR prototype when compared to mirrors, however at the cost of a
slightly higher cognitive load and stress. We believe this could be caused
by a learning curve difference between AR and mirrors for the profes-
sional drivers who made up our study participants. Despite the higher
loads, participants perceived the AR as covering the blind spots well.

Keywords: Augmented reality · Truck blind spots · User experience ·
Performance benchmarking · Human-computer interaction

1 Introduction

A unique trait of Augmented Reality (AR) is that it allows the display of data in
the real world in a fundamentally different way than previously possible [16]. This
allows us to alter reality in ways not possible with physical devices, with several
advantages as well as disadvantages. It allows virtual objects to be embedded
more or less seamlessly into the perceived world, but at the same time it can
also obstruct the existing perception of reality, and in some cases be distracting
to users [9].

In the automotive industry, AR is already used for the design and production
of cars [11]. Several use cases have also been suggested in the form of heads-up
c© Springer Nature Switzerland AG 2020
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displays in windshields, distance indicators, and GPS tracking to name a few [10].
The use case explored in this paper uses AR in an attempt to mitigate blind
spots in heavy goods vehicles.

Blind spots [27] in trucks have long been a problem that annually continues
to cost lives on roads [8]. Perhaps the most well known blind spot problem in
Denmark is related to the often deadly right-hand turn1 accidents [28]. While
many solutions2 [21,31] have been created to address blind spots, along with
campaigns and policies (such as the European Union Directive 2007/38/EC [29]),
these initiatives only show a modest impact in recent years [8].

This paper describes the application, design and initial tests of AR used
to mitigate blind spots in trucks. While similar technology has been used in
other application domains such as the F35 program [14], it has to our knowledge
not been evaluated in trucks. Firstly, we present a section on related work and
technological use. Second, we look at our prototype design, experimental method,
and results. Finally, we discuss the possible implications and limitations of our
results.

The presented AR solution is partly based on the concept of direct vision [23],
which shows significant benefits and advantages over indirect sightline based
solutions [17]. The proposed AR implementation, using AR glasses enables vision
where the driver previously had no vision, through any opaque part of the
cockpit, thereby providing a vital advantage without occluding existing criti-
cal vision [9].

2 Related Work

Related works can be seen in terms of two main areas of interest, augmented
reality in vehicles, and alternative solutions to the blind spot problem.

2.1 AR in Vehicles

AR is part of the virtuality continuum [16] that covers mixed reality and refers
to real-world environments being ‘augmented’ by virtual means, using computer
graphics. AR, therefore, allows for the creation of many solutions that overlap
and interact with the real world in new ways. AR is already used in many
different fields and contexts; Dey et al. [4] provides an overview. AR in vehicles
has been around for many years with different applications; J. L. Gabbard et al.
[9] suggests 4 areas of opportunities for AR to support driver tasks:

Firstly, it can be used in heads-up displays or HUDs in the windshield. HUDs
can display information without forcing drivers to divert attention away from
the road by looking down at a dashboard. This also allows highlighting and sup-
porting the driver in various other ways, such as directing the driver’s attention
1 Or more generally, right turn in right-handed traffic, left turn in left-hand traffic.
2 https://www.continental-automotive.com/en-gl/Trucks-Buses/Vehicle-Chassis-Bod

y/Advanced-Driver-Assistance-Systems/Camera-Based-Systems/ProViu-360 [On-
line; accessed 28-January-2020].

https://www.continental-automotive.com/en-gl/Trucks-Buses/Vehicle-Chassis-Body/Advanced-Driver-Assistance-Systems/Camera-Based-Systems/ProViu-360
https://www.continental-automotive.com/en-gl/Trucks-Buses/Vehicle-Chassis-Body/Advanced-Driver-Assistance-Systems/Camera-Based-Systems/ProViu-360
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towards sources of danger [30]. Secondly, we may use AR in wayfinding and
navigation tasks, presenting routing information and guiding the user towards
his destination, by overlaying routing information directly onto the road [20].
Thirdly, it can be used for driver safety and information, such as lane changing,
different types of alerts and other safety systems [22]. Finally, there is an oppor-
tunity to integrate vehicle-based AR into the city-scape, both geographically as
well as socially, allowing displays of information, people and places of importance
to the driver [24].

Given that our solution presents the driver with safety information our solu-
tion can be classified mainly as being part of the third category. The challenges of
AR in traffic situations become evident especially in the second area of opportu-
nities, as AR brings the possibility of occluding the user’s existing vision [9,19].
When designing any AR system for traffic it is of course critically important
that existing objects are not covered by virtual ones in such a way that the user
might miss otherwise critical information. Hence the key aspect of successful
implementations of AR in safety-critical situations is to balance informational
display and occluding user vision [19]. It is likewise important to balance the cog-
nitive load of any additional tasks and information presented to users in order
not to potentially negatively impact the performance of the driver [5,6].

Other applications for safety in vehicles have been proposed, examples of
which are heads-up displays presenting drivers with information to improve
awareness and response time in different conditions [3] or collision warning
systems [18].

2.2 Blind Spots

Blind spots in trucks, i.e. areas outside the truck where the driver cannot see,
are usually covered by mirrors. The extent of these blinds spots are traditionally
determined either through a step by step approach [1] or by computer mod-
elling [23]. The goal of computer modeling here is to measure the extent of the
individual blind spots, often in meters, relative to the truck. The extent of blind
spots, of course, varies greatly depending on the make and model of the truck
in question, the best of which might be only a few centimeters, whereas for oth-
ers it may be several meters [26]. The current legal standard in the European
Union was introduced in 2007, which saw requirements for mirrors increasing
substantially; however, despite this, accidents continue to happen at approxi-
mately the same rate [7,8]. Alternative solutions have also been introduced in
recent years, including different camera/monitor solutions, birds-eye views and
more intelligent systems such as pedestrian tracking cameras [21,31].

The use of augmented reality to remove blind spots is in itself not a new
idea. It was conceptually explored by the BMW Group for use in their Mini
Coopers back in 2015 [2] and the concept has been successfully explored in other
application domains, such as with the F-35 Fighter Program [14]. However, to
our knowledge, the technology has yet to be properly evaluated in trucks.
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3 Research Questions and Hypothesis

As we have not found any research exploiting AR to reduce blind spots in trucks,
we propose an AR solution based on glasses, and we wish to benchmark the
performance of our system versus the standard mirror solution.

We believe a key advantage of the AR system is that it can effectively pro-
vide simulated direct sightlines to the driver, which has previously shown great
promise in reducing error rates [17]. These direct sightlines increase the driver’s
field of view, which could assist the task of orientation [25] leading to a reduced
cognitive load, thereby providing a critical advantage in some driving situa-
tions [13].

Therefore, the study looks at the performance of the proposed system, and
measures error rates, cognitive load, and perceived usefulness. Our research
hypotheses for the study are the following.

1. The error rate are lower when using the AR system compared to using mirrors.
2. The cognitive load is lower when using the AR system compared to using

mirrors.
3. The user believes the AR system can effectively remove blind spots.

The error rate consists of two things: Judgement errors and dangerous situa-
tions (both recorded by the observer in the truck). Judgement errors are cases
in which the driver completed a turn without noticing a person. Dangerous sit-
uations are situations in which a turn is initiated before correct judgement is
given, expressions of doubt from participants, situations in which the partici-
pant changes their initial answer during the execution of the turn, or instances
of prototype errors causing an inconsistency between the experiment setup and
displayed data. Judgement errors and dangerous situations are in this case mutu-
ally exclusive, this is in order to differentiate between actual errors and possible
errors i.e. potentially dangerous situations.

4 Implementation

The AR prototype consists of a pair of AR glasses, a computer, cameras, and
an inertial measurement unit (IMU). The AR glasses in use are Dreamworld AR
glasses3, which have a 90-degree field of view, 2.5k resolution and a built-in IMU
with 3 degrees of freedom.

The prototype implementation streams the view from cameras, placed outside
the truck covering blind spots, to the computer which handles basic processing
and the display of the scene via the connected AR glasses. A sketch of the used
system can be found in Fig. 1.

3 https://www.dreamworldvision.com/product-page/dreamglass-headset [Online; acc-
essed 28-January-2020].

https://www.dreamworldvision.com/product-page/dreamglass-headset
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Fig. 1. Diagram of the implemented AR prototype.

Drawing inspiration from the interactions in normal cars, the augmentation
of the real world is done via virtual AR panels that are placed in relevant loca-
tions in space relative to the interior of the truck, directly where blind spots are
present. This creates the illusion that drivers can see through their truck, allow-
ing them to naturally check, whenever in doubt, what is behind each blind spot.
This could in the future allow drivers an overview of traffic situations without
distortion, 1:1 with reality.

To avoid occluding the participants’ view [9], augmented reality panels are
limited to areas where the user has no existing direct vision from the driver’s
seat. Thus, our AR panels do not overlap areas of direct sight but rather provide
vision where none was previously present. See Fig. 2.

Fig. 2. An example of an AR panel in space, approximately as it will be perceived by
the driver (the AR panel being transparent in our implementation).

The external IMU, seen in Fig. 1, is used to maintain the position of the
AR panels relative to the interior of the truck, as relying only on the IMU
in the glasses would not allow to distinguishing head movements from vehicle
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turning motions. The minute difference in timestamps and accuracy of IMUs
can overtime generate some inaccuracy (or drift), which may add noise and can
be a confounding factor.

5 Method

The study follows a within-subject approach in which participants are exposed
to two levels of treatment, Mirrors or AR, represented by the independent vari-
able Orientation type. Participants are divided into two groups being presented
with either AR or mirrors first, based on the Latin square principle [15], which
is used to balance any learning curve differences. The dependent variables are
the Error rates (Judgment errors and Dangerous situations), Cognitive load and
User acceptance, in accordance with the research question. See Table 1 for a
summary. This setup allows us to benchmark the new technology against the
current standard. A confounding factor we expect will be adding noise to our
experiment is AR panel drifting in the prototype, which happens due to inaccu-
racy between the internal and external IMU of the AR prototype. This technical
limitation of our setup emerges after extended use and causes the panels to shift
slightly relative to the initial position.

Table 1. Overview of experiment variables.

Dependant variables Independent variables Confounding variables

Judgement errors Orientation (Mirrors vs AR) Image drifting in space

Dangerous situations

Cognitive load

User acceptance

Cognitive load is measured through a questionnaire based on a modified and
translated NASA Task Load Index [12]. We include Mental Demand, Physical
Demand, and Frustration. We substitute Performance with the more specific
Confidence of making a turn, and Effort with the similarly more specific Drive
Difficulty and Drive Complexity. We leave out Temporal Demand, as we do not
focus on temporal aspects. All questions use a 1–7 scale for which 1 is easy and
7 hard.

User acceptance is measured through an additional question for both levels,
which deals with Perceived Blind Spot Coverage (rated 1–7, lower is better).
Furthermore, we also ask whether AR is perceived as covering the blind spots
(Yes/No).

5.1 Equipment and Setup

The experiment is conducted on a test track of an approximate 50 by 50 m closed
area marked by traffic cones. The track consists of 4 right-hand turns, two of
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Fig. 3. Above is a bird’s-eye view of the test track with equipment annotations and
track dimensions. Below an illustration of the AR and experiment set-up with images
(test dummy, exterior-mounted camera, driver with AR glasses) taken during the test.

which are obstructed from direct view in the driving direction using parked
trucks. At each corner of the track, denoted A-B-C-D, a person or a test dummy
can be present. A visualization of the track can be seen in Fig. 3.

The experiment is performed using two similar trucks, one equipped with the
standard European blind spot mirror setup and the other additionally equipped
with our custom made AR system.

5.2 Task and Procedure

Initially, participants are introduced to the experiment and a consent form is
reviewed and signed, followed by a short demographic questionnaire. Participants
then enter the truck and are allowed to adjust relevant controls. Those starting
with the AR level are introduced to the AR system before driving and can
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instruct the observer to help adjust the system if needed. Participants that use
AR later will be instructed similarly.

When ready the participant begins to drive around the test track. During
each turn, the participant is asked by the observer inside the truck whether or
not a person is present in the turn, the answer to which is recorded manually by
the observer. This method is repeated until all 4 turns of the lap are completed.
When the driver finishes a lap, the observer instructs the driver to stop for a
few seconds, while the next lap is prepared and test dummies are moved around.
Once the test personnel finishes the setup the driver can begin the next lap. This
is repeated until all 5 laps are completed. To measure the workload of the tasks
given, the previously mentioned task load questionnaire is used. Therefore, once
all laps are completed, the participant is given a quick questionnaire. The next
level (Mirrors or AR) is then introduced and started, performed in the same
manner as the previous one. Upon completion of the second level, the partic-
ipants have finished all the tasks of the experiment. Overall, each experiment
takes approximately 30 min per participant.

Test dummies are moved around between each lap of the test track varying
in number and location. 0–4 test dummies are present in any one lap, the order
of which was randomized during the design of the experiment. At each level, for
consistency, all drivers are subjected to the same number and relative ordering
of dummies present throughout the experiment.

5.3 Participants

In total, the 15 participants complete 90 laps with AR and 85 with mirrors. The
final data set consists of data from 12 males and 3 females with the average
participant having more than 20 years of driving experience and an average age
of 50. The full dataset contains judgement errors, dangerous situations, demo-
graphic data, task loads, and user acceptance data in the form of questionnaires.

Overall, 16 participants volunteered as test subjects in the study, all recruited
by Danish Transports and Logistics (DTL) and the drivers union 3F through
their respective memberships. However, due to illness before the start of the
experiment, 1 participant dropped out at the last minute. Further, 3 participants
had to leave the experiment early due to time constraints and 1 due to motion
sickness possibly induced by the AR system. The 4 participants who did not fully
finish the experiment have been included for completeness. Additionally, 4 other
participants accomplished double-length experiments with twice the number of
laps for both levels, due to their availability.

No participants have previous experience with the AR system in trucks and
limited experience (if any) with AR.

6 Results

As the experiment is within-subject, either a paired Student’s T-test or a
Wilcoxon signed-rank test is performed depending on whether or not the data is
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normally distributed, to test whether any differences between the AR and Mir-
ror levels are significant or not. We use a p − value<0.05 to signify statistical
significance.

6.1 Judgement Errors and Dangerous Situations

The judgment errors and dangerous situations, for both AR and mirrors can be
seen in Fig. 4. The average error rate is 1.0 (σ = 1.50) errors per participant
using mirrors and 0.4 (σ = 1.01) for AR. Dangerous situations average at 2.00
(σ = 1.75) and 0.33 (σ = 1.01), for mirrors and AR respectively. The differences
between the levels (AR/Mirror) are statistically significant (Wilcoxon Werrors =
30, p < 0.05 and Wdangerous = 55, p < 0.01).

Fig. 4. Total number of judgement errors & dangerous situations per person (n= 15),
with blue representing mirrors and black AR. (Color figure online)

6.2 Task Loads

Participants rate the Mental Demand at an average of 3.6 for AR and 2.33 for
mirrors, the difference is statistically significant, (p = 0.007). The distribution
can be seen in Fig. 5. Participants rate the Frustration at an average of 3.27 for

Fig. 5. Comparison between the AR and the mirror solutions measuring the Mental
Demand of each solution.
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Fig. 6. Comparison between the AR and the mirror solutions measuring the Frustration
of each solution.

AR and 2.13 for mirrors, the difference is statistically significant, (p = 0.039).
The distribution can be seen in Fig. 6.

Participants rate the perceived Physical Demand at an average of 2.67 for AR
and 2.27 for mirrors, the difference is not statistically significant. Participants
rate the Drive Complexity at an average of 2.8 for AR and 2.1 for mirrors,
the difference is not statistically significant. Participant Confidence is likewise
not statically significant, with an average of 2.93 for AR and 2.4 for mirrors.
Participants rate the Drive Difficulty at an average of 2.53 for AR and 2.07 for
mirrors, the difference is not statistically significant.

6.3 User Acceptance

In the questionnaires given to participants after each level, they were also asked
to rate the perceived coverage of the blind spot, on a scale from 1 to 7, similarly
to the scale used for the task loads, 1 being the best score, and 7 being the worst.
The results showed AR having an average user acceptance score of 2.47 while
mirrors had an average score of 3.87. Interestingly this could hint that AR might
be perceived to cover the blind spots better than mirrors despite the difference
not being statistically significant (p = 0.1).

Figure 7 shows an interesting trend, in the Yes/No question for the AR level:
Every participant that started with the mirror level felt AR was properly cover-
ing the blind spots, while only 28% of the AR first group did the same. Overall
2/3rds of participants rated AR as covering the blind spots. This could indicate
that drivers who started with the mirror level found tasks significantly easier to
perform when using the AR solution, while those who started with AR had no
initial comparative basis.
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7 Discussion

In the present study, the relative performance at right-hand turning for AR and
mirrors is compared in terms of both judgement errors, dangerous situations,
cognitive load, and perceived usefulness.

Fig. 7. Comparison of answers given to whether blind spots are perceived as covered by
AR, for all participants (left) and divided by the first level presented (mid and right).

Looking at the proposed hypotheses, starting with hypothesis 1, “The error
rate is lower when using AR”, we find that our experiments support this by
showing significantly lower judgement errors and dangerous situations. Even if
AR may have suffered from technical issues, mirrors may have likewise performed
less than optimally, as not all truck drivers adjusted the mirrors to suit them
before starting the test, thus causing both to perform less than optimally.

Hypothesis 2, “The cognitive load is lower when using the AR system”, can-
not be supported given that the results of our task load questionnaire assessment
show a significantly worse performance of the AR in terms of Frustration and
perceived Mental demand. However, we speculate that this could be due to the
learning curve difference of a novel AR system; Drivers have years of experience
with mirrors, but not with AR. This new hypothesis, however, requires further
testing geared towards minimizing or removing the learning curve difference.
One such test might include long term testing or repeating the experiment on
truck driving students.

Concerning hypothesis 3, “The user believes the AR solution can effectively
remove blind spots”, while supported by a majority (two thirds) of the users
perceiving AR to cover blind spots, the difference in user acceptance rating
between AR and mirrors is not statistically significant. The results are interesting
given that the drivers have little to no experience with AR other than what
they experienced during the tests, and despite that, they rated the AR system
positively. Even though we cannot claim any significance without further testing,
we may have indications in support of this theory. Interestingly, all users in the
mirror first group perceived AR as covering the blind spots. This consensus could
indicate that those starting with mirrors found the given tasks easier to complete
when using the AR system, while those beginning with AR had no comparative
basis.
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Overall, it can be argued that the technology for this type of solution is not
yet mature enough for real-life implementations such as the one suggested. There
may be uncertainty about users’ acceptance of wearing AR glasses, especially
given the current size of AR glasses. Nevertheless, the study presented here seems
to align well with an understanding that direct vision [17] may have advantages,
even when that vision is simulated.

Multiple points of improvement have been identified throughout the tests
for future works, such as several prototype improvements. Firstly in terms of
prototype stability. Secondly in regards to reducing AR panel drift which could
be solved by additional sensor data or spatial anchors. Looking towards the
limitations of the experiments in scope and complexity, future work might also
include different blind spots and long term testing to (in)/validate the learning
curve difference.

8 Conclusion

In our study, we compare the performance of mirrors and the proposed AR
solution in mitigating blind spots. A significantly lower error rate is discovered
for AR compared to mirrors in both numbers of judgement errors and dangerous
situations.

Our tests also indicate that the reduced error rates come at a slightly higher
Mental Demand and increased Frustration, identified by the task load question-
naire. This might be due to a learning curve difference between conventional
mirrors and AR.

Drivers overall perceive AR as covering blind spots, although the rated user
acceptance difference between AR and mirrors is not statistically significant. An
observation is made towards how drivers rate AR as covering the blind spots:
Drivers with a comparative basis rate AR to provide better coverage.
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Abstract. Range plays a crucial role in the adoption and acceptance of elec-
tric mobility. Contrary to private car use, battery-electric buses (BEBs) in short-
distance public transport ideally tend to exploit their available range on a daily
basis to achieve optimal resource efficiency. Designing interfaces that provide
accurate mental models of range dynamics can be expected to play a key part in
avoiding daily range stress (or even range anxiety). The objective of the present
research was (1) to structure potentially key range-related user questions in such
a challenging usage context, namely BEBs used in public transport, and (2) to
develop first interface concepts targeted towards addressing such user questions.
An expert survey was conducted (N = 9) to gather a first set of 68 potential user
questions, which than were structured and categorized into four clusters represent-
ing different information needs. Subsequently, multiple range-related interfaces
were elaborated in an iterative design process. The design rationale was to opti-
mize the interfaces based on responses to the aggregated user questions, thereby
making the acquisition of information as easy as possible. These concepts can
work as guidelines for the development of interfaces supporting BEB drivers’
mental models regarding range.

Keywords: Battery electric buses · Range · User interfaces · Electric mobility ·
Mental models · Public transport

1 Introduction

Range is a key aspect in the acceptance anduse of battery electricmobility [1, 2].Contrary
to private car use, buses in short-distance public transport should ideally tend to exploit
their available range on a daily basis to achieve optimal resource efficiency (i.e., efficient
utilization of battery resources for optimal environmental benefit of electrification). A
key challenge in maximizing the kilometers used is posed by the so-called psychologi-
cal range thresholds [3]. These lead to the technically possible range (technical range)
being reduced to an actually used range (performant range). Due to intransparent and
incomprehensible displays in the bus, a substantial portion of the battery capacity is kept
as a safety buffer and thus remains unused (comfortable range). In addition, the more
efficient use of the technical range is usually challenging for the driving personnel due
to a lack of system support in the acquisition of competence and action control (compe-
tent range). Simply put, driving battery electric vehicles (BEVs) at low state of charge
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(SOC) levels can lead to the psychological phenomenon of range stress, also referred to
as range anxiety in the broader literature [4, 5]. In a working environment like the driving
seat of a public transport battery electric bus (BEB), such potentially distracting effects
should be avoided. Especially as BEB drivers must accomplish multiple cognitive and
physical tasks, like driving safely through rush hour traffic, approaching and departing
bus stops, selling and checking tickets, as well as supervising and assisting passengers.
Understanding and managing range comes on top of this workload.

In order to understand and support decision making in dynamic and complex sit-
uations like in aviation or traffic, the concept of Situation Awareness (SA) has been
introduced [6, 7]. According to this concept, correct mental models help to construct
a more accurate current situation model (i.e. current internal representation of the sit-
uation) and reduce workload, stress and subsequently support adequate decisions and
behavior. In addition to safety-critical situations, Situation Awareness has already been
transferred to energy-relevant situations [8, 9]. In the context of batterie electric buses,
the range-related situation model describes the BEB driver’s awareness of the past, cur-
rent and future range resources and how they might be affected through internal and
external influences.

The question is therefore: how can drivers be best supported in developing accurate
mental models [10, 11] of the range dynamics in BEBs? So far, however, research that
explicitly deals with this challenge is lacking.

One possible approach to support the development of accurate mental models could
be to improve driver’s range-related situationmodels with interfaces that directly address
potential key user questions and therefore support a fast learning of range dynamics.
Indeed, first research indicates that a more efficient interaction with range and a more
positive range-related user experience can be achieved with more transparent range and
energy interfaces and with a better understanding of the technical dynamics of electric
vehicles [4, 12].

The objective of the present research was to take a first step towards a better design
of range interfaces for BEBs by structuring potentially key range-related user questions
and developing first interface concepts targeted towards addressing such user questions.

1.1 Terminology

In the context of range and public transport, there are a few terms that may need a
definition. In this paper, the following terms are used as stated:

• route - a specific bus route/line with a defined sequence of bus stops that can be
navigated in two directions, heading to the two final bus stops.

• one-way trip - the passage from one final bus stop to another, excluding the return.
• round trip - the passage from one final bus stop to another, including the return.
• day trip - the scheduled sequence of one-way trips a vehicle must complete on a single
day.
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2 Potential Range-Related User Questions

To structure the kind of information drivers could benefit from in developing accurate
range situation models, possible range-related user questions were evaluated. To effec-
tively gather a set of possible user questions, we applied an expert survey approach
focusing on researchers from the field of human-technology interaction and electric
mobility.

2.1 Method

An online questionnaire was completed by 9 experts. The participants had a mean age of
29.44 years (SD= 2.84), 6 were female, all had a university degree (1 bachelor’s degree,
5 master’s degree, 3 higher academic degree). All experts had a psychological education,
7 worked in the scientific field of human-technology interaction and/or electric mobility
(Table 1). Several of the researchers (including the participant with a bachelor’s degree)
had already published on user topics in the field of electric mobility in key journals and
conferences.

Table 1. The research fields of the N = 9 experts.

Research field/expertise 1 2 3 4 5 6 7 8 9

Psychology • • • • • • • • •

Human-technology interaction • • • • • • •

User-vehicle interaction • • • • •

Electric mobility • • • • • • •

User-energy interaction • • • • • • •

Range in electric vehicles • • • • • •

On behalf of the drivers, these experts were asked to phrase potential user questions
regarding the range in BEBs. Initially, the following scenario was described:

“Imagine driving a battery electric bus as a bus driver. You are familiar with the
route and experienced with this type of vehicle. You have already completed two
thirds of the defined day trip. The planned daily distance will almost fully cover
the available range of your vehicle, which is why the remaining range is a relevant
issue for you.”

Participants were then asked to phrase potential user questions in this context:

“In this situation, what questions could bus drivers ask themselves about the range
of their vehicle?”

The answers of the experts - thus, the phrased, potential user questions - were struc-
tured and categorized according to thematic analysis, as described by Braun and Clark
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[13]. The participants did not receive any further information on the context of use, e.g.
no illustrations or graphics of (potential) interfaces/displays or the bus drivers working
environment.

2.2 Results

A total of 68 user questions were collected, with the number of provided questions per
expert ranging from 4 to 14. All questions were examined and clustered regarding the
addressed need of information. In conclusion, four main cluster were identified, and
each question was allocated to one of the clusters (Table 2).

Table 2. The four clusters to which all collected potential questions could be allocated to. The
counter on the right marks the count of questions allocated to each cluster.

Code Cluster #

C1 Range indication & contextualization 31

C2 Internal/external influences on range/consumption 14

C3 Ecodriving assistance 16

C4 Organizational and economical aspects 7

Nearly half of all questions (31) indicated that – according to the expectations of
the experts – there was a potential key information need of drivers regarding the range
indication itself (C1). The questions within this cluster were summed up into six (Q1–6)
aggregated user questions that accentuated this need (Table 3).

Table 3. Six aggregated user questions to sum up all user questions allocated to C1. The counter
on the right marks the count of questions summed up with Q1-6.

Code User question (aggregated) allocated to C1 #

Q1 What is my maximum/minimum remaining range? 4

Q2 How does the remaining range fit to the remaining distance? 8

Q3 How reliable is the range indication? 8

Q4 How is the range indication calculated? 3

Q5 What is my current, average, maximum and minimum consumption? 3

Q6 How can the current SOC be interpreted regarding the day trip? 5

Further 14 questions were aimed at internal (e.g. consumption through auxiliary
systems) and external (e.g. weather, traffic) influences on range, thus consumption (C2).
The responses indicated that driversmaybenefit from interfaces that visualize the current,
past and future ‘consumption mix’, i.e. which components (e.g. propulsion, outside
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temperature, passenger weight, etc.) contribute how much to the overall consumption
over time.

Closely connected to this aspect was the cluster ecodriving assistance (C3). The 16
allocated user questions targeted knowledge regarding energy-efficient driving behavior,
and which actions could lower consumption, effectively extending the remaining range.

The remaining questions (7) addressed factors that highly depend on organizational
and economical aspects (e.g. definition of critical range thresholds from the perspective
of the bus operator; C4).

3 Visualizing Relevant Range-Related Data in BEBs

Originating from the stated user questions, range interfaceswere elaborated in an iterative
design process where ideas were sketched, discussed, and reworked multiple times. The
design rationale was to optimize the interfaces based on responses to the aggregated
user questions, thereby making the acquisition of information as easy as possible. As
the focus of the present research was on delivering important information which would
support range situation models of BEB drivers, we focused on the questions in cluster
C1 (Q1–Q6) in the present phase of interface design.

The resulting interface concepts can be clustered into interfaces addressing (1) the
format of range indication, (2) the range calculation, and (3) the relation between range
and consumption.

Disclaimer: Please note that the following interface concepts are not designed
for use in a real working context. The drafts mainly address only one of many
aspects in the application context. The purpose of the interfaces is to implement
innovative design variants of action-integrated user interfaces in a way that their
range-management related consequences and potentials may be evaluated in a next
step. In other words, their purpose is to provide a starting point for the development
of action-integrated user interfaces and are highly limited to this specific use case.

3.1 Formatting Range Indication

As the simplest form of range assistance, the basic numerical indication of the range
can be visually supplemented (e.g. [14]). In BEBs, as the upcoming one-way trips are
usually known (as it is a scheduled sequence), the range can be mapped to the remaining
day trip segments (e.g. bus stops or round trips).

One way to do so could be to superimpose the bus schedule with a colored range
estimation (Fig. 1). Alternatively, the remaining distance could be projected onto a road
map analogously to the representation on a navigation device and extended by the range
data. The abstract, numerical representation of range is put into context and prepared as
a visual indicator. The user can clearly see i) where he/she is (bright yellow marker), ii)
what is still in front of him/her (the bar running to the right) and iii) how the range is to be
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estimated (colored markers). The possible user questions (Q1) and (Q2) are addressed
this way: the right end of the green bar shows the minimum range, the right end of the
orange bar themaximum range, and the timeline itself represents the remaining distance.

Fig. 1. Mapping range and day trip distance. (Color figure online)

Yet, on closer inspection, it becomes apparent that the overhead of non-relevant
information is very high: the uncritical area takes up a lot of space, while the actually
relevant information is compressed at the end of the bar. If the uncritical area is shortened
and only the last section of the remaining route is shown, the action integrated aspect of
mapping the real world to the theoretical range is lost.

A workaround could be to focus more on the difference between remaining range
and day trip distance. If the remaining day trip distance is subtracted from the remaining
range, a range buffer is obtained, which represents the remaining range after completion
of the day trip.

This range buffer evolves in the course of the day trip: if the consumption is higher
than usual, the buffer used for the planning of the day trip is reduced. If consumption
is lower, the range buffer increases. The calculation of the prediction could be based on
data from past day trips. Alternatively, the range buffer can also be used as an indicator,
for example as a traffic light (Fig. 2). If the buffer is above a defined threshold, the
traffic light shows green. Below this threshold, the traffic light initially turns yellow. If
the range is fully exhausted or if it becomes apparent that the desired distance can’t be
reached, it jumps to red.

Fig. 2. Displaying the difference between remaining range and remaining day trip distance as
range buffer. (Color figure online)

The interface shown in Fig. 2 addresses question (Q2), but (Q1) and (Q3) fall short.
Taking the uncertainty and volatility of the range prediction into account, the range
buffer, for example, could be supplemented by a (short-term) historical diagram.
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3.2 Transparent, Adaptable Range Calculation

Fundamentally, remaining range is based on a relatively simple calculation: SOC divided
by a reference consumption. While detecting the current SOC is relatively straightfor-
ward, the consumption offers some leeway: which value or aggregation should be used
as a reference and provides the most realistic remaining range?

In this context, it is important to distinguish between a (a) consumption value and a
(b) reference value. From an action-integration perspective, the driver should not select
a consumption value, but use references (e.g. ‘consumption over the last 5 km’) - which
consumption value is ultimately behind these references is irrelevant for the user. On
the other hand, the calculation is less transparent, and a range-related situation model
may be impaired if it is not clear which reference stands for which consumption value.
Which approach delivers the optimal results in terms of system trust and comfortable
range needs to be evaluated in action. In the following, different concepts are presented,
including variants (a) and (b).

The first approach focuses on selecting a reference period (Fig. 3). After selecting
a reference, the corresponding consumption value appears as the denominator in the
fraction calculation. The numerator shows the current SOC; the calculation of the range
is clearly visible. At least to some extent, both transparency and adaptability of the range
calculation are accomplished and the possible user question (Q4) is addressed.

Fig. 3. Adapting the range calculation by changing the used reference consumption (e.g.
considered distance).

A second approach is sketched in Fig. 4. Again, the range calculation is shown
transparently to support the drivers’ range-related situation model. The reference con-
sumption can be adjusted directly and continuously by selecting the desired value on a
consumption bar with minimum and maximum consumption. Various reference periods
are displayed as context markers on the consumption bar.

Fig. 4. Adapting the range calculation by changing the used consumption value.
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In the display these are (from left to right): the standard consumption of the vehicle,
the average consumption on this day trip, consumption on the 1st scheduled round trip
of the day, the average consumption on the current day trip and the consumption on the
3rd and 2nd scheduled round trip of the day.

3.3 Relating Range and Consumption

In the context of public transport, it is advisable to closely compare consumption with
that of the current day trip and with historical data. An obvious possibility is to measure
the average consumption on round trips and to prepare it as feedback, in which the day
trip consumption is set in comparison to the statistical minimum and maximum on this
type of day trip. The driver can thus determine whether the consumption is less than
or equal to the ‘norm’ or whether there are upward deviations that could reduce the
expected range (Q6).

Fig. 5. Visualizing the mean consumption of each round trip and set it in relation to the available
energy.

Another approach (addressing question (Q5)) could better take single round trips into
account. Since the remaining distance is always known, it is possible to determine exactly
how much energy is still available per kilometer in combination with the SOC. This
consumption limit per kilometer can be displayed to the driver (Fig. 5). In combination
with the consumption of single round trips, it can thus be estimated whether the desired
range is at risk or whether a consumption buffer remains.

The round trips can also be displayed in shorter sections, in order to better classify
consumption peaks and round trips against each other. Figure 6 shows an interface
concept that displays the consumption during a round trip as a consumption profile.
Distinct round trips can be toggled, the current round trip is continuously displayed and
proceeds from left towards right.
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Fig. 6. Visualizing the consumption profile of each round trip.

4 Conclusion

The results of the present work emphasize that the design of energy interfaces in BEB
offers great potential for supporting the development of accurate range-related situation
models. As the expert survey reveals, there is a potential information need of BEB
drivers regarding range and energy management. The information needs that should be
addressed can be structured in four clusters: range indication & contextualization (C1),
internal/external influences on range/consumption (C2), ecodriving assistance (C3) and
organizational and economical aspects (C4).

Fig. 7. An exemplary representation of a potential energy interface, combining several concepts
of this work.
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Based on this evaluation, several interface concepts (cf. Fig. 7) were elaborated in
an explorative, iterative design process. Each concept is focused on one or only few
potential user questions and, therefore, represent a highly vertical prototype. However,
while these solutions appear logical and conclusive based on the stated potential user
question alone, it must be noted that they induce a very high complexity and can only
work as indicators for furtherwork.They canonlywork as guidelines for the development
of energy interfaces supporting the range-related situation models of BEB drivers.

For now, only one (C1) of four user question clusters identified by the expert survey
was addressed in the design exploration phase, and the presented design concepts raise
no claim on completeness. The three further clusters (C2–C4) should certainly be exam-
ined. Also, the effects of the stated interfaces on range-related situation models must be
evaluated. Regarding the cognitive workload of BEB drivers, it should be examined in
the field how certain interfaces actually support range-related situation models.
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Abstract. Virtual Reality (VR) offers many advantages within the product devel-
opment process. One of the most valuable is the opportunity to test, visualize and
evaluate virtual concepts and prototypes in an early state of the development pro-
cess. Furthermore, components like usability and user experience can be tested and
evaluated faster and with more iterations before a physical prototype is set up. One
factor to measure the quality of a virtual environment is the feeling of presence.
A high feeling of presence will lead to realistic responses from the user. Contra-
dictory, a lack of realistic sensory perception will lower the feeling of presence
and will therefore influence usability and user experience ratings. Hence, haptic
feedback is indispensable for virtual user evaluations. The present study focused
on a novel glove for tactile and force feedback from the company HaptX. In this
study forty-five participants interacted with a virtual car interior in two conditions:
high sophisticated visual feedback and visuo-haptic feedback. The subjects used
different types of car controls like buttons, levers or rotary switches. After each
condition, the participants answered questionnaires with items regarding realism,
grasping behavior and feedback quality. The results show that visuo-haptic feed-
back brings important advantages to virtual interactions even when there is a
highly sophisticated visual feedback. Participants were able to recognize interac-
tions much faster and precisely with visuo-haptic feedback. However, the rating of
realism failed to reach significance. The results highlight the importance of hap-
tic feedback for interactions within virtual environments. In general, this novel
method for haptic feedback improves the interaction with a virtual car interior,
even when using a highly sophisticated visual feedback.

Keywords: Virtual Reality · Haptic feedback · Interaction · HCI · HMI ·
Automotive

1 Introduction

Every developer of technical products strives to achieve customer satisfaction. Products
making use of human computer interaction (HCI) face special challenges. Customers
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expect new products in short periods of time while demanding high quality and low
costs. These products must meet users’ expectations and be easy to handle. During
the development of new products, developers need to work not only on technology
but also on usability and user experience [6, 23]. The “usability” of a product is often
defined as efficiency of use, ease of learning, high memorability and performance as
well as preference [3, 18]. Additionally, the product’s “user experience” deals with user
reactions and expectations regarding the system and their subjective impressions [2, 21].
Both topics need to be addressed during development of new products in the field of HCI.
Products typically require multiple iterations to optimize usability and user experience
before they face real customers for the first time.

As product developers consider usability and user experience requirements, they
must also allow for economic limitations including maximum development time, tar-
geted product price, return on investment, and other factors. In the automotive industry,
the development of a new car model typically takes three to four years [11]. To stay
competitive in the market, automakers seek to keep iteration cycles as short as possible.
Virtual Reality (VR) brings clear advantages to this process [15, 16]. Automakers can
use virtual prototypes, built and tested in virtual environments, to visualize new ideas
faster and reduce the need for expensive physical prototypes [15, 23]. Teams can test
and evaluate usability and user experience much faster with more iterations before com-
mitting to physical prototypes [13, 31]. By building and testing early prototypes in VR,
the development team can ensure that their first physical prototype is more mature and
advanced.

However, the lack of realistic haptic feedback inVRhas greatly limited the capability
of product teams to evaluate a VR model’s usability and user experience [6].

It has not been clear whether a virtual prototype can simulate reality in a manner that
is comparable to a physical real-world prototype. Current research using Mixed Reality
setups and cave automatic virtual environments (CAVEs) shows that these systemswhich
overlay virtual objects on real physical environments can deliver comparable results to
a physical prototype [6, 8]. It is difficult for a pure VR environment that uses only a
head-mounted display (HMD) to achieve these results.

There are two important topics for virtual environments:

1. Properties and functions of the product itself (geometry, materials, functional
behavior, forces, heat development, aerodynamics, etc.)

2. Technical systems required for the virtual prototype to function in a realistic manner
(display quality, tracking quality, correctness of multimodal sensory stimulation,
interaction modalities, system performance, etc.)

Only when the latter seamlessly allows for natural perception and interaction with
the virtual prototype, the usability and user experience ratings will be equivalent to a real
world physical prototype evaluation. Today’s VR systems do not support the required
“super realistic” interaction and perception of VR (see Sects. 2 and 3). Research is
required to improve the quality of current VR methods in order to reduce the influence
of the VR system on user evaluations of the virtual prototype.



406 M. Stamer et al.

2 The Importance of Haptic Feedback

Most research on the realism of virtual environments is focused on immersion and
the feeling of presence [1, 12, 13, 22, 27–30, 32]. Immersion describes the technical
requirements of the virtual environment and the possibilities of interaction. For exam-
ple, it contains resolution, field of view, the quality of visual and haptic feedback and
disturbances from the real world [22, 29]. In an immersive environment, the user is able
to experience the world with all his senses and interact naturally. A user that is immersed
will focus on the virtual environment and will be less irritated by distractors from the
real world. A low immersion leads to split-attention effects and thus to problems in
distinguishing between real and virtual world [29]. According to that, a high immersion
can be achieved if the virtual world 3D-scene is as realistic as possible (geometries,
materials, lights, shadows, etc.) and it is almost impossible to distinguish between both
worlds. Thus, it is necessary to offer the same possibilities of perception and interaction
like the reality does. Additionally, the concept of “presence” deals with the subjective
experience within a virtual environment. Slater and Wilbur [29] describe presence as
the experience of being in a virtual world. Thus, presence is fundamental to every psy-
chological factor regarding to VR [24]. The feeling of presence is mainly influenced
by the interactions a user can accomplish [13, 22]. There is a correlation between the
feeling of presence and user decisions made in virtual environments [8]. There is also
a strong connection between immersion and presence. The more immersive a virtual
environment is, the more realistic it should appear to the user and the more present the
user will feel [29].

Recently, researchers have studied the theory of predictive processing which is an
extension of the concepts of presence and immersion. The model of predictive pro-
cessing suggests that perception and cognition are a function of using past and present
information to be able to predict the future [19]. One important factor of this theory is
the reduction of prediction errors through mental models as well as actions to verify
sensory predictions of the object which causes the error. There are two ways to decrease
these prediction errors: learning and active inference [19]. An unfamiliar environment,
like a virtual simulation that lacks haptic feedback or that provides unrealistic feedback,
requires more resources and attention, which will result in a decrease of presence.

Interaction with the environment influences the perception processes and how the
user behaves and perceives the world [9]. In an optimal virtual environment, interactions
should feel natural without any training or hindrances in manipulating objects. Virtual
objects must act realistically and manipulation possibilities must have the same extent as
reality has. Both the theory of presence and the theory of predictive processing emphasize
the need for a virtual environment to be “as realistic as possible.” A lack of natural
interaction will lower the feeling of presence and will therefore influence usability and
user experience ratings.

3 Current Feedback Systems

Interactions are one key element of an immersive experience. Haptic feedback is a
natural experience of the real world and it is important that the virtual environment



Investigating the Benefits of Haptic Feedback During In-Car Interactions 407

reflects stimuli in a consistent manner [7, 14]. However, it is difficult to simulate this
natural feeling with technical devices. That is why there are different possibilities of
providing haptic feedback in virtual scenarios.

Real objects are one possible method of providing haptic feedback. Physical objects
can overcome several disadvantages of other feedback devices like inaccuracies of track-
ing devices [6]. However, VR is often used in scenarios where physical objects are not
available or too costly to produce. Nevertheless, there are further problems with real
objects, for example spatial registration of those devices. Gall and Latoschik researched
presence and the need of coherence of visuo-haptic feedback [10]. They found out that
the perceived coherence is one important aspect in the perceived realism. The results
show that the feeling of presence increased after interactingwith a coherent feedback and
decreased when the feedback was not coherent. This study emphasizes the importance
of a consistent and coherent haptic feedback. Otherwise, there could be less immersion
and presence, which will influence users’ decisions.

Beyond using real objects for haptic feedback, there are various hardware setups
for simulating haptic feedback with different feedback approaches. One possibility is
vibro-tactile feedback, which gives information about the start, duration and end of
haptic interactions through vibrations on fingertips and/or on the back of the hand [17].
Vibro-tactile feedback is less realistic because of the unnatural vibrating feeling, the
unrealistic position of the haptic experience and the lack of different forces and textures.
Furthermore, it is not possible to give a precise feedback at a specific hand area [17].
Provancher [20] stated that vibro-tactile feedback is a good possibility to demonstrate
the contact with an object but not for mediating the feeling of interactions. Besides
vibro-tactile feedback only, there are various devices for added force feedback like
the SenseGlove [25]. However, these devices are not able to provide a realistic haptic
feedback because of the lack of tactile feedback and the fixed position of the haptic
signal.

Tactile and force feedback are both important for a natural experience in a virtual
world. Tactile feedback offers the possibility to experience the characteristics of an object
like textures of surfaces [14]. Force feedback describes the physical behavior of an object
while interacting and is a basis for many interactions and manipulations within VR [20].
Behaviors like grasping, pushing, stretching or rubbing are examples for interactions
that need force feedback [14]. Biocca and Delaney [4] assume that both tactile and force
feedback have an impact on the feeling of presence.

Even if it were possible to apply haptic feedback with perfect realism, it will be
necessary to have a synchronized mapping of the visual and the haptic feedback. Both
forms of feedback must be robust and updated in real-time [14, 26]. Otherwise, there can
be strong effects on the visuo-haptic perception and with that on the feeling of presence.
One important factor for this synchronization is the different update-rates for visual (20–
400 Hz) and haptic (300–1000 Hz) feedback [14]. Biocca, Kim and Choi [5] discovered
that a person with a high feeling of presence is able to extend the lack of one sensory
modality. Based on the results of this study, extension is possible for haptic feedback.
However, researchers have to focus on a strong feeling of presence and high quality of
the visual representation. On the contrary, Provancher [20] stresses that even if visual
perception is the dominant sensory system during the human perception, it will not be
sufficient for a perfect perception.
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This paper presents a study to compare high-end feedback systems forVirtual Reality
within a virtual in-car scenario. There were two involved feedback systems:

1. Visual feedback: The tracked hands and fingers could not penetrate virtual objects.
2. Tactile and haptic feedback: Users wore novel HaptX feedback gloves that would

present a haptic sensation directly on the hands.

It was possible to either use condition (1) called “visual feedback” or conditions
(1)+(2) called “visuo-haptic feedback”. There was no “haptic-only” (2) condition. The
study aimed at examination of advantages and disadvantages of haptic feedback (tactile
and force feedback) compared to a visual only condition during interactions in a car
interior. The results show that the use of highly advanced haptic feedback systems such
as HaptX Gloves creates some advantages compared to pure visual feedback, especially
regarding precision and speed of grasping. At the same time, there is still a lack of
realism for provided haptic feedback.

4 Used Feedback System: HaptX Glove and HaptX Visualization

HaptX Gloves (Fig. 1) are an industrial-grade tool that brings realistic touch and nat-
ural interaction to VR. Using microfluidic technology (Fig. 2), HaptX Gloves provide
high-quality haptic feedback for design and training applications and overcome many
of the disadvantages associated with physical VR controllers. The user can grasp and
touch objects like real physical objects and interact naturally with the virtual world.
Volkswagen integrated HaptX touch feedback into an existing VR scenario of the Volk-
swagen Passat to create amore immersive and realistic virtual experience. AddingHaptX
Gloves brought tactile and force feedback to the interior of the Passat vehicle so users
could touch, feel, and interact with the car’s virtual surfaces and controls. The used
environment is shown in Fig. 3.

Fig. 1. HaptX Gloves (picture created by author) Fig. 2. HaptX skin actuators using
microfluidic technology (picture created
by author)
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HaptX Gloves increase realism for VR users by physically displacing the user’s skin
the sameway a real object would when touched, closely replicating shapes and contours.
Users wearing HaptX Gloves can feel and grasp virtual objects, like the steering wheel
in the Passat interior, with real-world sensations. The microfluidic skin technology in
HaptX Gloves is silicone-based, with 130 tactile actuators distributed across the fingers
and palm of each glove. A force-feedback exoskeleton, located on the back of each
glove and powered by the same microfluidic technology, provides static resistance on
the fingers to simulate the size, shape and weight of virtual objects. This force feedback
technology allows for up to four pounds of force (approx. 18 N) per digit. The magnetic
finger-tracking provides six-degree-of-freedom tracking for each finger, and the sub-
millimeter precision allows for natural hand motions. Currently there is no comparable
system for haptic and tactile simulation on the market.

Furthermore, the HaptX System comes with a high quality visual VR hand repre-
sentation. To achieve high presence it is configured with user’s correct hand dimensions,
such as tip of middle-finger to heel of hand and breadth of palm. This allows the user to
perceive the virtual hands at realistic size. The hand model is kinematic, thus movement
of the finger tips affects the rest of the visual model. By making use of virtual colliders
as known from rendering engines such as Unity3D it is possible for the virtual hand
model to prevent penetration of the interacting 3D model. If a user would touch a virtual
surface with a finger, it would bend with a plausible visualization.

Fig. 3. Exploring the Volkswagen Passat with HaptX gloves and HaptX visualization (picture
created by author)

5 Study

This study focuses on the benefits of haptic feedback stimulated by the HaptX Gloves
during in-car interactions. For this purpose, the participants experienced the same virtual
environment in two conditions: high sophisticated visual feedback versus visuo-haptic
feedback. The participants were asked about several features of the given feedback like
feedback quality, realism, comfort and grasping. The overall aim was to find advantages
that improve a virtual environment through high quality haptic feedback compared with
high quality visual feedback only.
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5.1 Participants

Forty-five multinational subjects participated in this study (73% male, 27% female).
Different experience levels were present in this sample: experts (N = 16) and novices
(N = 29). 88.9% of them being younger than forty (N = 40). Age was recorded by
using age ranges. The distribution of the participants age is summarized in Table 1.
Participation was voluntary and without any compensation. The study was conducted in
English and German, according to the subjects preference.

Table 1. Distribution of the participants over age groups

Age <25 25–30 31–35 36–40 41–45 46–50 51–55 >55

Frequency 8 16 13 3 1 2 2 0

5.2 Setting

This study took place at a Volkswagen Group-internal technology show in 2018. The
virtual setting was a virtual car interior scenario of a Volkswagen Passat B8 GTEVariant
produced in 2016. The virtual model came with a multifunctional wheel, an adaptive
cruise control system and MIB2 head unit with touch screen. The participants were
able to use almost every control on the driver’s car side interactively to virtually control
vehicle functions. They were explicitly asked to try out the different interactive buttons
and levers on the steering wheel, buttons and rotary switches within the infotainment
and climate system as well as the rearview mirror and the sun shield. The virtual vehicle
stood still the whole time. The VR scenario was internally created by Volkswagen and
used the software Unity 3D, version 2017.2. In this study the HTC Vive Pro was used
together with a hand model from the HaptX software development kit.

5.3 Procedure

In the beginning of the study every participant had to sign an informed consent for the
usage of their personal data. After that the width and length of their right hand was
measured and applied to the used 3D hand model. The measurements of the hand were
necessary to avoid distortions of the virtual hand and to match the real hand as accurately
as possible. Once measured, participants put their hands into the gloves and adjusted the
HMD over their heads.

During the study, the participants experienced one scenario in two different condi-
tions of feedback. In one condition, they had a visual feedback which hinders the user to
penetrate the virtual geometry. It was not possible to reach “inside” any virtual object.
The hand and finger geometry would deform in a natural manner, e.g. bend or glide. The
virtual representation of the hand was locked when touching an object but the real-world
hand could still be moved freely. In the second condition, users had the same visual
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feedback and additionally the haptic feedback from the HaptX Gloves. The participants
wore the gloves in both conditions. The order of the conditions was randomized equally.

The participants were asked to test different functionalities of the car like the multi-
functional wheel, the infotainment system or the sun shield. Doing so, they used different
types of car controls like buttons, levers or rotary switches which all were interactive.
Nearly every function of the driver’s car side was usable. In every condition the subjects
had five minutes to experience the interior before they were asked to answer questions
on a scale going from one to six (1 meaning “not at all” and 6 meaning “completely”).
Table 2 summarizes the questions, which were read aloud by the examiner while the
participants remained in the virtual environment.

Participants had the chance to retry interactions to give an exact answer to each
question. After completing the questionnaire, the participants experienced the second
condition. The HMD and the gloves were removed after both conditions. Finally, the
participants filled out a questionnaire regarding their personal data, former experiences
with VR and the preference of both shown feedback possibilities.

Table 2. Used questions for evaluation of the visuo-haptic and visual conditions, based on [16]

ID Question

Q1: How present was the device for you?

Q2: Was the feedback, that you’ve reached an object, sufficient for you?

Q3: How comfortable was the feedback for you?

Q4: How well have you been able to grasp objects?

Q5: How well have you been able to recognize if you had grasped an
object?

Q6: How well have you been able to release an object?

Q7: How immediately did you perceive that you interact with an object?

Q8: Did the feedback bother you?

Q9: Please rate the realism of the interaction

6 Results and Discussion

The study was designed to examine advantages and disadvantages of a novel haptic
feedback system during VR applications. Therefore, the quality, necessity and realism
of the two shown feedback possibilities were gathered through the nine questions as
described in Sect. 5.3. The answers to the questions were compared with a T-Test with
paired samples for the two conditions in the following paragraphs.

There is no significant difference regarding Q1 (the presence of the device). In this
case, a low value means a low awareness of the gloves. In both conditions there was
a medium rating (visual: M = 3.80; SD = 1.27; visuo-haptic: M = 3.76; SD = 1.21).
For a perfect perception of the virtual world it is fundamental that a device does not
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split the user’s attention between the real and the virtual environment. There is a certain
possibility, that the weight and the cables of the gloves disturbed the users and caused
this result. This result suggests that this device should be lighter and allow for more
freedom in interacting naturally in the virtual environment and without influences of the
real world.More research and further development regarding weight and transportability
are necessary to reduce the impact of the real world and make an undisturbed interaction
possible. Otherwise, it lowers the feeling of presence and immersion. With less presence
of the gloves, a more natural behavior and with that better and more precise evaluations
in virtual environments will be possible.

In Q2 the participants were asked to rate how sufficient the feedback was in the
respective condition. The visual condition (M = 2.84; SD = 1.45) and the visuo-haptic
condition (M= 3.53; SD= 1.38) differ significantly from each other (t (44)=−2.540;
p = 0.15). This result shows that visuo-haptic feedback has a significant advantage in
sufficiency towards a visual feedback. However, with a closer look at the overall ratings
it comes into view that even the rating for visuo-haptic feedback is only at a medium
stage. The condition of the visuo-haptic feedback is more satisfying for the user of the
device, but there is potential to improve the user experience by improving the realism
of the haptic feedback.

The item that focuses on the comfort of the feedback (Q3) failed reaching signifi-
cance. However, both, the visuo-haptic (M = 3.98; SD = 1.39) and the visual feedback
(m= 4.13; SD= 1.25), reachedmedium to high ratings. That is to say, that both feedback
possibilities are basically imaginable to work with when it is about in-car interactions.

The items Q4 to Q7 concentrate on the grasping of objects. Participants answered
the question how well they have been able to grasp an object (Q4) significantly different
in the two conditions (t (44)=−3.250; p= .002). It made a difference whether they had
only visual feedback (M= 2.98; SD= 1.16) or the visuo-haptic feedback condition (M
= 3.71; SD= 1.08). The participants were able to grasp a lot easier with the visuo-haptic
feedback. In past VR systems, users often had the problem that they did not know if they
have reached an object. This question was addressed by (Q5) and reached significance
(t (44) = −3.418; p = .001). The visual feedback condition (M = 3.67; SD = 1.31)
was rated significantly lower than the visuo-haptic condition (M = 4.49; SD = 1.10).
Participants with the visuo-haptic feedback were more able to recognize if they have
reached an object or not. In contrast to that item Q6 failed to reach significance. That
is to say, that the participants perceived no difference in the ability to release objects
in the virtual environment. However, there were high ratings in both conditions (visual:
M = 4.24; SD = 1.46; visuo-haptic: M = 4.62; SD = 1.30). Item Q7, which focused
on the immediacy of the perception of interaction, also shows a significant difference
(t (44)=−3.657; p= .001). Participants noticed an interaction faster in the visuo-haptic
condition (M = 3.93; SD = 1.30) than in the visual condition (M = 4.80; SD = −.94).

Overall, it comes into view, that the visuo-haptic feedback offers advantages com-
pared to the visual feedback condition. First of all, participants can interact faster with
objects and perceive an object earlier. Furthermore, they have a higher ability to recog-
nize that they have grasped objects. Finally, they don´t have a problem releasing objects,
but can grasp them more easily. These differences point out, that if it is necessary to
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interact with objects in a virtual environment, it will also be necessary to have a high
quality haptic feedback.

Q8 and Q9 both failed to reach significance. Participants rated Q8 (the bothering of
both feedback conditions) as low (visual: M= 1.87; SD= 1.36; visuo-haptic: M= 1.98;
SD = 1.27) and Q9 (the realism of the feedback) as medium (visual: M = 3.16; SD =
1.31; visuo-haptic:M=3.36; SD=1.23), but therewas no significant difference between
the conditions. It seems like even if the feedback doesn´t feel realistic it doesn´t bother
the subjects during the study. However, Q9 gives a hint about the potential to improve
the realism of the feeling of the haptic feedback. The results of each comparison is
summarized in Table 3.

Table 3. Results of the comparison of visual and visuo-haptic feedback

ID Significance level Average response feedback
(1)

Average response feedback
(1 + 2)

Q1 t (44) = .202, n.s. 3.80 (SD = 1.27) 3.76 (SD = 1.21)

Q2 t (44) = −2.54, p = .005 2.84 (SD = 1.45) 3.53 (SD = 1.38)

Q3 t (44) = −0.612, n.s. 3.98 (SD = 1.39) 4.14 (SD = 1.25)

Q4 t (44) = −3.250, p = .002 2.98 (SD = 1.16) 3.71 (SD = 1.08)

Q5 t (44) = −3.418, p = .001 3.67 (SD = 1.31) 4.49 (SD = 1.10)

Q6 t (44) = −1.628, n.s. 4.24 (SD = 1.46) 4.62 (SD = 1.30)

Q7 t (44) = −3.657, p = <.001 3.93 (SD = 1.30) 4.80 (SD = 0.94)

Q8 t (44) = −0.447, n.s. 1.87 (SD = 1.36) 1.98 (SD = 1.27)

Q9 t (44) = −1.055, n.s. 3.16 (SD = 1.31) 3.36 (SD = 1.23)

Overall there are no high ratings in every question. This could be forced by the various
objects within the virtual environment. The user was able to use different objects during
the in-car interaction. The range of the objects reached from a big and robust steering
wheel to a small rotary switch. The latter was difficult to handle with and without haptic
feedback. The rotary switch gives a narrow and precise feedback which is the most
difficult thing to represent with computer generated VR feedback. Collecting the data
separately for big, medium and small objects would have been helpful to be able to
interpret the data more precisely. In general, one can see that the novel haptic feedback
improves the interaction with car interior, even when using a highly sophisticated visual
feedback. However, there are still difficulties, which should be enhanced for future
products.

In the end of the experiment the subjects chose their preferred feedback condition
for interacting within the virtual environment. 84.4% of the participants chose the visuo-
haptic condition and 15.6% preferred the visual only condition. According to the ratings
of Q1 to Q9 it seems that visuo-haptic feedback does not only bring benefits regarding
the interaction with objects but actually is required for using VR in such interactive
scenarios.
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Möhring [16, p. 95–96] also compared a visual feedback to two haptic feedback
systems: a pressure-based and a vibro-tactile feedback. The used questionnaire in the
present study were based on his items to be able to compare the results. Möhring’s [16]
questions Q3–Q6 were exactly the same whereas Q1, Q2, Q7 and Q9 were slightly
changed but kept in the same context. In his study there was no significant difference in
Q4 between the visual and the two haptic feedback conditions. In the present study Q4
reached significance between the visual and the visuo-haptic feedback condition. This
comparison of the two studies gives a hint that the technology has matured regarding
grasping of objects and made valuable progress compared to old systems like used by
Möhring [16].

7 Conclusions

There are many references in the current literature that point out the importance of
haptic feedback for interactions in virtual environments [9, 10]. However, because of
the difficulties producing a natural haptic feedback with computers and robots there is
still no device on the market that generates a completely natural haptic sensation on the
hands.

The HaptX Gloves and SDK combine five key elements that go beyond current state
of any other known VR gloves prototypes and products:

1. They offer very precise finger and palm tracking with sub-millimeter accuracy.
2. The SDK offers a configurable hand model that is able to apply the finger and palm

tracking data to the 3D model of the hand.
3. The SDKoffers visual feedback for interactionwith objects and surfaces by adjusting

the hand model in a way, that the virtual hand behaves as if a natural hand touches
an object or surface.

4. The HaptX Gloves are a haptic device which provide both tactile and force feedback
to the skin of the hand.

5. Even though the HaptX Gloves need to be worn and have their dimensions and
weight, thus influence the user’s hand, they are no hindrance for precise interactions.

This is a big step forward compared to today’s standard vibro-tactile feedback or
single-finger feedback devices. Because of that, it was the aim of the study to explore
the exact benefits of haptic feedback using the HaptX SDK and Gloves.

The results of the study show that haptic feedback has advantages for virtual in-car
interactions, even compared to a high-end visual feedback. Participants stated that it is
easier to interact with virtual objects when haptic feedback is present. Furthermore, they
were able to recognize interactions much faster and more precisely. The kind of haptic
feedback was rated as sufficient which was significantly different to the visual feedback
condition. The comparison of realism indeed failed to reach significance.

The results highlight the importance of haptic feedback when it is about interaction
within virtual environments. The application of novel haptic systems like the currently
available HaptX Gloves help users to interact better in VR. Companies like Volkswagen
that make use of VR inmany product development phases can benefit from these systems
today.
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However, even a precisely developed and advanced device like HaptX Gloves still
needs additional research and development to satisfy users´wishes for completely natural
haptic sensations as well as miniaturization of the gloves. The study shows that future
haptic feedback devices will bring even more advantages for virtual evaluations that
contain interactions andwill be preferred by the participants compared to visual feedback
only.

References

1. Banos, R.M., Botella, C., Alcaniz, M., Liano, V., Guerrero, B., Rey, B.: Immersion and
emotion: their impact on the sense of presence. Cyberpsychol. Behav. 7, 734–741 (2004).
https://doi.org/10.1089/cpb.2004.7.734

2. Bevan, N.: What is the difference between usability and user experience evaluation methods?
In: UXEM 2009 Workshop, INTERACT 2009 (Version 2), Uppsala (2009)

3. Bevan,N.,Kirakowski, J.,Maisel, J.:What is usability? In: Proceedings of the 4th International
Conference on HCI, Stuttgart (1991)

4. Biocca, F., Delaney, B.: Immersive virtual reality technology. In: Biocca, F., Levy,M.R. (eds.)
Communication in the Age of Virtual Reality, pp. 57–124. Lawrence Erlbaum Associates,
Hillsdale (1995)

5. Biocca, F.,Kim, J., Choi,Y.:Visual touch in virtual environments: an exploratory studyof pres-
ence, multimodal interfaces, and cross-modal sensory illusions. Presence: Virtual Augment.
Real. 10, 247–265 (2001). https://doi.org/10.1162/105474601300343595

6. Bruno, F., Cosco, F., Angilica, A., Muzzupappa, M.:Mixed prototyping for products usability
evaluation. In: Proceedings of the ASME Design Engineering Technical Conference, vol. 3,
pp. 1381–1390 (2010). https://doi.org/10.1115/DETC2010-28841

7. Burns, E., Razzaque, S., Panter, A.T., McCallus, M., Brooks, F.: The hand is slower than the
eye: a quantitative exploration of visual dominance over proprioception. In: Proceedings of
Virtual Reality, pp. 3–10. IEEE Press, Bonn (2005). https://doi.org/10.1109/vr.2005.1492747

8. Busch,M.,Lorenz,M.,Tscheligi,M.,Hochleiter,C., Schulz,T.:Being there for real – presence
in real and virtual environments and its relation to usability. In: Proceedings of the 8th Nordic
Conference onHuman-Computer Interaction -NordiCHI 2014,Helsinki, pp. 117–126 (2014).
https://doi.org/10.1145/2639189.2639224

9. Ebrahimi, E., Babu, S.V., Pagano, C.C., Jörg, S.: An empirical evaluation of visuo-haptic
feedback on physical reaching behaviors during 3D interaction in real and immersive virtual
environments. ACM Trans. Appl. Percept. 13, 1–21 (2016). https://doi.org/10.1145/2947617

10. Gall, D., Latoschik, M.E.: The effect of haptic prediction accuracy on presence. In: 2018
IEEE Conference on Virtual Reality and 3D User Interfaces. IEEE Press, Reutlingen (2018).
https://doi.org/10.1109/vr.2018.8446153

11. Grünweg, T.: Eine Industrie kommt auf Speed. Modellzyklen der Autohersteller
(2013). http://www.spiegel.de/auto/aktuell/warum-lange-entwicklungszyklen-fuer-autoherst
eller-zum-problem-werden-a-881990.html

12. Heeter, C.: Reflections on real presence by a virtual person. Presence: Teleoperators Virtual
Environ. 12, 335–345 (2003)

13. Hofmann, J.: Raumwahrnehmung in virtuellen Umgebungen: der Einfluss des Präsenz-
empfindens in virtual-reality-Anwendungen für den industriellen Einsatz, 1st edn. Deutscher
Universitäts-Verlag, Wiesbaden (2002)

14. Magnenat-Thalmann, N., Bonanni, U.: Haptics in virtual reality and multimedia. IEEE
Multimed. 13, 6–11 (2006). https://doi.org/10.1109/MMUL.2006.56

https://doi.org/10.1089/cpb.2004.7.734
https://doi.org/10.1162/105474601300343595
https://doi.org/10.1115/DETC2010-28841
https://doi.org/10.1109/vr.2005.1492747
https://doi.org/10.1145/2639189.2639224
https://doi.org/10.1145/2947617
https://doi.org/10.1109/vr.2018.8446153
http://www.spiegel.de/auto/aktuell/warum-lange-entwicklungszyklen-fuer-autohersteller-zum-problem-werden-a-881990.html
https://doi.org/10.1109/MMUL.2006.56


416 M. Stamer et al.

15. Metag, S., Husung, S., Krömker, H., Weber, C.: User-centered design of virtual models in
product development. In: Internationales Wissenschaftliches Kolloquium. Ilmedia, Ilmenau
(2011)

16. Möhring, M.: Realistic interaction with virtual objects within arm’s reach. Ph.D. thesis,
Bauhaus-Universität Weimar (2013). https://doi.org/10.25643/bauhaus-universitaet.1859

17. Möhring, M., Fröhlich, B.: Effective manipulation of virtual objects within arm’s reach. In:
IEEE Virtual Reality Conference, pp. 131–138. IEEE Press, Singapore (2011). https://doi.
org/10.1109/vr.2011.5759451

18. Nielsen, J., Lavy, J.: Measuring usability: preference vs. performance. Commun. ACM 37,
66–75 (1994). https://doi.org/10.1145/175276.175282

19. Parola,M., Johnson, S.,West, R.: Turning presence inside-out: metanarratives. The Electronic
Imaging, pp. 1–9 (2016). https://doi.org/10.2352/issn.2470-1173.2016.4.ervr-418

20. Provancher, W.R.: Creating greater VR immersion by emulating force feedback with
untergrounded tactile feedback. IQT Q. 6, 18–21 (2014)

21. Rebelo, F., Noriega, P., Duarte, E., Soares, M.: Using virtual reality to assess user experience.
Hum. Factors 54, 964–982 (2012). https://doi.org/10.1177/0018720812465006

22. Regenbrecht, H.: Faktoren für Präsenz in virtueller Architektur. Ph.D. thesis, Bauhaus-
Universität Weimar (1999). https://doi.org/10.25643/bauhaus-universitaet.33

23. Salwasser, M., Dittrich, F., Müller, S.: Virtuelle Technologien für das User-Centered-Design.
Einsatzmöglichkeiten vonVirtual Reality bei der nutzerzentrierten Evaluation. In: Fischer, H.,
Hess, S. (eds.) Mensch und Computer – Usability Professionals. Gesellschaft für Informatik
e.V. Und German UPA e.V., Bonn (2019). https://doi.org/10.18420/muc2019-up-0277

24. Schuemie, M.J., Straaten, P., Krijn, M., Mast, C.A.P.G.: Research on presence in virtual
reality: a survey. Cyberpsychol. Behav. 4, 183–201 (2001). https://doi.org/10.1089/109493
101300117884

25. SenseGlove, B.V. (2019). https://www.senseglove.com/about
26. Shi, Z., Hirche, S., Schneider, W.X., Müller, H.: Influence of visuomotor action on visual-

haptic simultaneous perception: a psychophysical study. In: Symposium on Haptic Interfaces
for Virtual Environments and Teleoperator Systems. IEEE Press, Reno (2008). https://doi.
org/10.1109/haptics.2008.4479915

27. Slater, M., Khanna, P., Mortensen, J., Yu, I.: Visual realism enhances realistic responses in an
immersive virtual environment. IEEE Comput. Graph. Appl. 29, 76–84 (2009). https://doi.
org/10.1109/MCG.2009.55

28. Slater, M., Usoh, M., Chrysanthou, Y.: The influence of dynamic shadows on presence in
immersive virtual environments. Virtual Environ. 95, 8–21 (1995)

29. Slater, M., Wilbur, S.: A framework for immersive virtual environments (FIVE): speculations
on the role of presence in virtual environments. Telepresence: Teleoperators Virtual Environ.
6, 603–616 (1997). https://doi.org/10.1162/pres.1997.6.6.603

30. Usoh, M., Catena, E., Arman, S., Slater, M.: Using presence questionnaires in reality. Pres-
ence: Teleoperators Virtual Environ. 9, 497–503 (2000). https://doi.org/10.1162/105474600
566989

31. Voß, T.: Untersuchungen zur Beurteilungs- und Entscheidungssicherheit in virtuellen Umge-
bungen. Ph.D. thesis, Technische Universität München (2009)

32. Welch, R.B., Blackmon, T.T., Liu, A., Mellers, B.A., Stark, L.W.: The effects of pictorial real-
ism, delay of visual feedback, and observer interactivity on the subjective sense of presence.
Presence: Teleoperators Vis. Environ. 5, 263–273 (1996). https://doi.org/10.1162/pres.1996.
5.3.263

https://doi.org/10.25643/bauhaus-universitaet.1859
https://doi.org/10.1109/vr.2011.5759451
https://doi.org/10.1145/175276.175282
https://doi.org/10.2352/issn.2470-1173.2016.4.ervr-418
https://doi.org/10.1177/0018720812465006
https://doi.org/10.25643/bauhaus-universitaet.33
https://doi.org/10.18420/muc2019-up-0277
https://doi.org/10.1089/109493101300117884
https://www.senseglove.com/about
https://doi.org/10.1109/haptics.2008.4479915
https://doi.org/10.1109/MCG.2009.55
https://doi.org/10.1162/pres.1997.6.6.603
https://doi.org/10.1162/105474600566989
https://doi.org/10.1162/pres.1996.5.3.263


A Fluid-HMI Approach for Haptic
Steering Shared Control

for the HADRIAN Project

Myriam E. Vaca-Recalde1,2(B), Mauricio Marcano1,2(B), Joseba Sarabia1,2(B),
Leonardo González1,2(B), Joshué Pérez1(B), and Sergio Dı́az1(B)
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Abstract. Since the beginning of automated driving, researchers and
automakers have embraced the idea of completely removing the driver
from the Dynamic Driving Task (DDT). However, the technology is not
mature enough yet, additionally social and legal acceptance issues cur-
rently represent a major impediment for reaching the commercial stage.
In this sense, the European Commission has focused attention on the
approach of human-centered design for the new driver role in highly auto-
mated vehicles, evaluating a safe, smooth, progressive, and reliable col-
laboration between driver and automation, in both authority transitions
and fluid collaborative control (or Shared Control). In particular, the
HADRIAN (Holistic Approach for Driver Role Integration and Automa-
tion Allocation for European Mobility Needs) project is facing this chal-
lenge. The major contribution of this work is a general framework that
allows different task-collaboration between driver and automation, such
as shared and traded control, considering the status of the different driv-
ing agents: driver, automation, and environment. This integration will
be evaluated under the framework of fluid interfaces which represent the
basic needs for achieving a safe and effective human-machine interaction
in automated driving. Also, the needs and challenges of the implemen-
tation are presented to achieve a fluid interaction.

Keywords: Shared control · Autonomous vehicles · Driver-automation
cooperation · Arbitration · Partially automated vehicles

1 Introduction

Each year more than one million people die in traffic accidents, and most of them
are related to human errors, mainly driver distractions. Fully automated driving
emerges as a solution by removing human error from the equation. Nonetheless,
full automated driving remains unsolved for commercial vehicles due to tech-
nological, social, and legal issues. In this sense, driver-automation collaborative
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solutions have an increased interest around the research community, developing
automated driving functionalities where both driver and automation are kept in
the vehicle control loop. This modality is commonly known as Shared Control.

Shared control is a relatively new approach in the field of automated vehi-
cles, where the researchers make use of concepts from Human-Machine Systems
(HMS), that are well studied in robotics literature. Instead of switching con-
trol between humans and machines, this system allows both agents to influence
actuators simultaneously with a fluid transition between them.

An important motivation for this approach is that it allows getting the
best features from humans and automated operators. Machines respond quickly,
excel on repetitive tasks, and can execute control signals more accurately, while
humans have superior judgment, deduction, and improvisation capabilities. In
Shared Control, these capabilities merge obtaining a safer system to take deci-
sions while driving; with higher accuracy, less prone to errors, and capable of
handling out of bound events.

Another way to understand Shared Control is the H-Metaphor presented by
Flemisch et al. [1]. It compares the interaction between a driver and a Highly
Automated Vehicle with a jockey riding a horse. Horse obeys jockey high-level
commands, but they assist each other to arrive at the destination without colli-
sion. Another example is the scenario of driving lessons, where both the teacher
and the student have a steering wheel and pedals working at the same time.

The development of this control modality has the attention of the Euro-
pean Commission, under the approach of human-centered design for the new
driver role in highly automated vehicles. In particular, the HADRIAN (Holistic
Approach for Driver Role Integration and Automation Allocation for European
Mobility Needs) project is facing this challenge developing automated driving
systems with dynamic adjustment of human-machine-interfaces that consider
the environment, driver, and automation conditions.

In particular, this paper presents the approach taken for a fluid-HMI, with
emphasis on the steering wheel as the haptic interface, for the development of a
lateral shared controller for elderly drivers assistance systems. The structure of
the article is as follows: Sect. 2 presents an overview of the HADRIAN project,
Sect. 3 gives a summary of related works, Sect. 4 explains the necessary modules
for the general shared control framework, Sect. 5 mentions the challenges in the
implementation of this technology, and Sect. 6 closes with the conclusions of the
work.

2 The HADRIAN Project

The European Commission has granted funding for the development of Research
Innovation Actions (RIA) in the context of automated driving functionalities.
HADRIAN is part of these actions, with emphasis on the human-centered design
for the new driver role in highly automated vehicles. HADRIAN gathers 16
European partners that collaborate towards the implementation of future auto-
mated driving functionalities considering the driver in the transitions between
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AD levels. This evaluation will be performed through the implementation of three
demonstrators: 1) automated passenger vehicle for elderly drivers, 2) automated
driving functionalities SAE L3-4 for trucks, and 3) automated passenger vehicle
for business travel. These implementations will be developed under the general
HADRIAN framework (see Fig. 1).

Fig. 1. HADRIAN general driver-automation framework

Of these three demonstrators, the mobility need for elderly drives is the one
that considers a strong interaction of the automation with the driver as an active
driving agent. In this sense, the shared control approach will be implemented for
this scenario. Upon this request, Tecnalia will have as the main contribution on
this project the development of the fluid haptic steering shared control system
that assists the elderly driver in situations where the safety is compromised, and
at the same time to facilitate the driving task to reduce physical and mental
workload. The specific tasks are described below:

1. Development of a Driver Monitoring System, in charge of getting the driver
state while performing the dynamic driving task. This state indicates whether
the driver can perform the maneuver safely and calculate the need for assis-
tance. This module makes use of different sensors, data processing techniques,
and fusion algorithms of multiple driver-related variables. It supplies the
shared control system.

2. Implementation of Shared control system, in charge of assisting the driver
at the steering wheel, with the appropriate force for guidance, maneuver
avoidance, or transitions of authority for a safe, smooth, and comfortable
driver-automation cooperation.
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3. Implementation of separate systems, in a complete and interconnected frame-
work to be implemented in real vehicles and specific use cases related to
automated driving future applications.

These activities will be performed in collaboration with the HADRIAN con-
sortium under a common framework that integrates different fluid-interfaces
modules, which will be described in Sect. 4.

3 Related Works

This section presents an overview of the state of the art in Shared Control applied
to automated vehicles. Figure 2 gives a summary of the contributions on shared
control for automated driving in the last 20 years. The positive rate of increase
(both in theoretical and oriented-application contributions) is a motivation for
investigating deeper into this area.
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Fig. 2. Works on shared control in automated vehicles (2002–2018)

There are two general methods of vehicle control sharing recognized in the
literature. Those are coupled and uncoupled shared control [2,3]. In the first,
driver and vehicle interact directly through the torque at the steering wheel;
the automation acts over the vehicle through an electric motor, while the driver
applies the force using the hands and arms. This mechanism allows the driver
to own the final authority over the vehicle, provided that it exerts the required
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torque. In the second case, the driver controls the vehicle indirectly through
the automation controller, which acts as a bypass in normal circumstances, and
adds an extra command if it is necessary for ensuring performance and safety.
Therefore, the automation evaluates the input of the driver and possesses the
authority over a control conflict between them.

The algorithms used for this technique vary in a wide range. Classical haptic
feedback controllers were the first to be tested using PIDs [4] and artificial poten-
tial field [5]. However, optimal control techniques such as MPC [6,7], LQR [8]
and Lyapunov stability design [9] have shown relevant benefits with the inclusion
of driver models [10,11] within the problem formulation. This has allowed a bidi-
rectional communication between drivers and steering assistance systems, reduc-
ing efforts and improving performance. Also, game theory approaches appear as
a novel technique for designing ADAS using a theoretical implementation and
avoiding extensive experimental tests [12,13].

The variables considered for optimizing the driving task are mostly related to
tracking performance, e.g., lateral and heading errors [14]. Also, comfort param-
eters such as lateral acceleration, steering rate [15], and torque conflicts [16]
are of interest. Moreover, latest works are suggesting the relevance when con-
sidering the driver status [17], including drowsiness and inattention level. The
driver intention and behavior characterization seems appropriate to consider in
the driver-automation interaction as well [18].

The most common application for shared control is the lane keeping task [19],
where the system corrects the driver’s steer command if it is getting out of the
lane. But there are further interesting use cases, such as lane change assistance
[20], obstacle avoidance [21] and take-over maneuver [22]. Additionally, a recent
work on shared control for enhancing roll stability in path following has been
presented [23].

The evaluation of these systems has been mainly performed in simulators,
with the driver in the loop. However, very few algorithms have been tested in real
vehicles. This suggests that future works on this field will include the validation of
shared control algorithm in experimental platforms with real drivers and different
scenarios, which would be the goal of the HADRIAN project.

This topic is being studied worldwide by different institutions. One of the
most relevant groups of investigation is TU Delft, from the Netherlands [24],
focused on classical coupled shared control techniques. On the other hand the
IRCCyN located in France [25], specializes in optimal control techniques includ-
ing the driver model within the shared control framework.

4 General Framework

In contrast with highly automated vehicles, shared control requires additional
modules that manage the new driver-vehicle interaction. There have been pro-
posals for different frameworks tackling this issue, which pursue the goal of
allowing driver and automation to share the authority over the vehicle not only
at the control/operational level but also at the decision/tactical level. However,
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these works are presented from a theoretical point of view. A more practical
approach has been studied by other authors [26], although, the architecture is
layered by cognitive levels instead of particular modules.

Full automation architecture is well known to be comprised of six main blocks
(Acquisition, Perception, Communication, Decision, Control and Actuation) as
presented previously in the literature [27]. However, with the inclusion of the
driver, a new framework is needed with additional modules that manage the
driver-automation collaboration. A brief explanation is given below for each
module in order to present the architecture showed in Fig. 3.

Fig. 3. General framework for automated vehicles with shared control
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4.1 Acquisition

Acquisition module collects data from sensors. This data can refer to the environ-
ment (Differential GPS (DGPS), Inertial Measurement Unit(IMU), vision sen-
sors, etc.), the vehicle (low level CAN communication, throttle, brake, etc.) and
the driver (cameras, Electroencephalograms (EEG), Electrocardiogram (ECG),
breath sensors, etc.).

4.2 Perception

This stage uses the data coming from Acquisition module to generate meaningful
information about the environment. Moreover, it detects and classifies objects in
order to avoid collisions and risky maneuvers. Many techniques within this mod-
ule have been applied, most of them based machine learning and deep learning
algorithms, using sensor fusion, to reduce the uncertainty of the measures.

4.3 Communication

Communication module provides information from other vehicles (Vehicle-to-
Vehicle, V2V) or an infrastructure (Vehicle-to-Infrastructure, V2I), to increase
the accuracy of environmental description.

4.4 Control

Control stage receives the path to follow and it ensures that the trajectory is
executed correctly. However, the Control Sharing is an approach that indicates
the authority level that the automatic controller has over the driver. This stage
is one of the more complex and studied within automated vehicles. Among the
algorithms that have been used for control we can find Model Predictive Control
(MPC) [28], PID, Fuzzy Logic and others [29] have been implemented as control
techniques.

4.5 Actuation

Actuation module is conformed by the actuators such as throttle, brake and
steering wheel. Also, it considers the low level control to the actuators.

4.6 Decision

The core of the control architecture is the decision stage. This process receives
information from perception and communication module (and sometimes the
input from the world information) and decides the dynamic behaviour of the
vehicle. This allows reacting and interacting with unexpected situations that
typically affect the predefined driving, such as: obstacles, road works, pedestri-
ans, etc. This stage is formed for three sub-stage: Global Planner, Local Planner
and Behavioural Planner. These sub-stages receive the information in order to
generate a trajectory that fits to the requirements of the road and also ensures
safety driving.
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– Global Planner performs the first planning generation process. It is responsi-
ble to create an accurate global path by taking into account the information
of a map file.

– Local Planner improves the trajectory softness and vehicle comfort using
different types of curves, such as Bezier [30] and adding the speed profile.

– Behavioural Planner changes the road conditions taking in account the dif-
ferent dynamics manoeuvres considered, i.e. lane change, obstacle avoidance,
overtaking, etc.

4.7 Authority Decision System

The development of algorithms to intelligently share a vehicle authority between
the driver and the automatic controller is done in the Authority Decision System
module. This stage is composed of the following two components.

– State Assessment: it is in charge of assessing the agent status regarding its
capabilities and risks in a specific scenario. Receives inputs from the driver
evaluator and the vehicle. It evaluates the state of each agent involved in the
driving task and assess intelligently its risk, taking into account the driver, the
vehicle environment, the manoeuvre in execution and the conflict produced
by the interaction between driver and automation.

– Arbitration: has two specific purposes. First, it decides the driving state of the
vehicle: manual (user drives), transfer (the system transfers the control of the
vehicle to the driver or vice versa), control shared or auto (the system takes
the control of the vehicle). Second, if the control is shared between driver and
automation, the arbitration module shall assign the proper authority to each
agent.

4.8 Driver Evaluator

The Driver Analysis stage is external to the architecture and it is responsible
for analyzing both the state of the driver and its intentions while driving, in
order to give sufficient information to the arbitration system. This module can
be separated in the following two blocks:

– Driver Intention: is in charge of estimating what the driver wants to do in a
particular moment of the driving task.

– Driver Monitoring: is responsible for detecting the driver state during all
the driving task. This block refers to a set of conditions that affect the driver
behavior inside the vehicle, such as: distraction, drowsiness(fatigue) and med-
ical conditions. Other factors like surrounding cars and traffic can also affect
the driver capabilities.
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5 Needs and Challenges of the Implementation

In this section are described some needs and challenges of shared control imple-
mentation according to the structure defined in this work.

– Shared Control : The main needs are the actuators with haptic feedback to
ensure a fluid transition between the system and the driver as well as improve
the driver trust and acceptance; and the optimal control algorithms designed
to complement driver and automation actions. The challenge relies on the
driver and system interaction because low forces on the actuators can not
affect driver understanding and high forces can produce instabilities and dis-
comfort.

– Driver Monitoring : The main needs in this module are related to the systems
that evaluate the driver state. In the scientific and research field this is a topic
of increasing interest and it is not common to find a commercial product that
monitors the driver state. However, the challenge lies in the sensors for driver
monitoring, that is, cameras and lasers are currently the most used devices
since it is difficult to obtain the acceptance of drivers to use also intrusive
sensors to monitor variables, such as: heart rate, breath, brainwaves, and
others.

– Driver Evaluation: The need is to detect driver behavior fusing the data
of the actuators (encoders and torque sensors) with driver monitoring. The
challenge focuses on different ways of driving. It is important to adapt the
model to a general driver behavior or alternatively, train the model for the
current driver preferences.

– Authority Decision: The challenge is to develop robust enough decision sys-
tems considering all use cases that could occur in such a complex and dynamic
task as driving, especially in urban environments.

– State Assessment : The challenge is to develop a comprehensive system which
can evaluate and aggregate the risks of multiple agents. Another issue, is the
scalability and generality of the problem, the assessment performed should
be able to translate to different scenarios, where most works focus on very
specific use cases.

– Arbitration: The needs are related with the state assessment outputs. So,
a proper and accurate definition of the state machine is a challenge for its
design in terms of to conclude who takes the vehicle control based on the risk
analysis of both the driver and the environment.

– External Interfaces: On the other hand, Human-Machine-Interfaces (HMI)
are a great need to make the driver understand the automation intention,
state, and actions. In this sense, the system can communicate information to
the driver by 1) a visual screen, through text or images, for example showing
the representation of the environment with nearby vehicles, 2) haptic inter-
faces, using vibration in the pilot seat, at the steering wheel, or any other
surface in contact with the driver, and 3) audio warnings, either by sound
alerts or tutoring voice. The challenge is to design such interfaces in order
to increase driver understanding and avoid excessive information that can
overwhelm the driver.
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6 Conclusions and Future Works

This paper presents a framework for shared control in automated vehicles. More
specifically, it describes the necessary modules that need to be included in
the general automated driving architecture to manage the complex interaction
between drivers and vehicles. The modules: Driver Evaluator and Authority
Decision System have been defined.

The main contribution of this work is the definition of the general framework
for cooperative control between driver and automation such as shared and traded
control, considering different modules, as the driver and risk evaluation of the
environment. This contribution represents the basic needs for achieving a safe
and effective human-machine interaction in Automated Driving. As future work,
the needs and challenges defined, in this work, will be implemented in the frame-
work of the EU-H2020 Hadrian project, using different Use-Cases. Moreover, real
vehicle implementation will be considered, based on real-time information.
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Abstract. The research proposes an in-car entertainment system for children to
relieve their in-car boredom and further enhance the travel experience.Whilemore
and more attention has already been paid on human-car interaction, there is still
minimal research considering the interactions between back seat passengers and
the car. Many parents reported the quality time they spent with their children in
the car was invaluable [7, 23]. Due to the limited space of a vehicle, car trav-
eling is a perfect opportunity to pull a family together and build the memory.
However, the travel experience with children is usually not so pleasant for the par-
ents. More than 60% of parents in the survey [6] admitted that traveling without
children made them happier. Besides, driving with children also possibly com-
promise driving safety. We further executed user research to understand real users
and their travel experience, especially with entertainment devices. As a result, we
identified four significant pain points parents have been encountering. With the
findings and insights, we generated the designs iteratively and finally proposed a
system composed of three major components – 1. Mobile Application, 2. Interac-
tive Block - BlokCar and 3. AR Interactive Window, to solve the problems, and
more importantly, to enhance the riding experience for the children.

Keywords: Passenger-car interaction · Long-distance car travel with children ·
Riding boredom · In-car entertainment

1 Introduction

Related studies in the human-car interaction domain have mostly been driven by driver’s
needs today. We can find the past researches paying much attention to improve safety,
efficiency, comfort, and entertainment of the driving experience [19], but the research
considering the experience of passengers is rare to see. However, with the rise of self-
driving technology, wemay expect the interaction relationship between cars and humans
will be different in the future. And consequently, the user’s objectives for car travels and
the in-car activities will also be changed. Riding experience may have never been more
essential than today. We made an effort to review current related works focusing on the
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riding experience and one of the interesting findings was that family car travels were
not pleasant for many parents [6], which was related to the children’s unhappy riding
experience and the activities they had to do tomake their children happierwith riding. The
unpleasant experience may also lead to safety issues. According to the previous studies
[5, 7], children in car are 12 times more distracting than using cellphones while driving.
And the most distracting child-related activities are 1. Looking back at their children, 2.
Helping the children and 3. Playing with their children. If searching the keywords about
traveling with children, plenty of strategies are suggested to help parents overcome the
difficulty. Among them, one of the most mentioned methods is entertainment.

The experience of traveling with children in the car had been cherished for many
parents based on the researches [7, 23], but the overall experience was not satisfying
and had a large room for improvement. We reviewed related works and competitive
products to learn and examine the current solutions and then conducted user research
to understand the user’s goals from the perspectives of both parents and children. We
finally concluded the design objectives with four major pain points and two value-added
opportunities we discovered in the interviews.

Major pain points

• Preparation of a car trip with the children. Preparation for car trips is complicated.
Parents need to prepare toys or audio entertainment in advance for their children.

• Selection of adequate toys for limited space. Car space is limited, and children are usu-
ally stuck in child safety seats. Thus, the in-car activity and selection of toys are also
limited. Some parents complain that toys would be easy to fall out of reach from the
children’s grasp and their children would start to scream until the toy is picked up [7].

• Searching for inspiration for in-car games. Parents have no idea how to entertain their
children during a car trip.

• Concerns at eyes health if using digital devices in the car. They worry about compro-
mising eye health if allowing their children to use digital devices for a long time, but
many parents express game applications or playing videos on the digital devices is the
most efficient and effective way to keep their children entertained and be calm.

Value-added opportunities aligning to the user’s goals:

• Preserving memories of road trips with their children. They cherish the time spending
with their children in a car, but there seems to be nothing they can keep for the
invaluable memories.

• Connection to the environment outside a car. Car in motion provides an excellent
opportunity for children to explore the world and also makes car travels unique
compared to other types of travel. Some parents also play verbal games that utilize
surroundings to interact with the children.

2 Design Research

Adopting the method of Goal-Directed Design by Alan Cooper [3] and modifying it in
conjunction with the user-centered design (UCD) method, we divided the research and
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design process into four phases (see Fig. 1). In this section, we introduced the techniques
and methods used in the design research phase and the research findings that helped us
to model users and define their requirements.

Fig. 1. The overall design process modified from goal-directed design method and user-centered
design method

The goal of design research is to understand the users and relevant domains, and
also to learn the limitations and opportunities. Here are three ways I used to collect
data: 1. Related Research Review, 2. User Research, and 3. Competitor Analysis. After
data collection, Affinity diagramming was applied to analyze data and organize the key
insights.

2.1 Related Work

In the following, we discussed the relevant new technology and research taking
in-car interaction for passengers into consideration. We categorized them into four
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groups: 1. In-Vehicle Information Systems, 2. In-Car Game Design Concept, 3. AR
integration, and 4. VR extension.

In-vehicle Information Systems
In-vehicle information systems help drivers by providing meaningful information [11].
Any device that can provide information to assist drivers could be considered as an in-
vehicle information system (IVIS), such as a navigation device, cockpit, audio program,
or even a mobile phone and texting. Currently, IVIS’s are designed mainly for drivers.
Inbar and Tractinsky [20] challenged them with a new idea to share in-car information
with passengers. They claimed that sharing the information with passengers can reduce
the information load on the driver to avoid distraction and keep driving safe. Besides, the
participation of passengers can draw their interests in road trips. Passengers are probably
not the major receivers of the information, but they can serve as the incidental users.
Incidental users are those directly affected by the system or who would interact with
the real users, but they usually are neglected by the product designer [20]. For example,
as an incidental user, children sitting in the backseat can be informed how long before
they will arrive and information about the destination. That is common on an airplane,
but in a car, passengers usually do not receive this information. Wilfinger et al. [7] also
conducted a probing study to understand the activities undertaken in the back seat and
proposed the potential design directions for backseat technology. They mentioned that
childrenwould like to take part in controlling the car, so an adequate information-sharing
is functional to keep them interested and entertained.

In-car Game Design Concepts
Besides information systems, gamification app designs are also popular in the research
domain to enrich the in-car experience for passengers—several research projects con-
ducted to explore the possibilities of an in-car game. The subject was equipped with
one handheld hardware in the form of a directional microphone and one earphone. The
player would be assigned a mission based on their locations. In 2009, Brunnberg et al.
[14] proposed a game idea to let the passengers interact with the environment they passed
by. They saw the environment as a playground and installed the game elements outside
the window. In the game, the user-passengers would hear a sound from the earphone to
tell them what to do and how to use the handheld hardware to target the location and
complete the mission. Furthermore, Broy et al. [1] also came up with several in-car game
concepts that are more focused on the collaboration among each member in the car. Four
game modes were in their research. The users who sat either in the front row or back row
played the games on digital devices. They shared the game results in real-time and had
to collaborate to complete the game. Wilfinger et al. [7] demonstrated the application
to their research results by also developing a game concept. They created a quiz-based
game to play in the car. This game aimed to make passengers more actively engaged in
the game’s activity as car travel.

AR Integration
Augmented reality (AR), defined as “a real-time interactive system that combines real
and virtual objects which are registered in a 3D space” [2], has been being developed for
a while and has recently become more and more popular. In domain of inside-vehicle
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design, most AR integrations are employed to demonstrate information on the front
window for the driver’s benefit. With more emphasis are on the user experience of
passengers, several researchers started targeting the integration between AR technology
and side windows or mobile applications. In 2013, Hoffman et al. [18] developed a game
application-Mileys, a novel game idea integrating AR, location-based information and
virtual characters. In the mobile game, virtual characters would appear on the map and
wait for capture by the children passengers. Once the users got the character, they could
keep it in the application. The steady driving also influenced the health of that character.
This project aimed not only to create an entertaining environment for the passengers but
also to consider the engagement of drivers and their driving safety. In 2014, Häkkilä et al.
[13] also prototyped an AR window concept in their research. They called the concept
an interactive AR social window. Through interaction on the passenger side, the user
can interact with the people surrounding by writing the greeting words and so on. This
AR interactive window concept had been implemented by car manufacturers, such as
Toyota [22] and GM [15]. In their design concepts, the AR interactive window allows
users to draw on the window, fly the character through the surroundings, and switch the
scenes shown on the window.

VR Extension
Virtual reality (VR) is defined as “a real or simulated environment in which a perceiver
experiences telepresence, where telepresence is defined as the experience of presence
in an environment by means of a communication medium” [10]. VR technology has
extended to the car domain in the past few years. Kodama, Koge et al. [9] proposed a
novel idea to transfer the vehicle as the motion platform of VR games.When the driver is
driving, the passenger could wear the VR devices to play the games with the car moving.
In this case, the car was perfect to be the motion platform to enrich the game experience.
In 2017, Hock et al. [8] also explained the idea in their research. They immersed users in
the mobile scenario by wearing the mobile VR head-on display. Moreover, Honda [17]
also demonstrated the project - Dream Drive In-Car VR Simulator in 2017 to showcase
the future experience of this kind.

2.2 User Research

While literature may emphasize the importance of progressive developments and
advanced applications, our user research is focused to learn the user’s goals, the frustra-
tions they face, the behaviors they perform, the activities they undertake to achieve the
goals and also the context around them, which includes the environment, other people,
and the artifacts.

Data Collection: Semi-structured Interviews
We recruited four subjects in the user research, including two mothers and two fathers.
Three of them have two kids, and the other, a father, has only one. Among the parents
with two kids, two of them have one boy and one girl, and the other mother has two boys.
The ages of the children ranged from three to eight, which is the group we mainly target.
All the interviewees take a trip of more than one hour with their children at least once a
month. These are online interviews with permission to make recordings. One participant
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was interviewed standing with her children by her side so we could ask them follow-up
questions. The interviews lasted around 30–60min. The interviewswere semi-structured
with an informal list of questions. The main goals: to understand the overall experience
from the perspectives of parents and children, to acknowledge the behaviors of children
in a car, to grasp the strategies parents use to entertain their children currently, and also
to perceive the meanings of traveling with children for the parents.

Outcomes
The results of data analysis coincided with the findings from previous research about
parental attitudes toward long-distance car travel with children. The parents mostly value
the time spent with their children in the car, but all of them state that the experience is
not entirely pleasing. The children commonly make noises on the road when they get
bored. Three of the interviewees assert that they have been distracted or anxious when
their children do not behave well in the car. The other parent explains that his children
usually can be controlled by his wife, so the overall experience is okay. However, if more
than two children are in the car, they would lose their temper more quickly because the
children would fight with each other or grab other’s toys. During this time, all parents
have different strategies to make the children calm down. All of them agree that food
is useful to keep their children calm, and digital devices are the most useful tools to
entertain their children.

Nevertheless, three of them state that they also worry about the children’s eye health,
so they limit the using time of digital devices for their children. Three of the interviewees
agree that traveling with children is harder, especially for the preparation and planning
part. They usually need to prepare the entertainment tools for their children before
departure. The popular entertainment tools include audiobooks, music, videos, books,
and children’s favorite toys. They also play a variety of verbal games in the car, such as
“I spy,” car identifying game, and counting exercise.

Fig. 2. Competitive products categorized into three groups

2.3 Competitive Analysis

With all the findings from related research and user research at hand, we analyzed the
existing products that are currently used to relieve their pains.We divided the competitive



BLOKCAR: A Children Entertainment System 435

products into three groups (see Fig. 2). One is “CommonAlternatives,” which introduces
the most common devices parents prepare for their children during car travel and the
popular games they play in the car. The second one is the products existing in the
current market. Two subgroups are products used for car travels and products specifically
designed for car travels. Moreover, the final group is from related research review. The
analysis results are shown in Fig. 3.

Fig. 3. Results of peer products’ comparative analysis

3 User Modeling and Requirement Definition

We translated the patterns identified from research into users and domainmodels. Among
them, depicting the user’s goals is at the top priority, and it would be presented in the
personas and user journey map. The personas and user journey map provide a design
guideline to follow and also good as a standard to examine each design solution.
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3.1 Personas

Parents. The representative of parents usually sits in the front passenger seat and has
to help the children. In our persona, she is 35 years old and has a full-time job. She
and her husband often travel with their children during the weekends. Before every car
travel, she has to prepare food, toys, storybooks, some of her children’s favorite music
files and videos to make sure that they keep entertained. Because once they feel bored,
they would start making noises and that makes her feel stressed and anxious. The most
useful strategy to entertain her children is playing videos or mobile application games
on digital devices. But she is also afraid of influencing the eye health of her children.
Overall, she likes to travel with her children, but the experience sometimes makes her
frustrated.

Children. The representative of children users is a 5-year-old boy. He usually travels
with his parents and his younger brother. Before the travel, he would put his favorite toys
into his backpack so that he can have something to do during the road trips. His younger
brother often grabs his toys and make the toy falling onto the floor. He gets frustrated
about such an experience because he cannot pick it up by himself, and his parents in
the front seat are hard to do it for him too. He enjoys the time when his parents allow
him to play digital games. The interactive games are fun and attractive to him. He feels
that staying in the car for such a long time is very boring. He wants to know how much
longer it takes to arrive at the destination.

3.2 User Journey Map

The user journey map (Fig. 4) illustrates the tasks users will do in the current car travel
experience. The user journey can be divided into three parts: 1. Preparation, 2. During
travel, and 3. Arrival. The first row in colors shows the activities and behaviors of parents,
and the second row demonstrates those of children. The text boxes are quotations from
the interviews, and the texts with flashing marks are the insights or potentials for design
improvements. Through this user journey map, we can learn that the preparation process
is really complex and time-consuming. And during car travel, parents usually entertain
their children with preparedmaterials. They try to plan the schedule for them, such as the
time to go to the rest area, the time to sleep, the time limit for watching digital devices,
and so on. Some behaviors of children also influence how the parents drive. Lastly, when
they arrive, they just leave, and nothing is left behind and stored. These useful insights
also inspire design development in the latter stages.
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Fig. 4. User journey map modeling the current experience, user frustrations and opportunities for
future development

4 Concept and Designs

After several rounds of brainstorming and iterative refinements, we finally proposed
the system (as Fig. 5) which has three major components – 1. Mobile Application, 2.
Interactive Block- BlokCar and 3. AR Interactive Window.



438 H.-M. Wu et al.

Fig. 5. BlokCar entertainment system with three major components

The mobile application (Fig. 6) helps parents to better plan and prepare for the trip
and also provide a variety of entertainment resources with the instructions during car
travel. The entertainment resources include Audiobook and Music, and the games the
users can play verbally, and the games that allow interacting with the interactive block.
When they arrive, the application records the travel history automatically and generates a
collection of memorable information that will form the family travel memory in the long
run. On the children’s side, they play with the interactive block, which is connected with
the mobile application so both of the parents or the children can engage in (as Fig. 7).
Instead of allowing children to play games on digital devices, the interactive block
attempts to entertain children without compromising the eyes’ health. Besides, the one-
piece block, modified from a 3D printed toy of 3DCentral [21], allows transformation
among a couple of different shapes to create variations of toys but avoids the chaos
caused by the multiple-pieces toys. Finally, the AR interactive window broadens the
playground and allows children to interact with their surroundings. With it, real-time
travel information can also be shared with the children. In this research, we proposed
four game modes for the demonstration (see Fig. 8).
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Fig. 6. Mobile application interfaces
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Fig. 7. Interaction modes between BlokCar and mobile application

Fig. 8. Four games incorporating AR interactive window
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5 Heuristic Evaluation

5.1 Selection of Heuristics

For this cross-media interaction project, we consult the heuristics proposed by Clarkson
and Arkin [4], to evaluate the human-robot interaction system and also refer to the
probably most-used usability heuristics for the user interface, developed by Nielsen
[16], as the supplement. The goal of this evaluation is to examine the interfaces and the
interactive block and test the interaction between the mobile application and the physical
block, BlokCar. The AR interactive window is not evaluated for this time because it is
a conceptual design challenging the existing technology, and it probably needs more
future research to support and develop. Currently, the evaluation of the AR interactive
window is perhaps ineffective. Therefore, with the focus on interfaces of the mobile
application, the interaction between each element, and the usability of the interactive
block, the heuristics we selected for this project are shown below.

A. Sufficient information design [4, 12, 16]
B. Visibility of system status [4, 16]
C. Appropriate information presentation [4, 12]
D. Use natural cues [4, 12, 16]
E. Synthesis of system and interface [4]
F. Help users recognize, diagnose, and recover from errors [4, 12, 16]
G. User control and freedom [16]
H. Flexibility and efficiency of use [16]
I. Aesthetic and minimalist design [4, 16]
J. Error prevention [16].

5.2 Evaluation’s Setting and Findings

We recruited three graduate students to take the evaluation. Two majored in interaction
design, and the other has a major in mechanical engineering with the track of robotic
engineering. The participants with interaction design background are experts in user
interface design and interaction design. And the student from mechanical engineering
can provide professional feedback on the design of an interactive block, BlokCar.

As for the findings of the system’s usability evaluation, the top problems are listed:

A. Users have no idea about how to use BlokCar - the interactive block for the first
time. (3 times mentioned)

B. There is no clue to show children how to interact with the mobile application by
using BlokCar. (2 times mentioned)

C. Users have no idea how to activate an AR interactive window. (2 times mentioned)
D. BlokCar appears easy to be damaged by children. (1 time mentioned)
E. The wings of BlokCar are hard to be unfolded. (1 time mentioned)
F. The color of BlokCar is inconsistent with the color scheme of the interfaces. (1 time

mentioned)
G. The mobile application is slightly complicated. (1 time mentioned)
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H. Users need to go back to the main page to choose other types of entertainment.
(1 time mentioned)

I. The route plan function is confusing if it needs to be used concurrently with the
navigation devices. (1 time mentioned)

J. Users may not easily understand how to use the entire system without learning. (1
time mentioned)

K. The selection of colors on BlokCar should be considered more carefully. (1 time
mentioned).

5.3 Directions for Future Work

Based on the analyzed results and identified problems, we found that most of the par-
ticipants pointed out the affordance issue of BlokCar, the interactive block. They have
no idea of how to use it and how it can interact with the mobile application and the AR
interactive window. For the future work of this project, the affordance issue should be
the priority aspect to consider. BlokCar involves the technology of tangible interaction.
It is usually challenging for a tangible interactive product to provide the feedback in
an invisible interaction clearly. But this will be a big leap for these types of products
to create a better user experience. It will be a good research topic to continue. Besides,
the design of BlokCar should also be improved. One direction is to provide different
combinations of colors for different groups of users or even to add the face to the block to
create the personality of BlokCar. But it also needs to carefully consider the consistency
between the mobile application and BlokCar if they are in different colors. Lastly is the
learnability and efficiency of the mobile app. The app aims to provide a comprehensive
set of functions, but it also reduces its intuition to use. Therefore repetitive testing on the
user flows is necessary to understand the browsing behavior of most users and further
make improvements based on the findings. To summarize, here are four directions for
future work.

• Affordance of BlokCar - the interactive block, a tangible interactive toy.
• Visual design of BlokCar for different groups of users.
• Mechanical design of BlokCar.
• Learnability and efficiency of the mobile application.

6 Discussions and Conclusion

This research attempted to explore a new area for the research domain of Human-Car
Interaction. Shifting the focus from drivers to passengers, it considers the future of
in-car interaction as the era of self-driving cars develops. The entire system includes
three components: a mobile application, a physical interactive toy Block-BlokCar, and
an AR Interactive Window. The mobile application collects the resources and clearly
categorizes the materials based on user needs. It allows users to explore what they like
and store their favorites in the library. The instructions are also provided to better guide
users to participate in the games.
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Moreover, the mobile application is location-based; thus it can present the sugges-
tions of games or audios based on children’s preferences, travel plans, and road condi-
tions. For child passengers, the interactive block, Blokcar, allows them to play a variety
of interactive games with the traditional block functions. In a limited car space, its multi-
function creates more possibilities of a toy and develops the creativity of children. It also
connects with themobile application and aims to provide the same level of entertainment
as a digital device does without compromising their eye health.

Furthermore, the AR interactive window enhances the experience of in-car entertain-
ment. It makes children more interesting in their surroundings and builds a new value on
road trips. Their playground is no more limited only to the car space. They can interact
with the environment, passersby, and all of the elements they can see through the win-
dow. When arriving at a destination, the mobile application will record the travel history
automatically and generate memorable data. During the journey, parents can also keep
the memory in different media, such as photos and voice recordings. The system cares
about every section of the trip, from preparation and planning before departure, interac-
tion and entertainment during the travel, and finally memory storage after arrival. Based
on the literature review, many parents value the quality time spent with their children
[7, 23] but they also have a hard time traveling with them [6].

Traveling with children also causes distractions and may compromise safety [5, 7].
According to user research,many interviewees reported that preparation and planning are
more complicated if traveling with children. They usually must prepare entertainment
devices, toys, storybooks, music, and so on in advance. In a limited space, children
quickly get bored and unwilling to behave themselves. They found that digital devices
are the most effective tool for entertaining children, but they also worry about eye-health
issues. After reviewing the existing products, we understood the problems having not
been well solved. The experience of family car travel still needs improvement. From
the exploration of new research domain to the finding of better solutions, this project
not only solves the problems identified from the researches, but it also builds a new
experience of an in-car entertainment system and also of family trips.
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Abstract. Thanks to the rapid development of information technology, automo-
bile intelligence, network has become the trend of automobile industry develop-
ment. And central control screen is one of the important branch on the background
of internet of vehicles. While, most studies of central control screen concentrate
on the performance and appearance. The aim of this paper is to exploring the
influence of central control screen position and interface design on driving perfor-
mance of electric vehicle. Selecting display from Byd and Tesla as a comparison.
Two sets of simulated driving experiments were conducted in a scenario that set
up by the researchers. 16 participates who are having experience of driving as the
subjects. Every participates need fill out a satisfaction questionnaire at the end
of each experiment. The results find that different position and user interface of
display have significant influence for the comfort level to the driver.

Keywords: Position · Interface · Central control screen · Performance

1 Introduction

《Intelligent Vehicle Innovation Development Strategy》was issued by the National
Development and Reform Commission. It indicated that intelligent car will be strat-
egy of development in the car industry [1]. Thus, some internet giant, such as Baidu,
Alibaba, have tried to cooperatewith car companies and theywant to improve the cognize
of people in traditional automobile products. Automobile industry will gradually evolve
from the traditional refit, spray paint maintenance into a comprehensive service center-
ing on intelligent vehicle products, among which vehicle display screen is an important
branch [2].

Despite many researchers focus on the technology and appearance of vehicle display
screen such as backlit, chip design, structural design and so on [3–5], a few researches
the comfort level to the drivers from the car display: do it is really easy to touch? Which
factors influence the comfort level? The proportion of traffic accidents caused by human
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error is very high [6–8] will unreasonable display design have negative impact on the
process of driving?

In order to explore whether different position and user interface of display have
influence for the driver’s driving experience, this paper selected central control screens
from Byd and Tesla as a comparition, and taking 16 participates who are having driving
experience as the subjects. Through analyzing the subjects’ satisfaction evaluation and
personal information related to driving behavior, we attempt to find out the relationship
between position and user interface of central control screen and driving performance.

2 Methodology

Through comparing different brands of electric cars in position and interface of central
control screen after field survey, we determine models of Tesla and Byd yuan as the
typical cases. Then, we set up four simulated driving experiments of these two models
and recruited 16 subjects who are having driving experience to test.

2.1 Field Survey

On the current electric cars market, Tesla, Byd, BeiQi, GuanQi, XiaoPeng are most
common brand. So, we went to these car companies to measure related data. About
position, we focus on angles and distances. And for interface, we focus on the function
and hierarchical organization.

Position

• Tilt angle facing the driver

Only XiaoPeng-G3 and Tesla have tilt angle facing the driver respectively 3 to 4° and
6 to 7° (Table 1). Other displays do not obvious tilt angle to the driver.

Table 1. Angles for different cars

Models Tilt angle facing the driver Inclination to the horizontal ground

Byd (Qing, Song, Tang) 0 75

Byd (Yuan) 0 56

Tesla (models, modelx) 6-7 75

BeiQi (ex, eu) 0 90

GuangQi (GE3,530) 0 70

XiaoPeng (G3) 3-4 60

• Inclination to the horizontal ground

The range of inclination to the horizontal ground is from 56° to 90°. And series of ex
and eu for BeiQi have maximum tilt angle which are 90°, while series of Qin, Song,
Tang, Yuan for Byd have minimum tilt angle which are 56° (Table 1).
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• Horizontal distance between screen and center of steering wheel

The range of Horizontal distance between screen and center of steering wheel is from
21.3 cm (Tesla models) to 26.5 cm (Byd-yuan). All the data is on Table 2.

Table 2. Distance for different cars

Models Horizontal distance between screen
and center of steering wheel/CM

Vertical distance between screen
and center of steering wheel/CM

Byd-Qin 23 11.5

Byd-Tang 23 17

Byd-Song 21.7 11.5

Byd-Yuan 26.5 17.5

Tesla models 21.3 12

Tesla modelx 26 13

BeiQi-ex 24 22

BeiQieu 24 22

GuangQi-GE3, 530 26.5 8.5

XiaoPeng-G3 25.3 18.5

• Vertical distance between screen and center of steering wheel

The range of Vertical distance between screen and center of steering wheel is from
8.5 cm (GuangQi-GE3) to 22 cm (BeiQi-ex, eu). The difference of these cars is
significance (Table 2)

Interface Design

• Function

There is no significant difference in the functions that can be performed by different
vehicle display screens.

• Hierarchical organization

The most obvious difference of interface design is that Tesla put all the controls on the
bottom of the interface (picture 1), and XiaoPeng centralize most of the functionality
into a single control (picture 2), while Byd’s interface design is more like the mobile
phone (picture 3).
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Picture 1 Picture 3

Picture 2

2.2 Experiment

According to previous study, young people are majority of users in intelligent display
of cars. Thus, they become target subjects (having the experience on driving at least one
year) in this study. An experimental survey was conducted in May 2018. The survey
included four sections, which were personal information and brief information about
their experience with intelligent display of cars, subjective satisfaction about different
position and interface of display.

In this study, data from 16 subjects. Each subject need to fill in the informed con-
sent form and personal basic information before the experiment. Only one person were
tested in each experiment. It takes about half an hour to drive in four kinds of simulate
environment and perform specified operations under the instructions of the researcher
(picture 3). During the interval, the researchers adjusted the screen size, position and
interface to simulate different states of vehicle display, well, participates can have a rest
for few minutes and complete a questionnaire independently. The whole experiment
includes two steps. First is texting the influence of the position of display for Tesla and
Byd. Subjects needs to simulate driving for five minutes and accomplish some tasks
(turn on music, open the navigation, play the video, make a phone call, send message,
turn on bluetooth) according to voice prompt during the time. They should carry out two
separate experiments to text both models. And questionnaire measurement items cor-
responding to this experiment include 4 questions, a 5-point Likert Scale was adopted,
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in which 5 represented ‘strongly agree’ and 1 described ‘strongly disagree’. Second is
texting the influence on user interface of display for two cars. The whole process is
basically consistent with the previous stage. We have 7 questions for this part and also
adopted 5-point Likert Scale.

3 Date Analysis

3.1 General Satisfaction

q1: Does it convenient for you about the position of display screen to operate with your
hand?
q2: Does it convenient for you to accomplish tasks as soon as possible?
q3: Is the tilt angle convenient for you to accomplish tasks.
q4: Does the position of the screen have interference for your operation(such as shift,
adjust the seat)
Q1: Is the layout of the control screen you just used reasonable?
Q2: Is the layout of the screen convenient for you to read?
Q3: Is the layout of the screen convenient for you to accomplish tasks fast?
Q4: Is the layout of the screen convenient for you to accomplish tasks accurately?
Q5: Is the process of operation comfortable?
Q6: Are the design of buttons easy for you to recognize?
Q7: Is the logical structure convenient for you to accomplish tasks?

The total score of satisfaction for position and interface are respectively 20 and 35.
The results show that the average scores of satisfaction of position for Tesla is 15.48,
while for Byd is 17.36; And the average scores of satisfaction of interface for Tesla is
26.26, while for Byd is 28.67 (Table 3).
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Table 3. Descriptive data for general satisfaction

Item Mean SD Rang

Satisfaction of position for Tesla 15.48 2.66 10-19

q1 3.56 .91 2-5

q2 3.75 1.00 2-5

q3 4.18 .54 3-5

q4 3.98 .96 2-5

Satisfaction of position for Byd 17.36 2.53 12-20

q1 4.21 .91 2-5

q2 4.26 .85 2-5

q3 4.55 .48 4-5

q4 4.31 .94 2-5

Satisfaction of interface for Tesla 26.26 4.82 13-33

Q1 3.56 .62 2-4

Q2 3.71 .89 2-5

Q3 3.92 .85 2-5

Q4 3.78 .94 1-5

Q5 3.81 1.04 1-5

Q6 3.38 1.14 1-5

Q7 4.09 .77 3-5

Satisfaction of interface for Byd 28.67 3.62 22-35

Q1 3.96 .86 3-5

Q2 4.04 .71 3-5

Q3 3.09 .77 3-5

Q4 3.78 .83 2-5

Q5 4.26 .65 3-5

Q6 4.25 .93 2-5

Q7 4.15 .67 3-5

3.2 Independent Samples T-Text

The results are summarized in Table 4. It show that there is significance difference
between Tesla and Byd for satisfaction in position (t = 2.05, p < 0.05). But we find
no significance difference between Tesla and Byd for satisfaction in interface (t= 1.59,
p > 0.05).
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Table 4. Independent samples t-text for satisfaction score under position and interface, including
Tesla and Byd

Item Number Mean t df p

Position 32 2.05 30 <0.05

Tesla 16 15.48

Byd 16 17.36

Interface 32 1.59 30 >0.05

Tesla 16 26.26

Byd 16 28.67

4 Results and Discussion

4.1 Position Adjustable

At present electric vehicle market, the position of central control screen control is fixed.
However, in the current study, different position had a significant impact on the driving
experience, though the cars we texted were mature vehicles in the market. Thus, the
design of central control screen should accord with ergonomics depend on the user
experience. Despite the technical factors, however, in the design process, it is hard
for designers to verify real unification between screen and human-car interaction. At
present, drivers can just change the position relationship with the central control screen
by adjusting the seat position back and forth. But this operation can not meet everybody
because of individual difference including height, arm span, habitual reading perspective,
etc. Thus, we should design the central control screen to be adjustable with a certain
range.

4.2 Practicality and Safety as Design Principles for Interface

In the current study, there was no significance difference between Tesla and Byd for
satisfaction in interface. The reason maybe that the subjects were unfamiliar with both
of the interfaces. But in the open question, “Any other factors having influence for the
task, please introduce briefly”, someone made comments. Although they had different
expressions, we can tell the core content is that the icons are not so easy to understand
that it is hard for them to locate the task icon in a short time.Also, subjects spent toomuch
attention to find the icon that they made mistakes in the process of driving. Ensuring
driving safety is the first principle of driving a car, but for the screen that having many
functions and complicated hierarchical organization, it distracted the driver too much.
Thus, we should emphasize practical functions and reduce entertainment functions.
Besides referring the organization of the mobile phone interface that allows drivers to
arrange icons according to their own habits.
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