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Abstract. Social robots have an enormous potential for educational
applications, allowing cognitive outcomes similar to those with human
involvement. Enabling instructors and learners to directly control a social
robot and immersively interact with their students and peers opens up
new possibilities for effective lesson delivery and better participation in
the classroom.

This paper proposes the use of immersive technologies to promote
engagement in remote educational settings involving robots. In particu-
lar, this research introduces a telepresence framework for the location-
independent operation of a social robot using a virtual reality headset
and controllers. Using the QTrobot as a platform, the framework sup-
ports the direct and immersive control via different interaction modes
including motion, emotion and voice output. Initial tests involving a
large audience of educators and students validate the acceptability and
applicability to interactive classroom scenarios.

Keywords: Social robotics · Education · Immersive telepresence ·
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1 Motivation

Social robots have an enormous potential for educational applications, allow-
ing cognitive outcomes similar to human involvement [6]. Many research efforts
focus on aspects related to autonomous and cognitive robotics for educa-
tion [5,9,18,27]. However, enabling learners and instructors to directly control
a social robot and immersively interact with their peers and students opens up
further possibilities for effective lesson delivery, participation and tutoring in the
classroom.

From an operator’s point of view, which could be either a teacher or a tutor
(peer) [19], the direct interaction with students is crucial to acquiring non-verbal
feedback and observing immediate reactions in order to evaluate their compre-
hension [15]. Virtual reality (VR) technology here lends itself perfectly as an
addition, complementing pure human-robot interaction (HRI) scenarios where a
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robot is controlled remotely. Specifically, the combination of a VR headset with
motion-based control allows the operator to more naturally translate movements
to input. Together with the visual, acoustic and further channels of expression,
the interaction between operator and student, despite mediated, becomes much
more immersive. In addition, technologies such as emotion recognition and face
detection enhance the way in which the operator perceives the student.

Educational research distinguishes various communication mechanisms
between students and instructors, i.e., teachers or tutors, which include non-
verbal clues that are visible to the instructor during the lesson [15,20]. These
clues involve the monitoring and tracking of body movement to different extents,
the time watching materials, or students looking away. Other, more subtle clues
are more complex to recognize, such as blinking and the lowering of eyebrows.
In both cases, many software solutions are able to capture this information from
robot sensors, however, certain information and gestures are difficult to gen-
eralize and translate to software, as they are based on experiential knowledge
originating from the interaction with the students.

Conversely, instructor feedback to students is equally significant to the learn-
ing process [11]. A typology based on four types of feedback extending beyond
classic reward and punishment feedback by also specifying attainment and
improvement is, for instance, proposed in [30]. Such feedback could be trans-
mitted to students using verbal and non-verbal capabilities of the robot; a social
robot with diverse interaction modalities thus would increase the quality and
amount of feedback delivered to students.

Both of these feedback scenarios have led to several robotic telepresence solu-
tions [8,14,35] along with a plethora of purely experimental approaches. How-
ever, this paper goes one step further in that it combines a semi-autonomous
social robot with a fully immersive system based on a head-mounted display. We
discuss our efforts to create an open-source framework for this kind of scenarios,
as well as the exploratory experience evaluating the perception of the system
before possible deployment in classrooms throughout the country of Luxem-
bourg. To this end, we set up the fully functional platform at a national science
and research fair to evaluate the interaction with students using a quick assess-
ment method designed to capture the succinct interactions generated in events
of that kind (30 pupils every 15 min in a noisy environment).

During this first iteration of our research, we intend to answer mainly the
following research questions:

– Q1: What are the issues of developing an open-source software framework
supported on a commercial social robot and HMD?

– Q2: How can the experience be assessed effectively using a quick evaluation
method capturing a complete framework?

The remainder of this paper is structured as follows: Sect. 2 introduces the
various components and technologies used in the framework, inclusive of how
communication between them is handled. Section 3 then discusses important user
interface (UI) and user experience (UX) design aspects along with a dedicated
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assessment method, followed by the results from an initial evaluation of the
system in a larger-scale context in Sect. 4. Finally, we conclude with a brief
summary and outlook on future development in Sect. 5.

2 Framework and Components

This paper proposes a telepresence framework for the location-independent oper-
ation of a social robot using a VR headset and controllers as schematically illus-
trated in Fig. 1. Such an approach suggests a twofold communication system: on
the one hand, a robot sending relevant data and receiving commands to carry
out in order to interact with users and bystanders; on the other hand, a device
and a dedicated user interface to present the robot’s data/state to the operator
and to send commands to the robot.

ROS - Ubuntu 16.04 - QTrobot

Actuator
Position

Controller

Sensor
Gathering

Communications
Bridge

Unity - Windows - Workstation

Sensor Fusion Motion Capture

Representation

Touch ControllersAcousticVisual

Fig. 1. Telepresence framework; VR-based operation to social robot interaction.

The telepresence framework is purposely designed to be completely location-
independent, i.e., the person controlling the robot can either be in the next room
or on a different continent altogether. As indicated in Sect. 1, the operator in
our case is an instructor, i.e., a teacher or a tutor. Accordingly, and in line with
their general use in HRI research, we employ the terms user and bystander for
students and peers here [29].

In the following, we first outline the VR technology on operator side in
Sect. 2.1, then introduce the robotic platform used on the user/bystander side in
Sect. 2.2, and finally discuss the bridge that handles all communication between
them in Sect. 2.3.

2.1 Virtual Reality

Historically, there are several definitions for VR, based either on technological
means or the different notions of presence [26]. Generally speaking, VR can be
described as a real or simulated environment presented to an individual through
a mediating technology, so that the environment is perceived with a strong sense
of presence. The feeling of immersion can be further intensified by allowing users
to interact with the environment and by addressing a larger variety of sensory
channels. To this day, the main channel remains visual, usually complemented
by spatial audio, motion input and haptic feedback through dedicated hardware.
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VR technology is composed of two central elements: the hardware, i.e., all
physical components conveying the experience of and interaction with the envi-
ronment, such as screens, gloves and controllers; and software allowing to develop
virtual environments.

Hardware: Oculus Rift Headset and Touch Controllers. The VR hard-
ware employed in this research are the Oculus Rift1 headset and accompanying
Touch controllers. The head-mounted display (HMD) consists of two PenTile
OLED displays with an overall resolution of 2160 × 1200 at 90 Hz and a 110-
degree field of view. This dual-display arrangement is complemented by two
adjustable lenses which rectify the 1080 × 1200 image for each eye to create a
stereoscopic 3D image. The headset features rotational and positional tracking
and comes with integrated headphones supporting 3D-audio effects. The Oculus
Touch controllers utilize the same low-latency tracking technology of the headset,
providing a setup with joysticks and buttons for input and the opportunity for
haptic feedback. Both the headset and the controllers are tracked using Oculus’
Constellation sensors, a pair of external infrared cameras mounted on dedicated
desk stands. The Constellation sensors, Touch controllers and Rift headset are
depicted in Fig. 2.

Fig. 2. Oculus Rift VR headset, Touch controllers and Constellation sensors.

Software: Unity. Oculus provides several SDKs adding functionality to its core
software. However, it can also be integrated easily with existing game engines
such as Unity or the Unreal engine to harness their power for creating realis-
tic VR experiences. Particularly Unity provides the flexibility of deploying and
developing the software on a wide range of different platforms [10]. Moreover,
it has a large community of developers and there are previous results where
the engine has been put to good use in robot-VR scenarios [10,23]. This guar-
antees the scalability of the project, its long-term maintenance and platform
independence.

1 https://www.oculus.com/rift/.

https://www.oculus.com/rift/
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2.2 Robotic Platform

The robotic platform utilized for this project is LuxAI’s QTrobot2, a humanoid
robot with an expressive social appearance. It has a screen as its face, allowing
the presentation of facial expressions and emotions using animated characters,
as well as 12 degrees of freedom to present upper-body gestures. Eight degrees
of freedom are motor controlled, two in each shoulder, one in each arm plus
pitch and yaw movements of the head. The other four, one in each wrist and
one in each hand, can be manually configured. As shown in Fig. 3 amongst other
features, QTrobot has a close-range 3D camera mounted on its forehead and is
provided with a six-microphone array. The QTrobot is powered by an Intel NUC
processor and Ubuntu 16.04 LTS providing a native ROS interface.

3D Camera
Intel RealSense SR300

Microphone
6 MEMS's Microphone Array

Processor
Intel NUC 7i7BNH

Memory/Storage
16 GB DDR4 RAM
256 GB M.2 SSD

Connectivity
WLAN: 2x IEEE 802.11 b/g/n

HDMI 2.0a, USB-C(DP1.2), USB 3.0
Ethernet (optional)

Stereo Speakers
Frequency Response: 150-20000 Hz

Impedance: 4 Ohm

Actuators
HerkuleX Smart Servos

Fig. 3. QTrobot features and hardware specifications.

QTrobot behaviors can be programmed from two perspectives: a low-level
programming perspective, using ROS interfaces for full robot control as in the
framework implementation; and a high-level approach, through a visual pro-
gramming interface presented as an Android application for tablets and smart
phones, based on Blockly [21]. The latter mostly aims at users less familiar with
programming, enabling them to add motion and behaviors that QTrobot can
then assume when operating autonomously.

2.3 Communications Bridge

Due to the heterogeneity of VR and robot software, it is necessary to bridge the
information between the different technologies. In particular, it is essential to
interface the Unity engine with the ROS-based system.

As described in Sects. 2.2 and 2.1, QTrobot deploys ROS as operational
middleware while the Oculus Rift uses the Unity engine; each system has its
own communication protocol based on classic approaches. ROS sends messages
between nodes using its own protocols called TCPROS and UDPROS. These
2 https://luxai.com/qtrobot-for-research/.

https://luxai.com/qtrobot-for-research/
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protocols generate the connections through TCP Sockets with a header contain-
ing the message data type and routing information.

For simplicity’s sake, we use Rosbridge3 for establishing communication
between the QTrobot and the Oculus Rift HMD, i.e., the Unity engine. Ros-
bridge allows non-ROS systems to access ROS functionality by providing a JSON
API. It utilizes the WebSocket protocol as a communication layer, so that any
external agent with network access can send messages to the ROS environment.
In particular, Rosbridge serializes ROS services and topics using a single socket
interface. Figure 4 shows the bridge handling communications from the VR sys-
tem to the robot and vice versa.

QTrobot

Oculus Rift

Unity

Rosbridge

Robot Operating System

Action/Feedback

Action/Feedback

UIController

RosMaster

QT Perception

QT Status

QT Actions

QT Dialogue

rosbridge_library

rosbridge_library

rosbridge_server

rosapi

Oculus
VR SDK

Fig. 4. Communications bridge.

Recent research related to social robotics focuses largely on artificial intel-
ligence and autonomous robotics rather than on immersive teleoperation.
3 https://wiki.ros.org/rosbridge suite/.

https://wiki.ros.org/rosbridge_suite/
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However, various approaches for interfacing VR technology with robotic systems
have been proposed in different contexts, covering scenarios from fundamental
HRI research aspects [33], over piloting unmanned aerial vehicles (UAV) [23],
to industrial applications [25]. For example, an interesting engine for interfacing
with and controlling an Arduino board is presented in [4]. It does not, however,
connect to ROS. A ROS-based approach is the multi-modal man-machine com-
munication system for remote monitoring of an industrial device as discussed
in [25]. Also some UAV-related studies combine ROS with Unity [17,23], yet
they often have a proof-of-concept character and focus on simulated or repli-
cated environments rather than social HRI aspects.

The technical approach presented in this paper is an extension of the Unity-
ROS interface introduced in [10]. In the same spirit, our source code is released
and made available publicly via GitHub. The code has been updated to work
with ROS Kinetic and Ubuntu LTS 16.04.5 Desktop which is supported until
2021. This way, it is guaranteed that other researchers can integrate our solution
to their robots running ROS with only minor changes, i.e., mainly adding cus-
tomized messages. Alternatively, with ROS Reality [32], a similar solution exists
which aims at offering an interface for performing manipulation tasks on robots
rather than predominantly social HRI control as proposed here.

The AI Robolab repository4 provides our two packages for interfacing
QTrobot with the Oculus Rift: the Unity package, called vr teleop, which is
the one running on the Unity SDK available in Windows; and the ROS pack-
age, called vr teleop server, which is the one interacting directly with the Unity
side. In particular, it takes care of forwarding user requests to correct topics and
manages the messages defining the robot status. Consequently, the repository
can be considered as one of the main contributions of this study.

3 User Interface and Experience

The design of effective UIs and good UX constitutes a major area in human-
computer interaction research [7]. In HRI, which is concerned with complex
and dynamic control systems in real-world environments [13], the requirements
tighten further as solutions for all individuals interacting with the robot or using
the robot need to be considered.

UI design therefore should be seen as a process beyond the engineering devel-
opment; it is a process that involves the individuals such as operators, users
and bystanders, as well as the devices used during the interaction themselves.
For instance, in urban search-and-rescue scenarios where different degrees of
robot autonomy are supported on remote control, the UI should concentrate on
four central elements [2]: 1) enhancing operator awareness of the robot envi-
ronment, 2) reducing operator cognitive load, 3) minimizing the use of multiple
windows/desktops, and 4) assisting with the selection of the correct robotic
autonomy level in a given scenario.

4 https://github.com/AIRobolab-unilu.

https://github.com/AIRobolab-unilu
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In a similar vein, we opted for an approach aiming at maximum immersion
for the operator in order to alleviate distractions and prevent cognitive overload,
as discussed in the following section.

3.1 Immersive Approach

As indicated in Table 1, there are four main elements in an HRI scenario sup-
ported on teleoperation interfaces. The various components need to be translated
into the system, i.e., the scene rendering, the robotic behavior generator and the
remote operation. For instance, the HRI scene is defined by the perceptive sen-
sors integrated in the robot. The number and type of these sensors define the
perception of the environment. Besides, this raw input needs manipulation and
sensor fusion before it is presented to the operator. The behavior generator is
associated with joint positions and the current robot status, which is relevant to
a replication of the operator’s movements in real time.

The goal is to create a strong sense of immersion and telepresence for the
operator as defined in [12], i.e., the perception of being present in the remote
environment. To achieve this, our approach suggests the transparent mapping of
as many interaction channels to their direct counterparts on the operator side as
possible and vice versa; e.g., visual and auditory perception (the operator sees
and hears what the humanoid robot sees), or motion (the humanoid robot moves
as the operator does). A VR solution composed of a headset able to relay and
display robot information and a set of devices to capture operator movements
(head and arms) therefore is the natural choice for a teleoperation setting as
proposed here.

The HRI interface types discussed in Sects. 3.2 and 3.2 are based on previous
experiences involving HMDs with controllers as well as children interacting with
QTrobot, where the two modes reflect different design strategies considering
individual concerns [28].

3.2 Control Modes and Requirements

When considering employing robots in remote education, all actors present in
the scenario need to be taken into account: the educator, the student and any
other user potentially involved in the classroom, such as teachers or tutors on
site as well as student friends or colleagues. To meet the requirements of these
actors, it is imperative to design a solution that involves usability guidelines for
teleoperation. A validated and complete taxonomy showing a total of 70 factors
associated to HRI, grouped into the following eight categories, is presented in [1]:

1. Platform Architecture and Scalability (5 factors).
2. Error Prevention and Recovery (5 factors).
3. Visual Design (10 factors).
4. Information Presentation (12 factors).
5. Robot State Awareness (10 factors).
6. Interaction Effectiveness and Efficiency (12 factors).
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7. Robot Environment/Surroundings Awareness (10 factors).
8. Cognitive Factors (6 factors).

We employed the usability guidelines identified in the validated taxonomy
for designing our first prototype, having in mind as actors users with little or no
experience of ICT solutions. Still, the proposed control mode design explicitly
considers the most frequently employed operational interfaces and the robot
skills with the highest impact for the end user.

Explicit: Direct Interaction Control. In general, teleoperation solutions
offer control of a platform changing between different autonomous states of the
robot to allow flexibility in human control and adaptability to specific scenarios.
When taking an explicit approach, the aim is to allow the operator direct con-
trol of the robot, i.e., to input and translate intention without the limitations
of intermediates such as predefined options. This facilitates appropriate supervi-
sion during the interaction allowing to make informed decisions, take alternative
decisions, and generate new verbal or non-verbal information, such as to any
kind of motion or gestures.

Fig. 5. Explicit control mode.

The explicit control mode as implemented in our telepresence framework is
shown in Fig. 5, where the operator’s head and arms motion is directly forwarded
and translated to the robot interacting with users and bystanders. The operator
generally would be at a different location and is only in the picture for illustra-
tion purposes. Also other input, such as audio, can be forwarded and processed
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in real time. Without such direct interaction control and the use of different
sensory channels, achieving immersion and telepresence as defined in [12] would
be impossible, or at least much harder, to achieve.

Implicit: Social Interaction Control. In addition to the explicit control
mode, in an educational context it is imperative to offer a complementary type
of control which focuses on human-robot and human-human roles as well as their
relationships. This way, the robot can offer predefined voices and prerecorded
sentences, gestures or expressions provided not only by educational stakeholders,
such as teachers and tutors, but also by individuals with a personal connection,
such as family members or friends. Depending on the specific situational context,
the operator selects from a set of associated, implicit options.

Fig. 6. Implicit control mode - UI overlays for access to available functions.

The different UI overlays defined in our framework are shown in Fig. 6. When
triggered, the different options are displayed in a circle and the operator can use
the analog stick to navigate to and select a specific item. In Fig. 6b, for instance,
the operator is about to select the hardware option from the status menu to
retrieve relevant system information. The status menu is triggered from the left
Touch controller. The other options in the status menu include motor/servo
status (bottom), as well as dialog (top) and robot motivational variables (right)
component controls. The motion menu in Fig. 6c is triggered from the right Touch
controller. It provides access to the various motion-related options, e.g., to record
(top) or play (bottom) complex motion sequences, as well as fine-grained control
of QTrobot’s arms (left) or head (right). The latter are displaying options related
to the conversation and facial expression modules.

The status information presented to the operator wearing the Oculus HMD
has a variety of sources: motor/servo status reflects the different motor positions
within a normalized numeric range. The dialog menu opens a new window where
a set of variables and facial expressions can be selected and triggered using
the QTrobot speech system and display. Motivational variables indicated in the
corresponding menu constitute a subset of the variables described in [22] to
outline the current mood of the robot: curiosity, frustration, fatigue and pain.
This particular option is shown in the screenshot in Fig. 7.
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Fig. 7. Transparent status information overlay on reduced camera viewport.

3.3 Measuring UI/UX Impact

Beyond the lab, any kind of HRI scenario suffers from variability and dynamic
changes in the environment. When developing the UI design, a number of factors
defining HRI scenarios need to be considered because they influence or directly
affect interaction [34]:

1) Ratio of People to Robots,
2) Amount of Intervention,
3) Level of Shared Interaction Among Teams,
4) Composition of Robot Team,
5) Human-Robot Physical Proximity,
6) Decision Support for Operators,
7) Space,
8) Interaction Roles,
9) Criticality,

10) Time,
11) Autonomy,
12) Task Type, and
13) Robot Morphology.

These categories comprise most part of the HRI elements for the different
actors defining the HRI scenario [3]:

– HRI system: the technological elements involved during interaction, mainly
composed of the following three elements: the system that perceives infor-
mation from and presents information to individuals, which is a robot; the
communication system, focusing on the network transmission; and the dis-
play system, which makes the operator perceive the remote scene and generate
actions to influence bystanders.

– Robot: the mobile or non-mobile agent that interacts in one way or another
with the bystander.
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– Remote operator: the individual having the capacity to change or manipulate
the robot behaviors so as to provide the correct actions in a given scenario.
The set of actions is proposed by a supervisor.

– Supervisor: the individual who monitors and controls the overall situation
during the HRI scenario, also known as commander or director.

– Bystander: the individual or individuals in the remote environment whose
behaviors affect the robot actions (both autonomous and via remote opera-
tor).

A good design should enhance the effectiveness, efficiency and efficacy of an
HRI approach, but the evaluation is not a straightforward process. In educa-
tional environments, this assessment is further complicated by potential ethical
and technological implications of working with actual students and professional
educators. Finding issues in the system only during the experimental phase might
turn costly for both the researchers and the bystanders involved in the process.

Based on validated approaches from the mapping review of the literature
that we performed, we propose a set of parameters to be evaluated for measur-
ing UI/UX impact as in Table 1, defining the Quick Assessment Method (QAM).
Each parameter has an effect on particular actors and is therefore evaluated inde-
pendently. The proposed parameters have well-defined metrics, however, inter-
views with the director and developer can further accelerate evaluation and
development. At this point, these interviews assess the impact following a Likert
scale that focuses on the level of influence: 1, not at all influential; 2, slightly
influential; 3, somewhat influential; 4, very influential; 5, extremely influential.

Table 1 contains four elements: the parameter ID, the parameter name, the
expected effect, supported on the proposed scale, and the perceived effect, using
the same scale, which is obtained once the design is evolving or tested during
development and pre-experimental phases. The expected and perceived param-
eter values in the table indicate the values obtained during a first evaluation of
the proposed telepresence framework discussed in Sect. 4.

4 Evaluation

An initial evaluation of the system in action was conducted at the recent FNR
Researchers’ Days5, a two-day national science and research fair. The sixth edi-
tion in November/December 2018 attracted more than 6,500 attendees. Visitors
from the mostly laymen audience continuously tried the system at our stand.

The photo in Fig. 8 shows part of the stand. Visitors were not only allowed
to interact with the robot, but also to take on the role of its operator. The
setup included a projector displaying the image routed to the HMD together
with other data to the remaining audience, so as to give a detailed impression
of what is being captured by the robot’s sensors and actuators.

5 http://www.researchersdays.lu/.

http://www.researchersdays.lu/
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Table 1. Quick Assessment Method (QAM), cf. [3,31].

ID Parameter Exp. Perc.

HRI System

1 Percentage of requests for assistance made by robot 1 1

2 Percentage of requests for assistance made by operator 4 5

3 Number of interruptions of operator rated as non-critical 3 4

4 Effectiveness (objective ratings) - -

5 Efficiency (objective ratings) - -

6 Efficacy (objective ratings) - -

7 Ease of use (subjective rating) 5 5

8 Ease of learning (subjective rating) 5 5

9 Functional primitives decomposition 5 5

10 Interaction effort 3 2

Robot

11 Robot self-awareness 1 3

12 Human awareness 1 1

13 Autonomy 1 3

Remote Operator

14 Human-robot situation awareness 5 5

15 Human-human situation awareness 2 1

16 Robot-human situation awareness 5 5

17 Robot-robot situation awareness 1 1

18 Human’s overall mission awareness 3 5

19 Robot’s overall mission awareness 1 1

20 Workload 3 3

21 Accuracy of mental models of device operation 5 5

Bystander (Student, Educational Professional)

22 Human-robot situation awareness 1 1

23 Human-human situation awareness 1 1

24 Accuracy of mental models for interaction 3 5

25 Workload 1 1

26 Social acceptance 3 5

27 Effort expectancy 5 5

28 Attitude toward using technology 5 5

29 Self-efficacy 3 5

30 Attachment 1 1

31 Reciprocity 1 1

32 Emotion 3 5

33 Feeling of security 5 5
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Fig. 8. System demonstration and assessment at national science and research fair.

Sociodemographic Observations. During the first day, attendance of the fair
is limited to high-school pupils, journalists and invited guests, while the second
day is open to the general public. 120 school classes registered to the event with,
according to the organization recap, a total of 1,907 pupils (excluding teaching
staff) visiting the event over the first day. The visits were peaking between 9:30
and 12:00. The Luxembourgish pupils were between 12 and 19 years old. Our
stand was visited by approximately one group of students per 30 min, however,
every 5–10 min a student or teaching personnel was operating the robot for
5-min time slots during which they interacted with friends and other visitors.
The presentations were held in different languages, with the main languages
used being German and French, corresponding with the main tongues spoken by
visitors. The main language available in QTrobot is English. The second day of
the fair comprised around 4,500 visitors with no age limit. The team proceeded
with the same established presentation mode of the first day. At the end of each
day, there were around 50–60 system tests with pupils, children, parents and
teachers contributing to the overall evaluation data.

Objective Observations. Despite operator changes in quick succession and
constant operation, the robot was running robustly most of the time. The VR
system was used by one visitor every five to ten minutes throughout the day,
i.e., around ten individual operators per hour, eight hours per day. Due to the
extremely busy environment, there were network issues when using Wi-Fi con-
nections; using Ethernet greatly improved delays, however, some audio delays
are related to the first version of the communications bridge, since it delivers
the signal in chunks. In terms of UX, due to the minimal interface, there was
close to no setting-in period even for users yet unfamiliar with VR or controller-
based input. The interaction was natural, and the degree of immersion high,
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with users putting themselves readily in QTrobot’s position to interact with the
person opposite.

Subjective Observations. The feedback on both operation and reception sides
was very positive and encouraging. There was a strong feeling of presence [24]
and embodiment [16], with only few operators displaying slight symptoms of
disorientation. The robot was accepted without exception by young and old,
with highly focused interaction in particular also from younger children. This
group was particularly unbiased towards the robot, however, the visitors gener-
ally interacted with the robot as if it were the most natural thing in the world.

Fig. 9. Expected vs perceived results using the QAM.

QAM Observations. Following the evaluation of the objective and subjective
feedback obtained during the tests at the Researchers’ Days, the data was cor-
related with the QAM parameters to show the expected versus the perceived
results. The visualization in Fig. 9 clearly indicates that the final users met our
expectations and indeed were comfortable with the immersive approach. In par-
ticular, parameter 14 (human-robot situation awareness) confirms our approach
for reducing the interaction effort, with the operators perceiving low complexity
in direct interaction control mode. While deliberately employing an expressive
humanoid robot to reduce bystander’s reservations about the technology, the
high social acceptance (parameter 26) and self-efficacy (parameter 29) assess-
ment results greatly exceeded our expectations. Other factors, such as those
related to particular robot skills, indicate that it is important to show also recur-
ring, autonomous behaviors in the robot, as bystanders were expecting familiar
or movie-like actions.
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5 Conclusion and Outlook

This paper introduces a telepresence framework for the location-independent
operation of a social robot using a VR headset and controllers with motion-
tracking technology. Such robots have an enormous potential for educational
applications: different to employing autonomous techniques, enabling learners
and instructors to directly and immersively control a platform like QTrobot
and interact with users and bystanders opens up new possibilities for effective
participation and tutoring. Throughout, the robot operators exhibited a strong
feeling of presence and embodiment.

Besides detailing the technical implementation of the framework along with
the various interaction modes, this paper also discusses a multi-phase evaluation
approach to assess HRI scenarios in different contexts, including an initial eval-
uation of the proposed framework. The preliminary tests involved a large and
heterogeneous audience, and already helped validating the general applicability
to interactive educational settings.

Our vision includes the full experimental evaluation of our approach in ordi-
nary classrooms with professional educators on operator side and regular stu-
dents on bystander side in order to push forward the inclusion of interactive,
social robots and remote presence technologies in schools. Before doing so, how-
ever, we would like to further improve the network robustness and optimize
servo/motor control, potentially with additional gesture input. Another possible
extension would be to add a UI elements to mitigate the disorientation issue we
observed at times during the demonstration of the system.

Acknowledgements. The authors would like to thank Thomas Sauvage and Julien
Sanchez from the University of Toulouse III - Paul Sabatier, who assisted in this
research in the context of an internship at the University of Luxembourg.
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