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Foreword

The 22nd International Conference on Human-Computer Interaction, HCI International
2020 (HCII 2020), was planned to be held at the AC Bella Sky Hotel and Bella Center,
Copenhagen, Denmark, during July 19–24, 2020. Due to the COVID-19 coronavirus
pandemic and the resolution of the Danish government not to allow events larger than
500 people to be hosted until September 1, 2020, HCII 2020 had to be held virtually. It
incorporated the 21 thematic areas and affiliated conferences listed on the following
page.

A total of 6,326 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 97 countries submitted contributions, and 1,439 papers and
238 posters were included in the conference proceedings. These contributions address
the latest research and development efforts and highlight the human aspects of design
and use of computing systems. The contributions thoroughly cover the entire field of
human-computer interaction, addressing major advances in knowledge and effective
use of computers in a variety of application areas. The volumes constituting the full set
of the conference proceedings are listed in the following pages.

Τhe HCI International (HCII) conference also offers the option of “late-breaking
work” which applies both for papers and posters and the corresponding volume(s)
of the proceedings will be published just after the conference. Full papers will be
included in the “HCII 2020 - Late Breaking Papers” volume of the proceedings to be
published in the Springer LNCS series, while poster extended abstracts will be included
as short papers in the “HCII 2020 - Late Breaking Posters” volume to be published in
the Springer CCIS series.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2020
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of
HCI International News, Dr. Abbas Moallem.

July 2020 Constantine Stephanidis
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Assessing Intravenous Catheterization
Simulation Training of Nursing Students Using
Functional Near-Infrared Spectroscopy (fNIRs)

Mehmet Emin Aksoy1,2, Kurtulus Izzetoglu3, Atahan Agrali1(B), Esra Ugur4,
Vildan Kocatepe4, Dilek Kitapcioglu2, Engin Baysoy1, and Ukke Karabacak4

1 Biomedical Device Technology Department,
Acibadem Mehmet Ali Aydinlar University, Istanbul, Turkey

atahanagrali@gmail.com
2 Center of Advanced Simulation and Education (CASE),

Acibadem Mehmet Ali Aydinlar University, Istanbul, Turkey
3 School of Biomedical Engineering, Science and Health Systems, Drexel University,

Philadelphia, USA
4 Department of Nursing, Faculty of Health Sciences,

Acibadem Mehmet Ali Aydinlar University, Istanbul, Turkey

Abstract. Training of healthcare providers, throughout their undergraduate, grad-
uate and postgraduate includes a wide range of simulation based training modal-
ities. Serious gaming has become an important training modality besides other
simulation systems and serious gaming based educational modules have been
implemented into the educational curriculum of nursing training. The aim of this
study was to investigate whether functional near-infrared spectroscopy (fNIRS)
for monitoring hemodynamic response of the prefrontal cortex can be used as an
additional tool for evaluating performances of nursing students in the intravenous
catheterization training. The twenty three participantswere recruited for this study.
The novice group consisted of fifteen untrained nursing students and the expert
group had eight senior nurses. Training performances of students evaluated over,
pre and posttest scores and fNIRS measurements from task trainer application.
Novice group completed the protocol on four sessions on four different days. On
day 1 and day 30, they performed on task trainer procedure. On day 2 and day
7, participants of the novice group were trained only by using the Virtual Intra-
venous Simulator Module. The expert group only performed on the task trainer
on days 1 and 30. Participants’ performance scores and fNIRS results of the 1st
and 30th day training sessions were compared. fNIRSmeasurements revealed sig-
nificant changes in prefrontal cortex (PFC) region oxygenation of novice group,
while their post-test scores increased. Our findings suggests that, fNIRS could be
used as an objective, supportive assessment techniques for effective monitor of
expertise development of the nursing trainees.

Keywords: Nursing education · I.V. catheterization · Optical brain imaging
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1 Introduction

Over the last two decades, simulation based medical trainings have been widely used in
nursing trainings in order to improve patient safety and self confidence levels of nursing
students and to meet today’s demands in the healthcare services [1–3].

Serious gaming is becoming an important modality among other simulation modal-
ities used for undergraduate and post graduate levels of nursing trainings [4–6]. Serious
gaming provides interactivity and multiple gaming environments thus actively engag-
ing and motivating the learners to in the process of learning [6]. Another advantage of
serious gaming is that it provides a location and time independent learning opportunity
for learners [5]. Serious gaming modules with various learning contents like advanced
life support, intravenous (I.V.) catheterization, basic life support or patient encounter
scenarios are nowadays commonly used for undergraduate and post graduate level of
healthcare training [7].

Integrated scoring systems of simulators or observational analysis based scoring
criteria prepared by senior nursing educators are nowadays the most commonly tools to
evaluate the outcome of the simulation trainings.

Due to the limitations of the traditional assessment techniques in terms of develop-
ment of expertise during practice of complex cognitive and visuomotor tasks, educators
are looking for new supportive assessment techniques [8]. As learning is associated with
complex processes of the human brain, measuring cognitive and mental workload of
trainees is crucial while performing the critical tasks [8, 9].

It is known that specific regions of the human brain are activated during motor exe-
cution, verbalization and observation [10–12]. In parallel to this, oxygen consumption of
these specific areas of the brain varies due to the hemodynamic changes which are char-
acterized by the alterations of oxygenated hemoglobin (HbO2) and cerebral hemoglobin
(HHb) chromophores [13].

Performing psychomotor skills affect the amount of hemodynamic response in differ-
ent parts of brain.Measuring the alterations of hemodynamic changes in prefrontal cortex
(PFC) of the human brain provides valuable data about novel motor skill acquisition,
attention, working memory and learning [14, 15]. Electroencephalography (EEG), func-
tionalMagneticResonance Imaging (fMRI),Magnetoencephalography (MEG), Positron
Emission Tomography (PET) and functional Near-Infrared Spectroscopy (fNIRS) are
neuroimaging techniques commonly used for monitoring human brain activation in
response to a given specific task. fNIRS system, which measures neuronal activities
in human brain by using near-infrared light, has been chosen as the neuroimaging tech-
nique for this study as it is a non-invasive, affordable and practical cerebral hemodynamic
monitoring system [15–20].

fNIRS imaging technique has already been used to measure cognitive and mental
workload in various studies about task specific training procedures such as open surgery,
laparoscopic surgery, and robot assisted surgery trainings [14, 15, 19, 22–24].

The aim of this study is to investigate whether fNIRS technology can be used as
an additional assessment tool for I.V. catheterization training of nursing students by
measuring hemodynamic responses induced by the task-specific cognitive workload in
the PFC regions of the participants.
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2 Materials and Methods

2.1 Participants

Twenty three participants were recruited for this study. All twenty three participants
were provided written informed consent, which has been reviewed and approved by
the Ethical Committee of AcıbademMehmet Ali Aydinlar University. Participants were
divided into two groups as novices and experts. The novice group consisted of fifteen
untrained nursing students and the expert group had eight senior nurses (Table 1).

Table 1. Distribution of the participants

Group N Average age (SD) Female: Male

Novice First year nursing students 15 18.8(±0.7) 13:2

Expert Senior nurses 8 33.5(±6.05) 8:0

Total 23 23.9(±7.9) 21:2

2.2 Experimental Protocol

The protocol was run for 30 days and data acquisition occurred on 1st, 2nd, 7th and 30th

days. The novice group attended all 4 days of the data acquisition sessions. Initial stage
of the protocol, novice participants took a pretest on the theoretical knowledge level
about the I.V. catheterization procedure. Following the pretest, novice group continued
the experimental protocol by applying intravenous catheterization on the task trainer
module and as the last task of the day 1, novice group participants completed the serious
gaming intravenous catheterization trainingmodule. TheVirtual I.V. Simulator (Laerdal;
Norway; www.laerdal.com) was used as the I.V. training module. On the second and
third sessions, participants of the novice group completed only the Virtual I.V. Simulator
module. On the 30th day of the experiment, novice group started the session with the
Virtual I.V. simulator training module and the task trainer module followed. After the
final session of the protocol, a posttest was given to novice group in order to measure the
differences of theoretical knowledge level between day 1 and day 30. The expert group
completed the protocol in two sessions, on day 1 and on day 30, only by using the task
trainer (see Fig. 1).

Three types of measurements, theoretical test scores, I.V. Virtual Simulator scores
and cortical oxygenation changes from the prefrontal cortex via fNIRS, were captured
during the experiment (see Fig. 2). In addition to the scores, participants were camera
recorded during performing on the task trainer modules and screen recordings of the
computer running the I.V. Virtual Simulator module were also gathered.

Pretest and Posttest. A theoretical test were given to the participants of the novice group
to compare their knowledge levels about the I.V. catheterization process at the beginning
and at the end of the study. The theoretical test was prepared by the faculty of School

http://www.laerdal.com
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Fig. 1. Timeline of the experimental protocol and data acquisition sessions of 1st, 2nd, 7th and
30th days for both groups.

Fig. 2. Types of data acquired on sessions.

of Nursing of AcıbademMehmet Ali Aydinlar University and it is a part of the standard
curriculum for the evaluation of I.V. catheterization training classes. In total there are 17
questions in the test and it consists of 2 multiple choice scenario analysis questions and
15 true/false survey questions (See Appendix for the short version example of the test).

Task Trainer Module. Amanikin arm designed for intravenous catheterization practice.
Task trainers, utilized in most clinical courses of the nursing schools, has been described
as the traditional method for teaching peripheral vascular access [25, 26]. During the task
trainer sessions of the protocol, participants of both groups wore the fNIR headband,
which recorded the hemodynamic responses (see Fig. 3.a).

Virtual I.V. Simulator Module were utilized in this study as the intravenous catheteriza-
tion training simulator module. It presents a fully interactive platform for self-directed
learning of trainees during performing of intravenous catheterization skills [27]. The
Virtual I.V. simulator module has haptic features and feedback mechanism that provides
feeling of skin stretch, palpation, size, and insertion forces alongside an assessment tool
that stores performance scores of trainees (see Fig. 3.b). Data acquired from this modal-
ity were not included in the analysis. The aim of using this modality was to train the
participants and to increase their knowledge on I.V. catheterization procedure.

Functional Near-Infrared Spectroscopy. fNIRS is safe, portable and anon-invasive opti-
cal brain imaging modality. Continuous wave fNIRS Imager 1200 system (fNIRS
Devices LLC, Potomac, MD) was used to record the hemodynamic response from the
prefrontal cortex. The system has three components: a headband that carries the 16 chan-
nel sensor pad, a control box and a computer for acquiring and recording fNIRS data.
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Fig. 3. a. A participant is performing I.V. catheterization on the task trainer. b. A participant using
Virtual I.V. Simulation Module

The sensor pad has 4 light emitting diodes (LED) as light sources and 10 detectors. The
2.5 cm of light source and detector separation was designed to monitor anterior PFC
underlying the forehead [18].

2.3 Data Analysis

fNIRS Data. The raw (light intensity) data recorded through fNIRs were filtered using
a low pass finite impulse hamming filter. Sliding window motion artifact rejection filter
was applied in order to exclude noise from the data, which were caused by the motion
artifacts [28].Oxygenationvalues for eachof the 16 channelswere calculatedby applying
TheModified Beer Lambert Law [8]. We have selected Oxy marker- difference between
the oxyHb and deoxyHb – for the statistical analysis and channels of the left hemisphere
as the regions of interest, which is an area known to be associated with working memory
during learning and training studies [8, 22, 29].

Statistical Analysis. The normality of continuous variables were investigated by
Shapiro-Wilk’s test. Descriptive statistics were presented using mean and standard devi-
ation for normally distributed variables and median (and minimum-maximum) for the
non-normally distributed variables. For comparison of two non-normally distributed
dependent groups Wilcoxon Signed Rank test was used. For comparison of two non-
normally distributed independent groupsMannWhitneyU testwasused.Non-parametric
statistical methods were utilized for values with skewed distribution. Statistical signif-
icance was accepted when two-sided p value was lower than 0.05. Statistical analysis
was performed using the MedCalc Statistical Software version 12.7.7 (MedCalc Soft-
ware, Ostend, Belgium, www.medcalc.org). Virtual I.V. Simulator scores excluded from
statistical analysis of this study.

http://www.medcalc.org
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3 Results

In this study, the differences between the pretest and posttest scores of the novice group,
changes of oxy values of the novice group between the initial and final sessions, the
differences of oxy values between novice and expert groups were investigated.

There is a statistically significant difference between pretest and posttest test values
(Wilcoxon test p < 0.05). Novice group scored significantly higher (P = 0.007) on the
posttest when compared with the pretest (see Table 2).

Table 2. Pretest and Posttest Scores of the Novice Group

Day 1 – Pretest
Mean + SD

Day 30
– Posttest
Mean + SD

P Value

Test scores 78.82 ± 6.6 87.95 ± 8.31 0.007

Wilcoxon test

The average oxygen consumption of the novice group on the left PFC were signif-
icantly higher during the first task trainer session when compared to the final (day 30)
task trainer session (Wilcoxon test p < 0.05, p = 0.002). Average oxygen consumption
of the novice group were significantly higher during the first task trainer session when
comparing to the expert group (Mann-Whitney U test p < 0.05, p = 0.004). There are
no significant differences of the left PFC oxygen consumption between groups during
the day 30 task trainer session (see Table 3).

Table 3. Novice vs. Expert, Day 1 vs. Day 30, Task Trainer- Oxy Comparison

Day 1 – OXY
Mean + SD
Med.(Min − Max)

Day 30 – OXY
Mean + SD
Med.(Min −Max)

P Value*

Novice 3.8 ± 1.69
3.52 (1.48 − 7.17)

1.52 ± 1.5
2.13 (−1.84 − 3.64)

*0.002

Expert 1.42 ± 1.37
1.33 (−0.17 − 4.14)

1.17 ± 1.27
1.76 (−0.67 − 2.43)

*0.735

P Value 0.004 0.368

Mann Whitney U test, *Wilcoxon test
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These results indicate that within 30 days of the protocol; oxygen consumption
of the novice group significantly decreased while performing I.V. catheterization on a
task trainer. Between the beginning and end of the protocol, novice group managed to
significantly increase their scores on the theoretical test (See Fig. 4).

Fig. 4. Oxy values and test scores comparison of the novice group, first day vs. last day of the
experimental protocol.

Oxygen consumption of the expert group slightly dropped, as expected there is no
statistical significance of this minor shift. On the first day of the experimental protocol,
novice groups’ oxy values were significantly higher than the experts. However, on day
30, novice group oxy values arrived at a similar level of the oxy values expert group (see
Fig. 5).

Fig. 5. Comparison of novice and expert groups’ oxy values on day 1 and day 30
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4 Discussion and Conclusion

Regarding the patient safety, simulation based training has a crucial role for education
of nursing students before they work on the real patient in clinical setting. In the field
of simulation, it was shown that repetitive simulation sessions increase the performance
and self-confidence levels of nursing students in several clinical practices [30]. Simula-
tion based education has been integrated into the curriculum of our university’s nursing
school as a learning and assessment tool in the last seven years. Task trainers and dif-
ferent simulation modalities like serious game based modalities and mannequin based
simulators are used for this purpose at our university. In the last 18 months, we have
been focusing on revealing the efficiency of using fNIRS measurements for monitoring
the improvement of learners’ cognitive and mental workloads during simulation based
trainings [31].

As it was revealed in the prior similar studies, using fNIRS technology in the brain-
based learning approach may serve as an objective and complementary assessment tool
to generate indicators or benchmarks to assess the outcome of the simulation based
sessions [14, 15, 19, 22–24]. In this study, the evaluation of the oxygenation (OXY
values) at the left PFC regions of the novice group revealed statistically significant
changes between first and last sessions of the study indicated less oxygen use on the
left PFC regions during the last session of the study. The OXY levels of the expert
group were statistically similar on day 1 and day 30. Similar OXY values were obtained
from the experts and the novices in their left PFC regions during the last (30th day) task
trainer session. Pre and Posttest scores of novice group have a correlation with fNIRs
measurements associated with hemodynamic responses of the PFC. These data clearly
indicate that novice group had almost reached similar levels of oxygen consumption
with expert group in their left PFC at the end of the training protocol.

Further studies are required in-depth analysis for the fNIRS measurements can be
used in combination with the existing scoring systems currently utilized for simula-
tion based trainings. With the help of the new generation fNIRS devices, potential to
portable and wireless, the measurements will be much easier and ecologically-valid for
the educators and learners.

Disclosure. fNIR Devices, LLCmanufactures the optical brain imaging instrument and
licensed IP and know-how from Drexel University. Dr. K. Izzetoglu was involved in
the technology development and thus offered a minor share in the startup firm, fNIR
Devices, LLC.
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Appendix

A short sample of the theoretical test novice group took on Day 1 and Day 30.
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Abstract. Visual analysis of complex real-world scenes (e.g. overhead imagery)
is a skill essential tomany professional domains.However, little is currently known
about how this skill is formed and develops with experience. The present work
adopts a neuroergonomic approach to uncover the underlying mechanisms associ-
atedwith the acquisition of scene expertise, and establish neurobehavioralmarkers
for the effectiveness of training in scene imagery analysis. We conducted an inten-
sive six-session behavioral training study combined with multiple functional MRI
scans using a large set of high-resolution color images of real-world scenes varying
in their viewpoint (aerial/terrestrial) and naturalness (manmade/natural). Partic-
ipants were trained to categorize the scenes at a specific-subordinate level (e.g.
suspension bridge). Participants categorized the same stimuli for five sessions; the
sixth session consisted of a novel set of scenes. Following training, participants cat-
egorized the scenes faster andmore accurately, reflectingmemory-based improve-
ment. Learning also generalized to novel scene images, demonstrating learning
transfer, a hallmark of perceptual expertise. Critically, brain activity in scene-
selective cortex across all sessions significantly correlated with learning transfer
effects. Moreover, baseline activity (pre-training) was highly predictive of subse-
quent perceptual performance. Whole-brain activity following training indicated
changes to scene- and object-selective cortex, as well as posterior-parietal cortex,
suggesting potential involvement of top-down visuospatial-attentional networks.
We conclude that scene-selective activity can be used to predict enhancement in
perceptual performance following training in scene categorization and ultimately
be used to reveal the pointwhen trainees transition to an expert-user level, reducing
costs and enhancing existing training paradigms.

Keywords: Expertise · Training · Neuroergonomics

1 Introduction

Visual analysis of complex real-world scenes is essential to a variety of professional
contexts, primarily in the defense sector, in fields such as overhead imagery analysis,
remote sensing, and target detection, as well as in several civilian contexts (e.g. land
surveys, weather prediction). And while automated scene recognition systems are con-
tinuing to improve their ability to detect, track, and classify scenes [1], there are two
unique human properties that cannot be easily emulated. The first is the ability to rapidly
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and flexibly categorize scenes along a number of dimensions and across various behav-
ioral contexts [2]. The second is the ability to detect the “unknown unknowns”; the
anomalies that are rarely, if ever encountered and therefore, cannot be modeled easily
[3]. This suggests a need for deeper understanding of how humans develop expertise
in scene analysis, key to which is determining the neural circuits and mechanisms sub-
serving scene expertise. Uncovering the neural substrates of scene expertise has both
theoretical and applied advantages. First, understanding how the brain gives rise to pro-
ficiency in complex scene understanding can provide critical insights into the nature of
mechanisms involved in it and provide constraints on theories of expertise acquisition
[4, 5]. Second, neural markers of scene analysis can be used as implicit measures of
learning benchmarks (i.e., novice, proficient, expert) [5, 6]. Third, neuroimaging tools,
such as functional magnetic resonance imaging (fMRI) can provide diagnostic metrics to
determine operational readiness as well as measures of selection and assessment [7]. The
current paper describes how such a neuroergonomic approach can be utilized to establish
neuromarkers of expertise acquisition to inform individualized training paradigms with
the ultimate goal of optimizing performance in imagery analysis.

The main challenge of studying the development of scene expertise is that, as noted
above, humans are already extremely adept at recognizing complex visual scenes, which
leaves very little room for improvement (or corresponding neural changes). One solu-
tion to this challenge is studying one type of scene imagery that does require intensive
training, namely, aerial scenes. Aerial scene recognition can be extremely demanding.
Through evolution, our scene recognition system developed to extract diagnostic fea-
tures reflecting statistical regularities of the world from an earth-bound perspective (e.g.
gravitational frame; [8]). As such, most people are simply not familiar with these anal-
ogous statistical regularities in aerial imagery. Moreover, aerial scenes are much more
homogeneous than terrestrial scenes and thus, more difficult to discriminate [9]. To
overcome this challenge, intensive training is usually required. However, there is cur-
rently very little research on how people recognize aerial scenes [10], and specifically,
on how expertise in aerial scene recognition is developed [11]. Neuroimaging studies
report that aerial scene recognition is supported by some of the same areas that are
engaged in everyday (terrestrial) scene recognition [12, 13]. These areas, such as the
PPA (parahippocampal place area [14]), OPA (occipital place area [15]), and RSC/MPA
(retrosplenial complex/medial place area [16]) comprise a network of dedicated cortical
areas in posterior-parietal, occipital, and medio-temporal cortex, which interacts with
additional large-scale cortical networks to support spatial memory and navigation [17].
However, no study to date (to the best of our knowledge), has explored how increased
experience in aerial scene recognition modulates the scene-selective network.

We suggest that we can harness existing theoretical neural frameworks of visual
expertise to overcome this gap in knowledge, and ultimately predict what will change
in people who undergo intensive training in aerial scene recognition. Specifically, the
interactive framework of expertise [4, 18] suggests that visual expertise is a controlled,
interactive process, rather than a purely perceptual skill. Visual expertise, according
to this view, develops from the reciprocal interactions between the visual system and
multiple top-down factors, including semantic knowledge, top-down attentional control,
and task relevance, and it is these interactions that enable the ability to flexibly access
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domain-specific information at multiple scales and levels guided by multiple recogni-
tion goals [4, 18–20]. Accordingly, extensive experience within a given visual domain
should manifest in the recruitment of multiple systems, reflected in widespread neural
activity beyond visual cortex, primarily in areas involved in higher-level cognitive pro-
cesses. To test these ideas in the domain of aerial scene recognition, we conducted the
present study. We trained naïve participants to categorize aerial scenes, their terrestrial
counterparts (see below), and measured neural activity before, during and after training
using fMRI. Our objective was to two-fold: (1) uncover how training in aerial scene
categorization impacts memory and perception, and (2) assess the extent to which these
behavioral changes are associated with changes in neural activity in dedicated scene-
selective regions, and higher-level cognitive brain regions. Our central hypothesis is that
relating specific behavioral changes associated with the scene expertise acquisition to
specific changes in neural activity will determine the importance of changes in neural
scene representations as markers of scene expertise.

2 Methods

Subjects. 26 subjects (13 female, age range: 19–34) volunteered to participate in the
experiment for monetary compensation. Subjects came from theWright State University
community, had normal or corrected-to-normal visual acuity, and no history of psychi-
atric or neurological disorders. Subjects provided their written informed consent, as
well as signed a HIPAA authorization form, all approved by the Wright State University
Institutional Review Board (IRB). Subjects were randomly assigned to either the exper-
imental (n = 14, 5 female, age range: 19–33) or control group (n = 12, 8 female, age
range: 20–34) (see details below).

Stimuli. We used a large set of high-resolution color scene images, consisting of 480
individual images spanning 6 dimensions: Naturalness (manmade/natural), Category
(e.g. “airport”), Sub-category (e.g. “military airbase”), and Exemplar (a specific place,
e.g., “Edwards AFB”) and Viewpoint (terrestrial/aerial). Each exemplar presented a
single place, both in a terrestrial and an aerial viewpoint. We used two viewpoints of
the same place to determine the extent to which scene expertise involves an increase
in the observer’s ability to extract invariant information from one viewpoint and apply
it to another. Terrestrial images were collected from the Internet. Aerial images were
collected using Bing maps (bing.com/maps), and controlled for altitude (approximately
400–600 ft.). Each subset of aerial and terrestrial images consisted of 240 images; 120
manmade and 120 natural scenes, 4 categories for each dimension: airports, bridges,
stadiums, settlements and mountains, deserts, land types, and bodies of water. Each
of these categories contained three sub-categories, and ten exemplars within each sub-
category. For example, the category “Deserts” contained three types of deserts: Sandy,
Shrub and Rocky, and each of these types of desert contained ten individual images of
specific desert landscapes (Fig. 1).

Procedures. A full training regimen consisted of behavioral training sessions inter-
leaved with MRI scanning sessions. Behavioral training regimens for both groups com-
prised of six sessions. Half of the stimuli were used within the first five sessions (each
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Fig. 1. Examples of scene stimuli used in the study and their category labels. Each image depicted
the same place from a terrestrial and aerial viewpoint (depicted here are one of ten exemplars for
each category). The images span both natural andmanmade categories, four categories within each
(Natural: Mountains, Land Types, Bodies of Water, Deserts; Manmade: Airports, Settlements,
Bridges, Stadiums). Each subcategory contained three subordinate categories as labeled here
(labels were not presented during the neuroimaging sessions).

participant’s stimulus set was pseudorandomly selected to conform to the stimulus hier-
archy), and the sixth session consisted of the other half of the stimulus list and were
previously unseen. In addition to the behavioral training, participants were scanned four
times: pre-training (baseline), post-training, and two scans during the course of training.
Both the experimental and control groups saw the same scenes they were trained with
in the scanner.

Behavioral Training Paradigm. Participants in the experimental group were trained
to categorize the scenes at the sub-category level using a category verification paradigm.
Each trial began with the presentation of a sub-category label (e.g. “sandy desert”),
followed by a scene image. Participants task was to determine whether the image fits the
category scene label or not (feedback was provided at the end of each trial). Every image
was presented three times during the session, culminating in a 720 individual trials per
training session. The control group was exposed to the same stimuli for the same number
of times, but performed an orthogonal fixation cross task, which did not require active
categorization. Participants in both groups viewed the stimuli on a 24′′ LCD monitor at
a viewing distance of approximately 57 cm. Each image was 600 × 400 pixels in size
(subtending 15.88° × 10.52° visual angle). All stimuli were displayed at the center of
the screen on top of a gray background.

Behavioral Analysis. Mean reaction times and accuracy scores were calculated for
each condition. Any outliers were replaced with the participants’ overall mean across
conditions within-session. Inverse Efficiency Scores (IES) were calculated to accommo-
date for any speed-accuracy trade-off. IES was calculated by taking mean response time
divided by the proportion correct [21]. The individual IES means were then submitted
to ANOVAs assessing two metrics of performance: within-set learning (memory), (2)
generalization to new exemplars (perceptual expertise).
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fMRI Procedures. In the scanner, subjects performed a 1-back task, which required
onlyminimal knowledge of/or engagement with the scene images, and thus allowed us to
compare the two groups irrespective of the subjects’ overall engagement and experience.
We employed a typical block-design fMRI experiment with Naturalness and Viewpoint
as independent variables, yielding 4 conditions: manmade-terrestrial, manmade-natural,
natural-terrestrial, and natural-aerial. A single scan session consisted of 4 experimental
runs: all 240 images were presented within a single run. A run comprised of 20 blocks,
each of the 4 conditions presented in 5 blocks, pseudorandomized within a session
across subjects. Each block consisted of 12 individual scene images (+2 repetitions
for the 1-back task), spanning the 60 individual scenes/condition. In addition, each
subject completed an independent block-design localizer scan to identify scene - (PPA,
RSC/MPA, OPA), object - (LOC: Lateral Occipital Complex) and face-selective regions
(FFA: Fusiform Face Area) and non-selective, early visual cortex (EVC) (for full detail,
see [19]).

Magnetic Resonance Imaging Parameters. Participants were scanned in a 3T GE
MRI (Discovery 750w, GE Healthcare, Madison, WI) using a 24-channel head coil. We
obtained the BOLD contrast with gradient-echo echo-planar imaging (EPI) sequence:
time repetition (TR) = 2 ms, time echo (TE) = 24 ms, flip angle = 90°, field of view
(FOV) 24 × 24 cm2, and matrix size 96 × 96 (in-plane resolution of 3 × 3 mm2). Each
scan volume consisted of 27 axial slices of 3 mm thickness and 0.5 mm gap covering the
majority of the cortex. High-resolution (1.1 × 1.1 mm2) T1-weighted anatomic images
of the same orientation and thickness as the EPI slices were also acquired in each scan
session to facilitate the incorporation of the functional data into the 3D Talairach space.

fMRI Preprocessing. We used BrainVoyager software package (Brain Innovation,
Maastricht, The Netherlands) to analyze the fMRI data. The first 3 images of each func-
tional scan were removed. The functional images were superimposed on 2D anatomic
images and incorporated into the 3D normalized Talairach space through trilinear-sinc
interpolation. Preprocessing of functional scans included 3D motion correction, slice
scan time correction, spatial smoothing (FWHM = 5 mm), linear trend removal, and
low-frequency filtering.

fMRI Analyses. For each participant a general linear model was applied to the time
course of activity in each voxel for each one of the experimental conditions. To obtain the
multi-subject group activation maps, for each experiment, the time courses of subjects
from the 2 groups were z-normalized. This was achieved using a random effect (RE)
procedure. We created separate activation maps for each of the 4 conditions (manmade-
aerial, manmade-terrestrial, natural-aerial, and natural-terrestrial), for each group for
each session. To establish the specific effects of training, we derived activation maps
depicting the interaction between Group (experimental/control), Session (pre-training
baseline/post-training), and Viewpoint (aerial/terrestrial) for the manmade and natural
scenes, separately (p < 0.01, RE, corrected). In addition, for each subject we sampled
the time courses of activation in the scene experiment separately in each independently-
defined ROI (FFA, PPA, LOC, OPA, EVC) for each scan session. These response mag-
nitudes were averaged across hemispheres and used for the neurobehavioral correlations
presented below.
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3 Results

3.1 Behavioral Findings

To assess the efficiency of the training regimen, we employed two behavioral metrics:
(1) Recognition memory:within-set learning (learning across the first five sessions), and
(2) perceptual expertise: defined as subjects’ ability to generalize their learning to new
exemplars (transfer of learning). We found robust training effects across both measures,
specified next.

Memory: Learning Within-Session. Significant learning occurred within the five ses-
sions (main effect of Session;F(4, 52)= 12.86, p< .001, ηp2 = .50). A significant linear
decrease in IES was noted, with better performance with increasing levels of practice
(F(1, 13) = 16.66, p < .01, ηp2 = .56) (Fig. 2). The most substantial learning occurred
between the first and second session, improving by approximately 12% (p < .001). Per-
formance improved with session (evident in the linear trend), and post-hoc comparisons
between consecutive levels did not reach significance (p’s > .05), with the exception of
sessions 3 and 4 (p = .046). Focusing on the effects of Naturalness and Viewpoint, we
found that natural scenes were categorized more efficiently than manmade scenes (F(1,
13) = 36.10, p < .001, ηp2 = .74). This gap was minimized as learning progressed, as
evidenced by a Session-by-Naturalness interaction (F(4, 52) = 9.73, p < .001, ηp2 =
.43). Terrestrial scenes were categorized more efficiently than aerial scenes (F(1, 13) =
129.69, p < .001, ηp2 = .91), and critically, this gap also decreased over the course of
training (F(4, 52) = 14.74, p < .001, ηp2 = .53). Naturalness and Viewpoint interacted
(F(1, 13) = 44.70, p < .001, ηp2 = .76); the difference between aerial and terrestrial
scenes was more pronounced in the manmade compared to natural scenes. Confirming
that the above training effects do not simply reflect the effect of repeated exposure to the
stimuli, the control group did not show any significant interaction effects with Session
(F(4, 44) = .04, p = .99, ηp2 = .001), nor a Session main effect (F(4, 44) = 1.38, p =
.26, ηp2 = .11). This supports the notion that the present training effects stem from the
specific categorization paradigm.

Perceptual Expertise: Learning Transfer. One of the hallmarks of perceptual exper-
tise is learning transfer to novel exemplars from the same category [22, 23]. Such signa-
tures of expertisewere also found in the present study, as supported by the following lines
of evidence. First, categorization of novel images after the completion of the training
regimen was markedly better than categorization at the onset of training (t(13) = 2.55,
p = .02; Fig. 2). Second, average performance in subsequent sessions (second through
fifth) was equivalent to performance in the sixth session (F(1, 13) = .86, p = .37, ηp2

= .06). In other words, subjects categorized new scene images as well as they did with
the repeated, familiar ones. Third, resonating the Viewpoint by Naturalness interaction
reported above, the minimization of the gap between aerial and terrestrial performance
evident during training was also manifest with the novel images, suggesting that subjects
learned to extract viewpoint-invariant features that could have been applied to a novel
set of scenes (Naturalness × Session (1 vs 6) × Viewpoint: F(1, 25) = 11.02, p < .01,
ηp2 = .31). In comparison, the control subjects showed no improvement between the
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Fig. 2. Learning trajectories across training sessions as a function of scene naturalness (manmade,
natural) and viewpoint (aerial, terrestrial) for the experimental group (a) and the controls (b).
Efficiency of learning (in milliseconds/percent correct) increases with training with same scenes
(Sessions 1–5) and with novel scenes (Session 6).

first and sixth session (t(11) = −.31, p = .77), ruling out the possibility that the effects
of the sixth session stem from overall faster response times as a result of motor learning.

3.2 Neuroimaging Findings

Subjects were scanned before, during, and after their training sessions. Our goal was to
determine (1) how brain activity supporting the perception of terrestrial and aerial scenes
changes with training, and (2) the extent to which such brain activity predicts individual
differences in training effectiveness. The following analyses address these two goals,
respectively.

Whole-Brain Findings. To establish the training effects in recognizing aerial scenes
imagery, we contrasted the neural activity associated with perceiving aerial scenes (com-
pared to terrestrial) in the experimental group compared to the controls at pre- vs. post-
training session. We applied this contrast to both Naturalness conditions (manmade
and natural). Training with aerial compared to terrestrial scenes resulted in changes to
occipito-temporal cortex, including areas involved in visual scene recognition (parahip-
pocampal cortex and transverse occipital sulcus), and object recognition (e.g. lateral
ventral-occipitotemporal cortex) (Fig. 3). Notably, we also found training-specific acti-
vations in areas outside of visual cortex, primarily parietal cortex (Fig. 3), suggesting
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potential involvement of top-down attention or feedback from visuospatial areas dedi-
cated to the mapping of visual space. This supports our hypothesis that the acquisition
of visual expertise involves changes not only to dedicated visual areas, but also the
recruitment of top-down attentional control networks.

Fig. 3. Group-averaged whole brain statistical activation maps depicting the neural responses
sensitive to Viewpoint (aerial vs. terrestrial) as a function of training (the interaction between
Group, Session, Viewpoint: [(aerial - terrestrial)session 4 - (aerial - terrestrial)session 1]experimentals
> [(aerial - terrestrial)session 4 - (aerial - terrestrial)session 1]controls for the natural and manmade
scenes (top and bottom row, respectively).

Neural-Behavioral Correlations. To identify potential neural markers of perceptual
expertise, we identified functionally-specialized visual regions of interest (ROIs) with
the objective of utilizing changes in neural signal over the course of training to predict
training efficiency. Our primary ROI was PPA, as this region is specialized for scene
perception and has been previously shown to be involved in aerial recognition [12, 13].
We found a significantly positive correlation (r = .75, p = .001) between PPA response
magnitude across the four scanning sessions with the behavioral effect of perceptual
expertise (perceptual expertise index= IES performance in session 6 vs. performance in
session 2) (Fig. 4a). In contrast, the correlation between average response magnitude in a
control region like FFA (a high-level visual region implicated in visual object expertise)
did not significantly correlate with perceptual expertise effects (r = −.34, p = .12). We
also examined the extent to which it is possible to predict not only learning transfer,
but also within-set learning (i.e. performance in session 1 vs. session 5) based on PPA
average response magnitude (Fig. 4b). Here, we did not observe a significant correlation
(r = .31, p< .15), suggesting that PPA plays a specific role in the acquisition of expertise
in scene recognition, namely, perceptual generalization rather than associative memory
per se.

Lastly, to examine how early during the course of training the correlation between
PPA activity and perceptual expertise emerges, we correlated PPA response magnitude
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Fig. 4. (a) Correlation between average PPA response magnitude and perceptual expertise index
(s6-s2; IES). (b) Correlation between average PPA magnitude and memory index/learning (s5-s1;
IES). (c) Pearson correlations for PPA response magnitude and perceptual expertise index across
the four scanning sessions. *p < .05, **p < .01

in each scan session with the participant’s perceptual expertise index. Strikingly, we
observed a robust correlation in the first session (r = .47, p < .05) with subsequent per-
ceptual expertise effects. That is, before any training sessions occurred the participants’
PPA response correlated with their perceptual expertise index. Further, this correlation
was strengthened after only two training sessions (r = .79, p < .001), and remained
significant across scan three and four (r = .50, p < .05; r = .54, p < .05, respectively)
(Fig. 4c). The correlation between neural activity and behavior was specific to PPA, as
no additional visual ROIs demonstrated similar correlations (all p’s > .05), indicating
that the current results do not reflect a general effect of attention.

4 Discussion

The current study was conducted to demonstrate the feasibility of using neuroimaging
as a tool for assessment of the effectiveness of training in recognition of aerial and
terrestrial scene imagery. To address that, we trained a group of healthy volunteers to
categorize scenes froma variety of real-world scene categories.We found that a relatively
brief period of training, not more than ten hours is sufficient to produce substantial
learning effects, both in terms of long-term memory and more remarkably, in terms of
perceptual performance,with successful generalization to novel images.Complementing
these findings, we found substantial changes in neural activity with increasing levels of
experience. These changes included regions in the occipito-temporal cortex related to
high-level visual processing as well as in posterior parietal cortex, a region dedicated to
higher-level functions, primarily attention and visuospatial processing. Notably, these
effects were most pronounced when contrasting training in the trained group relative
to the controls on the difference between aerial and terrestrial viewpoints following
the completion of the full training regimen. Lastly, we found that the magnitude of
activity in dedicated scene-selective cortex (area PPA) was highly related to perceptual
expertise effects in scene recognition, to the extent that activity in pre-training baseline
could successfully predict subsequent training effectiveness. Moreover, the effects we
observed were highly specific, both region- and process-wise (PPA was the only visual
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area to show a correlation with perceptual expertise) suggesting that neural activity in
PPA can be used as a neuromarker of training in aerial and terrestrial scene recognition.

The current study is among a few studies to date to study the neural substrates of
aerial scene recognition. Several works have examined how the brain integrates informa-
tion from a route perspective to a survey perspective (terrestrial and aerial, respectively)
[12, 13], but none have specifically assessed the impact of accruing experience in rec-
ognizing aerial imagery. In that respect, the current study fills an important gap in the
literature, especially given the recent need to understand the human factors related to
ISR, largely due to potential limits with automated image analysis solutions [24]. By
studying the dynamics of expertise acquisition in scene recognition and its underlying
neural mechanisms, we can gain both practical and theoretical insight about the nature of
training, which would ultimately translate to enhanced scene recognition performance.
In line with this rationale, our findings provide the following lessons:

First, training in visual sceneanalysis recruits bothmemoryandperceptual processes
with the former enhancing the latter. Implementing a category verification paradigm for
training allowed us to assess changes to associative memory and visual discrimination.
As participants improved in their memory skills, we noted a subsequent improvement
in visual discrimination in the form of learning transfer. This is in line with Ericsson’s
prominent theory of expertise [25] suggesting that real-world experts acquire memory
skills to encode relevant information to their long-term working memory supported by
highly developed semantic knowledge structures,which can be automatically retrieved to
facilitate perceptual processes (e.g. scene recognition). One intriguing possibility raised
by the current findings, however, is that individual differences in perceptionmight under-
lie the successful perceptual performance at the completion of training. This conjecture
is based on our finding that neural activity in a dedicated scene-selective region, the PPA,
was highly predictive of improvement in perceptual abilities already at the outset of train-
ing, even before any actual learning took place. This suggests a richer interactive process
between perceptual and memory systems supporting visual expertise [14, 18]. Future
research on training should take this dynamic into account, including accommodating
for individual differences in memory and perception.

Second, combining neuroimaging and behavioral data can uncover the dynamics
of learning. The current study demonstrates that training can be rigorously quantified
based on a neurobehavioral metric, which combines and is sensitive to changes along
behavioral and neural dimensions. We suggest that such a neurobehavioral metric can
be used to (1) determine which skills are acquired at which times during training (in our
case, perception, memory, top-down attention - as revealed in the whole-brain analysis),
(2) to establish the point in time in which learning-specific neural activity plateaus, even
prior to behavioral observations, potentially indicating a transition from a novice level to
an experienced-user level. Significantly, this can ultimately shorten the training period
(potentially reducing training costs) and be used to provide ongoing feedback about
the learner’s current expertise state, and even enable adaptive individualized training
regimens.

Third, neuroimaging can be used as an effective tool for selection and assessment.
Given theprevious twopoints, it is clear that scene-selective activity canbeused topredict
enhancement in perceptual performance following training in scene categorization and
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thus serve as a potential neuromarker of expertise acquisition. This is a proof of concept
that neuroimaging, as well as other neurophysiological measures, can be utilized as
means for implicitly assessing the effectiveness of a training program, including its
scope, length, and impact. Such a combined neurobehavioral approach would not only
provide implicit means to determine field readiness, but will also serve as a diagnostic
screening tool - either prior to or during training. One obvious concern, of course, is
the costs associated with imaging, but this can be quickly offset given the expected
time reduction and increased efficiency that will be provided by individualized training
programs.

Lastly, from a more theoretical perspective, our findings shed light on the nature of
expertise in visual analysis of complex real-world scenes, particularly of aerial scene
recognition. First, recognizing places from an aerial perspective utilizes the same scene-
selective areas involved in the recognition of terrestrial perspectives, in linewith previous
studies [12, 13]. However, over the course of training additional areas (e.g. object-related
areas in occipitotemporal cortex and posterior parietal cortex) are recruited, indicating
that additional processes are being used to facilitate the task of generalizing across
viewpoints. Second, training in semantic scene categorization impacted the neural rep-
resentations of scenes presented in an altogether different task context, arguably sug-
gesting that learning to recognize scenes is achieved in a task-independent fashion (see
also [26]). It still remains to be seen to what extent behavioral relevance, task-context,
and level of categorization impact the development of scene expertise. Third, it should
be noted that while we used the term ‘expertise’, we do not by any means consider our
trained participants, with their about ten hours of training, to be full-fledged experts with
years of experience. Nevertheless, the current results demonstrate the impact of training
in scene categorization and suggest potential mechanisms underlying the acquisition
of expertise in aerial scene recognition. Future research is needed to assess the extent
to which our training approximates real-world expertise, and by extension address the
question of what form prior experience has on visual processing. One possibility is that
experience develops incrementally, suggesting a quantitative difference between novice
and expert [27]. Alternatively, expertise might entail qualitative shifts in representations,
manifesting in differential neural activations with varying degrees of experience [28].

In summary, our study demonstrates that naïve participants can be trained to develop
expertise that goes beyond their initial capabilities in scene analysis. We showed that we
can track changes in performance using behavioral measures and neural signatures of
scene processing. These signatures are task- and region-specific and can be used as future
neuro-metrics for training effectiveness and acquisition of expertise in scene analysis.
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Abstract. We will soon be surrounded by artificial systems capable of cognitive
performance rivaling or exceeding a human expert in specific domains of dis-
course. However, these “cogs” need not be capable of full general artificial intel-
ligence nor able to function in a stand-alone manner. Instead, cogs and humans
will work together in collaboration each compensating for the weaknesses of the
other and together achieve synthetic expertise as an ensemble. This paper reviews
the nature of expertise, the Expertise Level to describe the skills required of an
expert, and knowledge stores required by an expert. By collaboration, cogs aug-
ment human cognitive ability in a human/cog ensemble. This paper introduces
six Levels of Cognitive Augmentation to describe the balance of cognitive pro-
cessing in the human/cog ensemble. Because these cogs will be available to the
mass market via common devices and inexpensive applications, they will lead to
the Democratization of Expertise and a new cognitive systems era promising to
change how we live, work, and play. The future will belong to those best able to
communicate, coordinate, and collaborate with cognitive systems.

Keywords: Cognitive systems · Cognitive augmentation · Synthetic expertise ·
Cognitive architecture · Knowledge level · Expertise level

1 Introduction

The idea of enhancing human cognitive ability with artificial systems is not new. In the
1640s, mathematician Blaise Pascal created a mechanical calculator [1]. Yet, the Pasca-
line, and the abacus thousands of years before that, were just mechanical aids executing
basic arithmetic operations. The human does all the real thinking. In the 1840s, Ada
Lovelace envisioned artificial systems based on Babbage’s machines assisting humans
in musical composition [2, 3]. In the 1940s, Vannevar Bush envisioned the Memex
and discussed how employing associative linking could enhance a human’s ability to
store and retrieve information [4]. The Memex made the human more efficient but did
not actually do any of the thinking on its own. In the 1950s, Ross Ashby coined the
term intelligence amplification maintaining human intelligence could be synthetically
enhanced by increasing the human’s ability to make appropriate selections on a persis-
tent basis [5]. But again, the human does all of the thinking. The synthetic aids just make
the human more efficient. In the 1960s, J.C.R. Licklider and Douglas Engelbart envi-
sioned human/computer symbiosis—humans and artificial systems working together in
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co-dependent fashion to achieve performance greater than either could by working alone
[17, 18].

Over thirty years ago,Apple, Inc. envisioned an intelligent assistant called theKnowl-
edge Navigator [6]. The Knowledge Navigator was an artificial executive assistant capa-
ble of natural language understanding, independent knowledge gathering and process-
ing, and high-level reasoning and task execution. TheKnowledgeNavigator concept was
well ahead of its time and not taken seriously. However, some of its features are seen in
current voice-controlled “digital assistants” such as Siri, Cortana, and the Amazon Echo
(Alexa). Interestingly, the Knowledge Navigator was envisioned as a collaborator rather
than a stand-alone artificial intelligence, a feature we argue is critical.

In 2011, a cognitive computing system built by IBM, calledWatson, defeated two of
the most successful human Jeopardy champions of all time [7]. Watson received clues in
natural language and gave answers in natural spoken language. Watson’s answers were
the result of searching and deeply reasoning about millions of pieces of information and
aggregation of partial results with confidence ratios. Watson was programmed to learn
how to play Jeopardy,which it did inmany training gameswith live human players before
the match [8, 9]. Watson practiced and achieved expert-level performance within the
narrow domain of playing Jeopardy. Watson represents a new kind of computer system
called cognitive systems [3, 10]. IBM has been commercializingWatson technology ever
since.

In 2016, Google’s AlphaGo defeated the reigning world champion in Go, a game
vastlymore complex thanChess [13, 14]. In 2017, a version calledAlphaGoZero learned
how to play Go by playing games with itself and not relying on any data from human
games [15]. AlphaGo Zero exceeded the capabilities of AlphaGo in only three days.
Also in 2017, a generalized version of the learning algorithm called AlphaZero was
developed capable of learning any game. While Watson required many person-years
of engineering effort to program and teach the craft of Jeopardy, AlphaZero achieved
expert-level performance in the games of Chess, Go, and Shogi after only a few hours
of unsupervised self-training [16].

These recent achievements herald a new type of artificial entity, one able to achieve, in
a short amount of time, expert-level performance in a domain without special knowledge
engineering or human input. Beyond playing games, artificial systems are now better
at predicting mortality than human doctors [40], detecting signs of child depression
through speech [41], detecting lung cancer in X-Rays [42, 43]. Systems can even find
discoveries in old scientific papers missed by humans [44].

In 2014, IBM released a video showing two humans interacting with and collab-
orating with an artificial assistant based on Watson technology [11]. IBM envisions
systems acting as partners and collaborators with humans. The similarity between the
IBM Watson video and the Knowledge Navigator is striking. John Kelly, Senior Vice
President and Director of Research at IBM describes the coming revolution in cognitive
augmentation as follows [12]:

“The goal isn’t to replace human thinking with machine thinking. Rather humans
and machines will collaborate to produce better results—each bringing their own
superior skills to the partnership.”
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We believe the ability for systems to learn on their own how to achieve expert-level
performance combined with cognitive system technology will lead to a multitude of
mass-market apps and intelligent devices able to performhigh-level cognitive processing.
Millions of humans around the world will work daily with and collaborate with these
systems we call cogs. This future will belong to those of us better able to collaborate
with these systems to achieve expert-level performance in multiple domains—synthetic
expertise.

2 Literature

2.1 Human/Computer Symbiosis

Engelbart and Licklider envisioned human/computer symbiosis in the 1960s. Licklider
imagined humans and computers becomingmutually interdependent, each complement-
ing the other [17]. However, Licklider envisioned the artificial aids merely assisting with
the preparationwork leading up to the actual thinkingwhichwould be done by the human.
In 1962, Engelbart developed the famous H-LAM/T framework modeling an augmented
human as part of a system consisting of: the human, language (concepts, symbols, rep-
resentations), artifacts (physical objects), methodologies (procedures, know-how), and
training [18]. As shown in Fig. 1, Engelbart’s framework envisions a human interact-
ing, and working together on a task, with an artificial entity To perform the task, the
system executes a series of processes, some performed by the human (explicit-human
processes), others performed by artificial means (explicit-artifact processes), and still
others performed by a combination of human andmachine (composite processes). Engel-
bart’s artifacts were never envisioned to do any of the high-level thinking. We feel as
though the artifacts themselves are about to change. Recent advances in machine learn-
ing and artificial intelligence research indicates the artifacts are quickly becoming able
to perform human-like cognitive processing.

Fig. 1. Engelbart’s H-LAM/T framework

2.2 The Nature of Expertise

What it means to be an expert has been debated for decades. Traditional definitions of
expertise rely on knowledge (the know-that’s) and skills (the know-how’s). Gobet offers
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a more general definition maintaining an expert “obtains results vastly superior to those
obtained by the majority of the population” [34]. De Groot established the importance
of perception in expertise in that an expert perceives the most important aspects of a
situation faster than novices [45]. Formally, experts are goal-driven intelligent agents
where set of goals,G, and a set of utility values,U,drive the expert’s perceiving, reasoning
and acting over time [23, 24]. Intelligent agents perceive a subset, T, of possible states,
S, of the environment and perform actions from set of actions, A, to effect changes on
the environment.

In their influential study of experts, Chase and Simon found experts compile a large
amount of domain-specific knowledge from years of experience—on the order of 50,000
pieces [21]. Steels later describes this as deepdomainknowledge and identified: problem-
solvingmethods, and taskmodels as needed by an expert [22]. Problem-solvingmethods
are to solve a problem and a task model is knowledge about how to do something. An
expert must know both generic and domain-specific problem-solvingmethods and tasks.
In a new situation, an expert can perceive the most important features quicker than a
novice. Experts then match the current situation to their enormous store of deep domain
knowledge and efficiently extract knowledge and potential solutions from memory. Fur-
thermore, an expert applies this greater knowledge to the situation more efficiently and
quicker than a novice making experts superior problem solvers.

Fulbright extended the description of experts by defining the fundamental skills of an
expert based on the skills identified in Bloom’s Taxonomy [46]. These skills, described
at the Expertise Level, and the knowledge stores, described at the Knowledge Level,
form Fulbright’s Model of Expertise shown in Fig. 2.

Cognitive scientists have studied and modeled human cognition for decades. The
most successful cognitive architecture to date, begun by pioneer Allen Newell and now
led by John Laird, is the Soar architecture [25]. Fulbright recently applied the Model of
Expertise shown in Fig. 2 to the Soar architecture as shown in Fig. 3 [46].

2.3 Human Cognitive Augmentation

Fulbright described a human/cog ensemble, much like Engelbart’s HLAM/T framework,
where the human does some cognitive processing and the cog does some cognitive
processing [28].WithW being ameasure of cognitive processing, comparing the amount
of cognitive processing done by each component yields a metric called the augmentation
factor, A+

A+ = Wcog

Whum
(1)

If the human does more cognitive processing than the cog, A+ < 1; but when the
cog starts performing more cognitive processing than the human, A+ > 1 and increases
without bound as the capability of cogs grows. At some point in the future, human
cognitive processing may become vanishingly small relative to the cog. When cogs
develop to the point of being truly artificial experts, able to perform at the expert level
without human contribution, the human component in Eq. (1) falls to zero and the idea
of being cognitively augmented will be a senseless quantity to measure. Until that time
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Fig. 2. Model of expertise

though, the world will belong to those humans best able to partner with and collaborate
with cogs.

These humans will be cognitively augmented. A human working alone performs
Whum amount of cognitive processing. However, a human working with one or more
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Fig. 3. Soar model of expertise

cogs performs an increased amount of cognitive processing [29, 30]

W ∗ = Whum +
∑

Wi
cog (2)

where i is the number of cogs in the collaboration andW* is the total cognitive processing
done by the ensemble. To an observer outside of the ensemble, it appears the human is
performing at a much higher level than expected. WhenW* reaches or exceeds the level
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of an expert in the domain of discourse, the human/cog ensemble will have achieved
synthetic expertise as shown in Eq. (3).

W ∗ ≥ Wexpert (3)

Fulbright described the measurement of the augmentation of two specific cognitive
capabilities, cognitive accuracy and cognitive precision [30]. Given a problem to solve,
cognitive accuracy involves the ability to synthesize the best solution and cognitive
precision involves being able to synthesize nothing but the best solution. In a case study,
with the cog component being simulated by expert “suggestions,” cognitive accuracy of
the human was improved by 74% and cognitive precision was improved by 28%.

3 Synthetic Expertise

Biological systems capable of performing all skills and acquiring/possessing all knowl-
edge in the Model of Expertise shown in Fig. 2 are human experts. Non-biological
systems capable of the same are called artificial experts. We envision a future in which
artificial experts achieve or exceed the performance of human experts in virtually every
domain. However, we think it will be some time before fully autonomous artificial
experts exist. In the immediate future, humans and artificial systems will work together
to achieve expertise as an ensemble—synthetic expertise.We choose the word “synthet-
ic” rather than “artificial” because the word artificial carries a connotation of not being
real. We feel as though the cognitive processing performed by cogs and the ensemble is
real even though it may be very different from human cognitive processing.

We call the artificial collaborators cogs. Cogs are intelligent agents—entities able to
rationally act toward achieving a goal [24]. However, the term intelligent agent refers to
a wide range of systems, from very simple systems such as a thermostat in your home
to very complex systems, such as artificially intelligent experts. In the study of synthetic
expertise, the term cog is defined as:

cog: an intelligent agent, device, or algorithm able to perform, mimic, or replace
one or more cognitive processes performed by a human or a cognitive process
needed to achieve a goal.

It is important to note cogs can be artificially intelligent but do not necessarily have to
be. However, cogs are expected to be relatively complex because, for synthetic expertise,
cogs should perform part of, or all of, at least one of the fundamental skills identified
in the Model of Expertise shown in Fig. 2: recall, apply, understand, evaluate, analyze,
extract, alter, learn, teach, perceive, act, and create. Cogs also need not be terribly
broad in scope nor deep in performance. They can be narrow and shallow agents. Cogs
also need not fully implement a cognitive process, but instead may perform only a
portion of a cognitive process with the human performing the remainder of that process.
Computers have tremendous advantage over humans in some endeavors such as number
crunching, speed of operations, and data storage. Some cogswill leverage their advantage
in these kinds of functions in support of a jointly-performed cognitive process. Cognitive
processing in. a human/cog ensemble will therefore be a combination of biological
cognitive processing and non-biological cognitive processing.
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Indeed, we see this already beginning to happen both at the professional level and at
the personal level. Every day, millions of people issue voice commands to virtual assis-
tants like Apple’s Siri, Microsoft’s Cortana, Google Assistant, and Amazon’s Alexa and
a host of applications on computers and handheld electronic devices. These assistants can
understand spoken natural language commands and reply by spoken natural language.
In the professional world, professionals such as doctors are using cognitive systems
to diagnose malignant tumors and bankers are using cognitive systems to analyze risk
profiles. In some domains, the cogs already outperform humans.

At the most basic level we envision a human interacting with a cog as shown in
Fig. 4. The human and cog ensemble form an Engelbart-style system with the human
component performing some of the cognitive work,WH and the cog performing some of
the cognitivework,WC . Information flows into the ensemble and out of the ensemble, Sin
and Sout respectively, and the total cognitive work performed by the ensemble isW*. The
difference between Fig. 4 and Engelbart’s HLAM/T framework is the cogs are capable
of high-level human-like cognitive processing and act as peer collaborators working
with humans rather than mere tools. As cogs become more advanced, the human/cog
collaboration will become more collegial in nature.

Fig. 4. Human/cog collaboration

Recalling Eq. (3), when the cognitive performance of the ensemble reaches or
exceeds that of an expert, the ensemble has achieved synthetic expertise. While one
day, a single cog may be developed capable of expert performance in any domain, for
the foreseeable future, the domain of discourse of the human/cog ensemble will be lim-
ited. A cog may help raise a person’s performance in only one domain of discourse, or
even a subset of a particular domain. Therefore, we expect the near future to see humans
employing a number of different cogs, each with different capabilities. In fact, we see
this today as well. People employ a number of different apps and devices throughout the
day. The difference in the cognitive systems future will be the apps and devices will be
capable of high-level cognitive processing. Furthermore, we certainly expect more than
one human to be involved in come collaborations forming a virtual team where the cogs
will be seen as just another team member.

In this future, communication and collaboration within the ensemble/virtual team is
key and is a fertile area for future research. Humans will certainly converse with other
humans (human/human). Likewise, cogs will converse with other cogs (cog/cog) and
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humanswill conversewith cogs (human/cog). The dynamics of each of these three realms
of communication and collaboration are quite different and should be explored in future
research. In fact, research is already underway. The fields of human/computer interac-
tion (HCI), human/autonomy teaming (HAT), and augmented cognition (AugCog) are
currently quite active. The fields of distributed artificial intelligence (DAI), multiagent
systems, negotiation, planning, and communication, and computer-supported coopera-
tive work (CSCW) are older fields of study but are quite relevant. Fields such as human-
centered design, augmented reality (AR), virtual reality (VR), enhanced reality (ER),
and brain-computer interfaces (BCI) lead in promising directions. Information design
(ID), user experience design (UX), and information architecture (IA) have important
contributions.

3.1 The Human/Cog Ensemble

In the cog future, the collaborate skill is critical for both humans and cogs. Because
the human and the cog are physically independent agents, both must perceive, act, and
collaborate. Adding collaborate to the skills and knowledge stores identified in the
Model of Expertise (Fig. 2) yields the depiction of synthetic expertise shown in Fig. 5.
The human/cog ensemble must perform all skills and maintain all knowledge stores.
Skills are performed solely by the human (corresponding to Engelbart’s human-explicit
processes), solely by the cog (corresponding to Engelbart’s artifact-explicit processes),
or by a combination of human and cog effort (Engelbart’s composite processes). To the
outside world, it does not matter which entity performs a skill as long as the skills are
performed by the ensemble.

For the immediate future, cogs will perform lower-order skills and humans will
perform higher-order skills. As an example, consider the situation with today’s virtual
assistants, like Siri, as shown in Fig. 6. Assume a person asks Siri what time it is
while performing a task. The human performs an action (act) by speaking the command
“Siri, what time is it?” Through the smartphone’s microphone, Siri perceives the spoken
command, and analyzes it to understand the user is asking for the time (even though
this is a rudimentary form of understanding). Siri then recalls the time from the internal
clock on smartphone, formulates a spoken response, and articulates the reply back to the
user (act). In this situation, the cog is not doing a large amount of cognitive processing.
The human is doing most of the thinking as represented by more of the fundamental
skills being shown on the human side. A+ < 1 in this situation. However, as cognitive
systems evolve, they will be able to performmore of the higher-order fundamental skills
themselves.

3.2 Cognitive Augmentation

In the coming cognitive systems era, cognitive processing in human/cog ensembles will
be a mixture of human and cog processing resulting in the augmentation of the human’s
cognitive processing. It will be many years before fully artificial intelligences become
available to the mass market. In the meantime, there will be human/cog ensembles
achieving varying amounts of cognitive augmentation. Here, we define the Levels of
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Fig. 5. Synthetic expertise

Cognitive Augmentation ranging from no augmentation at all (all human thinking) to
fully artificial intelligence (no human thinking) as shown in Fig. 7.

Until now, computers and software humans use represent Level 1 cognitive aug-
mentation (assistive tools). Recent advances in deep learning and unsupervised learning
have produced Level 2 cognitive augmentation. But as the abilities of cogs improves, we
will see Level 3 and Level 4 cognitive augmentation leading eventually to fully artificial
intelligence, Level 5, in which no human cognitive processing will be required.

The promise of cogs, intelligent agents, cognitive systems, and artificial intelligence
in general, is superior performance. If P is a measure of human performance working
alone and P* is a measure of human/cog performance, then we expect

P∗ > P (4)

so we can calculate the percentage change realized by the human working with a cog

�P = P∗ − P

P
. (5)

How does one measure performance in a particular domain of discourse? This may
vary widely from domain to domain but in general, we may seek to reduce commonly
measured quantities such as time, effort, and cost. Or we may seek to increase quantities
such as:
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Fig. 6. Human-intensive expertise

Fig. 7. Levels of cognitive augmentation
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• Quality
• Revenue
• Efficiency
• Number of Transactions
• Number of Actions Completed
• Number of Customers Serviced
• Level of Cognition Achieved

As an example, consider a deep-learning algorithm able to detect lung cancers bet-
ter than human doctors [42]. The rate of false positives and false negatives by human
evaluation of low-dose computed tomography (LDCT) scans delay treatment of lung
cancers until the cancer has reached an advanced stage. However, the algorithm outper-
forms humans in recognizing problem areas reducing false positives by 11% and false
negatives by 5%. Therefore, the human/cog ensemble achieves better performance by a
measurable extent. Another way of putting this is by working with the cog, the doctor’s
performance in enhanced.

In dermatology, Google’s Inception v4 (a convolutional neural network) was trained
and validated using dermoscopic images and corresponding diagnoses of melanoma
[47]. Performance of this cog against 58 human dermatologists was measured using
a 100-image testbed. Measured was the sensitivity (the proportion of people with the
disease with a positive result), the specificity (the proportion of people without the
disease with a negative result), and the ROC AUC (a performance measurement for
classification problemat various thresholds settings).Results are shown inFig. 8. The cog
outperformed the group of human dermatologists by significant percentages suggesting
in the future, the human dermatologists would improve their performance by working
with this cog.

Fig. 8. Human vs. cog in lesion classification

In the field of diabetic retinopathy, a study evaluated the diagnostic performance
of an autonomous artificial intelligence system, a cog, for the automated detection of
diabetic retinopathy (DR) and Diabetic Macular Edema (DME) [48]. The cog exceeded
all pre-specified superiority goals as shown in Fig. 9.

This begs an important question. Doctors use other artificial devices to perform
their craft. Thermometers and stethoscopes enhance a doctor’s performance. Why are
cogs different? The answer is yes, these tools enhance human performance. Humans
have been making and using tools for millennia and indeed this is one differentiating
characteristic of humans. Engelbart and Licklider’s vision of “human augmentation”
in the 1960s was for computers to be tools making humans better and more efficient
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Fig. 9. Cog performance in diabetic retinopathy

at thinking and problem solving. Yet, they envisioned the human as doing most of the
thinking. We are now beginning to see cognitive systems able to do more than a mere
tool, they are able to perform some of the high-level thinking on their own. Today, some
of the highest-level skills identified in theModel of Expertise (Fig. 2) such as understand
and evaluate are beyond current cog technology, but the ability of cognitive systems is
gaining rapidly.

Research areas such as task learning, problem-solving method learning, goal
assessment, strategic planning, common sense knowledge learning, generalization and
specification are all critical areas of future research.

3.3 Knowledge of the Ensemble

In a human/cog ensemble, the human will possess some of the knowledge stores identi-
fied in theModel of Expertise and the cogwill possess some of the knowledge stores. The
knowledge of the ensemble should be viewed as a combination of human-maintained
knowledge and cog-maintained knowledge. In most cases, we expect both the human
and cog to possess and maintain their own versions of the knowledge stores and com-
municate contents to each other when necessary. However, we recognize existing and
future technology able to combine these stores by connecting the human mind directly
with a computer. With technology like this, a knowledge store could be shared directly
by human and cog without needing communication.

Until such technology becomes available, cogs have a unique and important advan-
tage over humans. Cogs can simply download knowledge from an external source—even
another cog. Currently, it is not possible to simply dump information directly into a
human brain. However, cogs can simply transmit knowledge directly from an external
source, such as the Internet. With global communication via the Internet, cogs will have
near instantaneous access to knowledge far beyond its own and be able to obtain this
remote knowledge with minimal effort.

Figure 10 depicts a cog, involved in a local human/cog ensemble, sending and receiv-
ing knowledge to and from remote stores via the Internet. The figure shows domain-
specific domain knowledge (KD) and domain-specific problem-solving knowledge (PD)
being obtained from two different remote sources. As far as the local ensemble is con-
cerned, once downloaded, the knowledge stores obtained remotely are no different from
locally-produced knowledge. It is as if the ensemble had always been in possession of
this knowledge. Any knowledge store can be imported partially or entirely from a remote
source. We have described the human/cog ensemble as a local entity but in reality, with
pervasive Internet connectivity, a human/cog ensemble is a combination of local knowl-
edge and all other available knowledge. In the cog era, instead of benefitting from one
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cog, humans will actually be benefitting from millions of cogs. The local/remote line
will tend to blur and this vast artificial knowledge will just be assumed to be available
“in the cloud” anytime we want it, much how we view Internet-based services today.

Fig. 10. Remote knowledge stores

This makes possible one of the most exciting features of the coming cog era. Once a
cog learns or synthesizes something, any other cog in existence then or in the future can
obtain the knowledge. Millions of cogs interacting with users on a daily basis, continu-
ally learning and communicating knowledge to all other cogs, will lead to exponential
knowledge creation and evolution of cog capabilities. We expect cogs and cog-based
knowledge to evolve very quickly. Fields such as knowledge representation, knowl-
edge management, semantic Web, software agents, distributed artificial intelligence,
and ontologies are all important future research areas along with automated knowledge
discovery.

3.4 Composite Skills

The Model of Expertise shown in Fig. 2, identifies fundamental skills necessary for
expertise: recall, apply, understand, evaluate, analyze, extract, alter, learn, teach, per-
ceive, act, and create. However, one quickly recognizes this is not a complete list of
everything an expert does. Experts are certainly expected to do things like: summarize,
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conceptualize, theorize, classify, categorize, visualize, predict, forecast, define, explain,
suggest, compare, assess, prioritize, organize, analyze, recommend, motivate, inspire,
etc.

Many of these are included within the scope of the fundamental skills identified
and defined in Fig. 2. For example, classify and categorize fall under the understand
fundamental skill. Others, are higher-order composite skills made up by a combination
of fundamental skills. For example, predicting and forecasting involve a combination of
theunderstand, apply, create, and evaluate fundamentals. In another example, explaining
is a combination of understanding and analyzing.

A promising area for future research is to define constructions of fundamental skills
for higher-order skills. Doing so would make it possible to compare and contrast future
implementations of the higher-order skills and possibly lead to establishing effective
metrics for the skills. Another area of future research is to focus on the fundamental
skills themselves. TheModel of Expertise identifies 12 fundamental skills and including
collaborate as we suggest here makes 13. Are these the only fundamental skills experts
need to possess? Is it possible to identify additional fundamental skills?

3.5 Grammar of Action

Weenvision a cognitive systems future inwhichhumanswill interactwith and collaborate
with multiple cogs. Today, it is easy to imagine this interaction to be based on natural
language, traditional computer displays, keyboards, mice, and touchscreens. However,
we believe there will be and should be a greater bandwidth for communication between
human and cog. An exciting area of future research is to explore these possibilities which
might include: gesture recognition, body language, gait analysis, facial expressions,
emotional awareness, activity recognition, and behavioral recognition among others.

Harper described the importance of considering the grammars of action of new
technologies [49]. Whenever new technologies are adopted, human behavior changes to
accommodate and integrate the new technology into our daily lives. As a result, a set
of nouns, verbs, adjectives, and phrases arises because of the new technology. This is
called a grammar of action.

For example, consider the computer mouse. Words like click, double click, scroll
wheel, and mouse pointer describe how to perform tasks such as select, drag, drop, and
rubber band items on the computer screen. These words existed before the computer
mouse was invented but newmeanings were adopted as a result of their use in the context
of human/computer interaction. Similarly, pinch, spread, tap, double tap, swipe left, and
swipe right are included in the grammar of action for touchscreen interfaces.

In the cog era, we expect a new grammar of action to arise as the result of mass-
market adoption and use of cognitive systems. An interesting area of future research is to
predict what new nouns, verbs, and adjectiveswill be invented. However, we expectmore
than words will be invented. What new gestures will be invented to facilitate easy and
effective human/cog interaction? How will the cog use the human’s facial expressions,
body language, and emotional state to enhance and guide its interaction and collaboration
with humans? We anticipate elements of the “cog grammar of action” to connect to the
higher-order skills described in the last section. For example, one can imagine a certain
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hand gesture to become the normal way for a human to express to the cog “please explain
that to me.”

4 The Cog Era

We are at the very beginning of the cog era and its evolution will play out over the next
few decades. The cog era will, for the first time, give humans artificial systems able
to perform some of the high-level thinking. This will create a new industry and a new
market sure to change things for us culturally, legally, socially, and legally.

The Cog Market. We expect the emergence of personal cogs intended for the mass-
market. These cogs will be bought and sold by average people through existing Internet
sales channels much in the same way apps, music, and other items are sold now. We will
both be able to purchase or rent our own cogs and also be able to subscribe to cloud-based
cog services and information. This will give every person access to professional-level
expertise in any domain. This democratization of expertise will lead to changes similar
in scope to the way the democratization of computing and information has changed us
over the last few decades.

Expertise as a Commodity. Because cogs learn from humans, we expect the need for
experts in a field to work with cogs and develop their own unique store of knowledge.
Entities in industries such as financial services, investment services, legal, medical,
news, politics, and technology will compete in offering access to their “superior” store
of knowledge created through the interaction of their experts and their cogs. In the cog
era, knowledge will become an economic commodity.

Teacher Cogs. We expect cogs to become intelligent tutoring systems. Through cus-
tomized and personalized interaction with a person, teacher cogs will impart this knowl-
edge to the student in ways similar to the master/apprentice model of education. The
best teacher cogs will be personal cogs able to remember every interaction with a person
over an extended period of time, even years or decades. Imagine an algebra cog able to
answer a question by a 35-year old who it has been working with since grade school.
We anticipate teacher cogs to evolve for every subject taught in schools and beyond. We
think students of future generations will start using cogs all throughout their education
and then retain the cogs, and years of interaction, through the rest of their lives. Again,
we foresee vigorous competition arising from different teacher cog providers attempting
to bring to the market the best teacher cog for a particular subject matter.

Advisor, Coach, Self-help, and Pet Cogs. It is natural for humans to form emotional
relationships with anything, biological or artificial, they can interact with. Indeed, people
formemotional relationshipswith animals and technology today.We foresee cog technol-
ogy giving personalities to artificial systems. Since cogs will be able to give expert-level
advice in any domain, we predict the evolution of a host of self-help cogs ranging from
relationship advice to life/work balance, grief counseling, faith-based counseling and
beyond. People will confide intimate details to these cogs and receive advice of great
personal value and satisfaction. People will spend hours conversing with their personal
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self-help/companionship cogs. We can easily envision the development of virtual pets
with cog-based personalities and communication abilities. In the cog era, we will love
our cog pets. Indeed, we have already witnessed the beginning of these kind of applica-
tions. Today, hundreds of millions of people have used “synthetic frend” cogs Xiaoice
in China, Rinna in Japan, and Ruuh in India.

Productivity Cogs. We predict every productivity application in use today will become
enhanced by cog technology in the future. Indeed, applications like word processors,
spreadsheets, presentation editors, Web browsers, entertainment apps, games, graphics
editing, etc. may become a primary interface point for humans and cogs. Cog capabilities
will both be built into the applications themselves and provide expert-level collaboration
to the user and also evolve into stand-alone cogs for a particular task. For example,we can
imagine a future version of Microsoft Word coming complete with embedded creative
writing cog services. We can also imagine purchasing a creative writing cog from an
app store operating independently of a specific word processor.

Personal productivity cogs will understand our recent context in a deep manner and
use that to customize their assistance and interaction with us. Imagine, for example,
a word processing cog that understands you are writing about the future of cognitive
processing but also knows that you have communicated with several others via email on
that and related topics and can also take into consideration every article orWeb page you
have accessed in recentmonthswhile researching the paper. Such a cog knows a lot about
you personally and can combine that knowledge with its own searching and reasoning
about the millions of documents it has searched on the Internet. Personal productivity
cogs will become our intelligent assistants.

Collaborative Cognition. In addition to enhancing current productivity applications,
we expect an entirely new genre of cog-based productivity app to arise, collabo-
rative cognition. We envision new kinds of problem solving, brainstorming, busi-
ness/competitive/market analysis, and big data analysis. We foresee multi-cog “col-
laborative virtual team” applications being created. Collaborative cogs will become our
artificial intelligent team members. Again, we see a vigorous and dynamic competitive
market arising around the idea of collaborative cogs. By partnering with humans, cogs
achieve ever-increasing levels of knowledge in a particular area. Therefore, consider-
able market value will be attached to collaborative cogs that have worked with the best
experts in the field. The cog era will bring forth a new kind of virtual consultant.

Research Cogs. We foresee future graduate students, entrepreneurs, scientists and any
of us creative and inquisitive people conducting research by conversing with their
research cog(s) instead of searching and reading scores of journal articles and tech-
nical papers. Today, we tell graduate students the first step in their research is to go out
and read as many articles, books, and papers as they can find about their topic. Future
research students’ first action will be to sit down with his research cog and ask “So, what
is the current state of the art in <insert domain here>.”

Cogs will far exceed the ability of any human in consuming billions of articles,
papers, books, Web pages, emails, text messages, and videos. Even if a person spent
their entire professional life learning and researching a particular subject is not able to
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read and understand everything available about that subject. Yet, future researchers will
be able to start their education from that vantage point by the use of research cogs. In the
cog era, the best new insights and discoveries will come from the interaction between
researchers and their research cogs.

Here again we see evidence of knowledge becoming a commodity. Today, we may
be able to learn a great deal from the notebooks of great inventors like Tesla, Edison,
and DaVinci. In fact, notebooks of inventors like these are worth millions of dollars. But
imagine how valuable it would be if we had access to Einstein’s personal research cog
he used for years while he was synthesizing the theory of relativity. In the cog era, not
only will cogs assist us in coming up with great discoveries, they will also record and
preserve that interaction for future generations. Such cogs will be enormously valuable
both economically and socially.

Discovery Engines. Even though we envision cogs partnering with humans, we expect
cogs to evolve to be able to perform on their own. We fully expect cogs working semi-
autonomously to discover significant new theories, laws, proofs, associations, correla-
tions, etc. In the cog era, the cumulative knowledge of the human racewill increase by the
combined effort of millions of cogs all over the world. In fact, we foresee an explosion
of knowledge, an exponential growth, when cogs begin working with the knowledge
generated by other cogs. This kind of cognitive work can proceed without the interven-
tion of a human and therefore proceed at a dramatically accelerated rate. We can easily
foresee the point in time where production of new knowledge by cogs exceeds, forever,
the production of new knowledge by humans.

In fact, we anticipate a class of discovery engine cogs whose sole purpose is to
reason about enormous stores of knowledge and continuously generate new knowledge
of ever-increasing value resulting ultimately in new discoveries that would have never
been discovered by humans or, at the very least, taken humans hundreds if not thousands
of years to discover.

Cognitive Property Rights. The cog era will bring forth new questions, challenges,
and opportunities in intellectual property rights. For example, if a discovery cog makes
an important new discovery, who owns the intellectual property rights to that discovery?
An easy answer might be “whoever owned the cog.” But, as we have described, we
anticipate cogs conferring with other cogs and using knowledge generated by other cogs.
So a cog’s work and results are far from being in isolation. We predict existing patent,
copyright, trademark, and service mark laws will have to be extended to accommodate
the explosion of knowledge in the cog era.

5 Democratization of Expertise

As described earlier, non-experts will be able to achieve or exceed expert-level per-
formance in virtually any domain by working with cogs achieving Level 3 or Level 4
cognitive augmentation. When a large number of these cogs become available to the
masses via the cog market as described above, we will be in a future where any average
person could be a synthetic expert. We call this the democratization of expertise.
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When expertise becomes available to the masses, changes will occur. Democrati-
zation of expertise will disrupt many professions. While we certainly do not anticipate
the demise of doctors, lawyers, and accountants, their professions may change when
their former customers have access to expert-level information and services possibly
superior to what they could have supplied. What are the consequences and possibilities
when millions of us can achieve expert-level performance in virtually any domain of
discourse?

6 Conclusion

We have introduced the concept of synthetic expertise and have defined it as the ability
of an average person to achieve expert-level performance by virtue of working with and
collaborating with artificial entities (cogs) capable of high-level cognitive processing.
Humans working in collaboration with cogs in a human/cog ensemble are cognitively
augmented as a result of the collaboration. Over time, as the capabilities of cogs improve,
humans will perform less and less of the thinking. We have used the balance of cognitive
effort between human and cog to formulate the Levels of Cognitive Augmentation to
describe the phenomenon. The Levels of Cognitive Augmentation can be used in the
future to compare and contrast different systems and approaches.

To describe expertise, we have combined previous work in cognitive science, cogni-
tive architectures, and artificial intelligence with the notion of expertise from education
pedagogy to formulate theModel ofExpertise. TheModel ofExpertise includes aKnowl-
edge Level and an Expertise Level description of the fundamental knowledge and skills
required by an expert.

Cogs will continue to improve and take on more of the skills defined in the Model
of Expertise. These cogs will also become available to everyone via mass-market apps,
services, and devices. Expertise becoming available to the masses is something we call
the democratization of expertise and will usher in many social, cultural, societal, and
legal changes.

We have identified several interesting areas of future research relating to synthetic
expertise:

• Human/cog communication (HCI, AR, VR, ER, human/brain interfaces)
• Human/cog teaming and collaboration (HAT, CSCW)
• Cog/cog communication
• Fundamental skills of an expert
• Composite skills of an expert
• Grammar of action associated with cogs
• Human-centered design
• Task learning
• Problem-Solving method learning
• Goal assessment
• Strategic planning
• Common sense knowledge learning
• Intelligent agent theory
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• Software agents
• Intellectual property
• Automated knowledge discovery

Some characteristics and challenges of the coming cognitive systems era have been
described. Besides mass-market adoption of cog technology, we see expertise and
knowledge becoming commodities leading us to interesting futures involving artificially-
generated knowledge and legal battles over ownership of knowledge. We also describe
a future in which people routinely collaborate with, learn from, and commiserate with
cogs. In much the same way computer and Internet technology has woven itself into
every fiber of life, we expect cognitive system technology to do the same.
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Abstract. Computers are quickly gaining on us. Artificial systems are now
exceeding the performance of human experts in several domains. However, we
do not yet have a deep definition of expertise. This paper examines the nature
of expertise and presents an abstract knowledge-level and skill-level description
of expertise. A new level lying above the Knowledge Level, called the Expertise
Level, is introduced to describe the skills of an expert without having to worry
about details of the knowledge required. The Model of Expertise is introduced
combining the knowledge-level and expertise-level descriptions. Application of
the model to the fields of cognitive architectures and human cognitive augmenta-
tion is demonstrated and several famous intelligent systems are analyzed with the
model.

Keywords: Cognitive systems · Cognitive augmentation · Synthetic expertise ·
Cognitive architecture · Knowledge Level · Expertise Level

1 Introduction

Artificial systems are gaining on us! Powered by new machine learning and reasoning
methods, artificial systems are beginning to exceed expert human performance in many
domains. IBM’s Deep Blue, defeated the reigning human chess champion in 1997 [1]. In
2011, a cognitive system built by IBM, called Watson, defeated the two most successful
human champions of all time in the game of Jeopardy! [2, 3]. In 2016, Google’s AlphaGo
defeated the reigning world champion in Go, a game vastly more complex than Chess
[4, 5]. In 2017, a version called AlphaGo Zero learned how to play Go by playing games
with itself not relying on any data from human games [6]. AlphaGo Zero exceeded the
capabilities of AlphaGo in only three days. Also in 2017, a generalized version of the
learning algorithm called AlphaZero was developed capable of learning any game. After
only a few hours of self-training, AlphaZero achieved expert-level performance in the
games of Chess, Go, and Shogi [7].

This technology goes far beyond playing games. Computers are nowbetter at predict-
ing mortality than human doctors [8], detecting early signs of heart failure [9], detecting
signs of child depression through speech [10], and can even find discoveries in old scien-
tific papers missed by humans [11]. Many other examples of artificial systems achieving
expert-level performance exist.
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2 Literature

2.1 What is an Expert?

What does it mean to be an expert? What is expertise? Are these systems really artificial
experts? To answer these kinds of questions, one needs a model of expertise to compare
them to. The nature of intelligence and expertise has been debated for decades. To
motivate the Model of Expertise presented in this paper, we draw from research in
artificial intelligence, cognitive science, intelligent agents, and educational pedagogy.

As Gobet points out, traditional definitions of expertise rely on knowledge (what an
expert knows) and skills (what an expert knows how to do) [12]. Some definitions say an
expert knows more than a novice while other definitions say an expert can do more than
a novice. While an expert is certainly expected to know about their topic and be able to
perform skills related to that topic, not everyone who is knowledgeable and skillful in a
domain is an expert in that domain. Simply knowing more and being able to do more is
not enough. Therefore, Gobet gives a results-based definition of expertise:

“…an expert is somebody who obtains results vastly superior to those obtained by
the majority of the population.”

This definition immediately runs into the venerable debates involving Searle’s Chi-
nese room [13] and the Turing test [14]. Is a machine yielding results like an expert
really an expert? Answering these kinds of questions is difficult because we lack a deep
model of expertise. In their influential study of experts, Chase and Simon state: [15]

“…a major component of expertise is the ability to recognize a very large number
of specific relevant cues when they are present in any situation, and then to retrieve
frommemory information about what to dowhen those particular cues are noticed.
Because of this knowledge and recognition capability, experts can respond to new
situations very rapidly and usually with considerable accuracy.”

Experts look at a current situation and match it to an enormous store of domain-
specific knowledge. Steels later describes this as deep domain knowledge [16]. Experts
acquire this enormous amount of domain knowledge from experience (something we
now call episodic memory). It is estimated experts possesses at least 50,000 pieces
of domain-specific knowledge requiring on the order of 10,000 h of experience. Even
though these estimates have been debated, it is generally agreed experts possess vast
domainknowledge and experience.Experts extract frommemorymuchmoreknowledge,
both implicit and explicit, than novices. Furthermore, an expert applies this greater
knowledge to the situation at hand more efficiently and quickly than a novice. Therefore,
experts are better and more efficient problem solvers than novices.

The ability of an expert to quickly jump to the correct solution has been called
intuition. A great deal of effort has gone into defining and studying intuition. Dreyfus
and Dreyfus (Dreyfus 1972) and (Dreyfus and Dreyfus 1988) argue intuition is a holistic
human property not able to be captured by a computer program [17, 18]. However,
Simon et al. argue intuition is just the ultra-efficient matching and retrieval of “chunks”
of knowledge and know-how.
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The idea of a “chunk” of information has been associated with artificial intelligence
research and cognitive science for decades dating back to pioneers Newell and Simon.
Gobet and Chassy argue the traditional notion of a “chunk” is too simple and instead,
introduce the notion of a “template” as a chunk with static components and variable, or
dynamic components, resembling a complex data structure [19]. Templates are similar
to other knowledge representation mechanisms in artificial intelligence such as Minsky
frames [20] and models in intelligent agent theory [21]. As Gobet and Simon contend,
templates allow an expert to quickly process information at different levels of abstraction
yielding the extreme performance consistent with intuition [22].

DeGroot experimentally established the importance of perception in expertise [23].
Whenperceiving a situation in the environment, an expert is able to see themost important
things quicker than a novice. Being able to perceive the most important cues and retrieve
knowledge form one’s experience and quickly apply it are hallmarks of expertise.

Steels identified the following as needed by experts: deep domain knowledge,
problem-solving methods, and task models [16]. Problem-solving methods are how
one goes about solving a problem. There are generic problem solutions applicable to
almost every domain of discourse such as “how to average a list of numbers.” However,
there are also domain-specific problem-solving methods applicable to only a specific
domain or very small collection of domains or even just one domain. A task model is
knowledge about how to do something. For example, how to remove a faucet is a task
an expert plumber would know. As with problem solutions, there are generic tasks and
domain-specific tasks. Summarizing, the basic requirements for an expert are:

• the ability to experience and learn domain knowledge
• learn task knowledge
• learn problem-solving knowledge
• perceive a current situation
• match the current situation with known domain knowledge
• retrieve knowledge relevant to the situation
• apply knowledge and know-how
• achieve superior results

2.2 The Knowledge Level

Cognitive scientists have studied human cognition for many decades with the hope of
being able to create artificial entities able to perform human-level cognition. Newell
recognized computer systems are described at many different levels and defined the
Knowledge Level as ameans to analyze the knowledge of intelligent agents at an abstract
level as shown in Fig. 1 [24]. The lower levels represent physical elements from which
the system is constructed (electronic devices and circuits). The higher levels represent
the logical elements of the system (logic circuits, registers, symbols in programs).

In general, a level “abstracts away” the details of the lower level. For example,
consider a computer programmer writing a line of code storing a value into a variable.
The programmer is operating at the Program/Symbol Level and never thinks about
how the value is stored in registers and ultimately is physically realized as voltage
potentials in electronic circuits. Details of the physical levels are abstracted away at
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Fig. 1. The Knowledge Level

the Program Level. Likewise, at the Knowledge Level, implementation details of how
knowledge is represented in computer programs is abstracted away. This allows us to
talk about knowledge in implementation-independent terms facilitating generic analysis
about intelligent agents.

Steels added the Knowledge-Use Level between the Knowledge Level and the Pro-
gram Level to address issues like task decomposition, execution, scheduling, software
architecture, and data structure design [16]. This level is geared toward implementation
and is quite dependent on implementation details but is necessary to bridge the gap
between the Knowledge Level and the Program/Symbol Level.

2.3 Cognitive Architecture

Cognitive scientists have spent much effort analyzing and modeling human intelligence
and cognition. One of the most successful models of human cognition is the Soar model
shown in Fig. 2 began by Newell and evolved by his students and others for over thirty
years [25]. Although not explicitly a part of the Soar model, the figure shows the Soar
model situated in an environment with perceive and act functions. The agent can learn
new procedural knowledge (how to do things), semantic knowledge (knowledge about
things), and episodic knowledge (knowledge about its experiences). New knowledge
can be learned by reinforcement learning, semantic learning, or episodic learning.

Pieces of this knowledge from long termmemory, as well as perceptions, are brought
into a working area of memory, short term memory, where they are processed by the
appraisal and decision functions. Soar is a model of human cognition but is not necessar-
ily a model of expertise. We will later update the Soar architecture to include elements
to support expertise.
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Fig. 2. The Soar model of cognition

2.4 Formal Intelligent Agent Models

Researchers in artificial intelligence have defined several architectural models of intel-
ligent agents. These models are of interest to us in this paper because an expert is cer-
tainly an intelligent agent. Figure 3 shows a formal model of a goal-driven, utility-based
learning/evolving intelligent agent [21, 26].

Situated in an environment, intelligent agents repeatedly execute the perceive-reason-
act-learn cycle. Through various sensors, the see function allows agents to perceive the
environment, S, as best they can.Agents can perceive only a subset, T, of the environment.
Every agent has a set of actions,A, they can performvia the do function. The agent selects
the appropriate action through the action function. Every action causes the environment
to change state.

Models, M, are internal descriptions of objects, situations, and the real world. The
model function matches incomplete data from the agent’s perceptions with its models to
classify what it is currently encountering. For example, a “danger” model would allow
an agent to recognize a hazardous situation.

Intelligent agents continually work to achieve one or more goals, G. The alter func-
tion allows the agent to change its goals over time. Agents can change their sensitivity
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Fig. 3. Formal model of a learning/evolving intelligent agent

to things using a set of utility values, U. The assess function allows the agent to adjust
its utility model. This is important because the urgency of certain actions and goals
changes over time and with changes in a dynamic environment. For example, the goal
“recharge batteries” might have a low utility value at the beginning of a journey but as
the battery charge level gets lower, the utility value of the “recharge batteries” goal rises
and eventually becomes the most important goal. An intelligent agent maintains a set of
general knowledge, K, and can learn new knowledge.
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2.5 Bloom’s Taxonomy

There are other notions of “expertise” from outside the fields of artificial intelligence and
cognitive science. Originally published in the 1950s, and revised in the 1990s, Bloom’s
Taxonomy was developed in the educational field as a common language about learning
and educational goals to aid in the development of courses and assessments [27, 28].

As shown in Fig. 4, Bloom’s taxonomy consists of a set of verbs describing fun-
damental cognitive processes at different levels of difficulty. The idea behind Bloom’s
Taxonomy is when learning a new subject, a student able to perform these processes,
has demonstrated proficiency in the subject matter. The processes are listed in order
from the simplest (remember) to the most complex (create). Here, we propose these pro-
cesses also describe expert performance in a particular domain. The verbs in Bloom’s
Taxonomy identify skills we expect an expert to possess.

Fig. 4. Bloom’s Taxonomy

We note two things as we look at historical notions of intelligence and expertise.
First, we encounter both knowledge and skills as requirements of an expert. Therefore, a
model of expertise must be able to represent both. Second, while there are many models
of intelligence and human cognition, there are no comprehensive models of expertise.
While it may be true all experts are intelligent agents, it is not true all intelligent agents
are experts. Therefore, we seek a comprehensive model of expertise and wish for this
model to be implementation independent and apply to human and the artificial.

In this paper, we first introduce a new abstract level called the Expertise Level.
Lying above the Knowledge Level, the Expertise Level describes the skills needed by
an expert. We use the skills identified by Simon, Steels, and Gobet augmented with the
skills from Bloom’s Taxonomy to form this description. We also develop a Knowledge
Level description of expertise describing the knowledge required of an expert. For this
description, we combine the knowledge identified in various cognitive architectures
discussed earlier. We then show how to apply the Model of Expertise by showing how
it can be incorporated into the Soar architecture and how it can be used in the field
of human cognitive augmentation. We then use the Model of Expertise to discuss and
characterize current systems.
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3 The Model of Expertise

3.1 The Expertise Level

As described earlier, Simon, Steels, and Gobet identify kinds of knowledge an expert
must have and kinds of functions or actions an expertmust perform.Newell’s Knowledge
Level is suitable for holding a description of an expert’s knowledge. However, a full
model of expertise must accommodate both knowledge and skills.

As shown in Fig. 5, we extend Newell’s levels and create a new level called the
Expertise Level above theKnowledge Level to represent skills an expertmust possess. At
the Expertise Level, we talk about what an expert does—the skills—and not worry about
the details of the knowledge required to perform these skills. Therefore, the medium of
the Expertise Level is skills.

Fig. 5. The Expertise Level

3.2 The Expertise Level Description of Experts

What skills does an expert need to have?We start with the six skills identified in Bloom’s
Taxonomy: recall, understand, apply, analyze, evaluate, and create. These skills were
identified because in the education field, a student demonstrating ability in all six skills
is considered to have achieved a mastery of the subject matter. An expert certainly has
mastery of subject matter, so any model of expertise should include these six skills.

An expert certainly is considered to be an intelligent agent operating in an envi-
ronment. As such, following the example set by researchers from the intelligent agent
theory field, the expert must sense the environment (perceive) and perform actions (act)
to effect changes on the environment. Common in the intelligent agent and cognitive
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science fields is the notion of learning. An expert acquires knowledge and know-how via
experience through the learn skill. Future refinement of the model may identify several
different kinds of learning and therefore add skills, but here we represent all types of
learning with the single learn skill. From the work of Simon, Steels, and Gobet, the
extract skill represents the expert’s ability to match perceptions to stored deep domain
knowledge and knowledge, procedures, and tasks relevant to the situation.

Experts are goal-driven intelligent agents with the ability to change goals over time.
The alter skill allows the expert to change its goals as it evolves. We also believe experts
must be utility-driven intelligent agents and must have the ability to adjust its utility
values. We do not create a new skill for this because this ability is subsumed by the
evaluate skill already in our list of skills. We feel an expert should be able to teach about
their domain of discourse, so include this skill in our list.

Therefore, as shown in Fig. 6, twelve skills are identified at the Expertise Level
description of an expert: recall, apply, evaluate, understand, analyze, create, extract,
teach, perceive, learn, alter, and act.

Fig. 6. The Expertise Level Description of Experts

3.3 The Knowledge Level Description of Experts

To create the Knowledge Level description of an expert, we combine ideas from intelli-
gent agent theory, cognitive architectures, and cognitive science. An expert is an agent
able to perceive the environment. Because of limitations in its sensory systems, an expert
perceives only a subset of the possible states of the environment, T. The expert also has
a set of actions, A, it can perform to change the environment. Because experts are goal-
driven and utility-driven evolving agents, G represents the set of goals and U represents
the set of utility values.

In addition to deep domain knowledge KD (knowledge about the domain) experts
possess general background knowledge K (generic knowledge about things), common-
sense knowledge KC , and episodic knowledge KE (knowledge from and about expe-
riences). A model, similar to Gobet’s templates and Minksy’s frames, is an internal
representation allowing the expert to classify its perceptions and recognize or differenti-
ate situations it encounters. For example, an expert plumber would have an idea of what
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a leaky faucet looks, sounds, and acts like based on experience allowing the plumber
to quickly recognize a leaky faucet. Some models are domain-specific, MD, and other
models are generic, M. In humans, the collection and depth of models is attained from
years of experience. As models are learned from experience, creating and maintaining
MD requires KE and KD as a minimum but may also involve other knowledge stores.
Following Simon and Steels, an expert must know how to solve problems in a generic
sense, P, and how to solve problems with domain-specific methods, PD. In addition,
experts must also know how to perform generic tasks, L, and domain-specific tasks, LD.

Therefore, we have identified 14 knowledge stores an expert maintains as shown in
Fig. 7.

Fig. 7. The Knowledge Level Description of Experts

3.4 The Model of Expertise

Combining the Expertise Level description of experts shown in Fig. 6 with the Knowl-
edge Level description shown in Fig. 7 yields the full Model of Expertise shown in
Fig. 8. Experts require 12 fundamental skills: recall, apply, evaluate, understand, ana-
lyze, create, extract, teach, perceive, learn, alter, and act. When working with another
entity, experts need the collaborate skill as well.

Experts also require the maintenance of 14 knowledge stores: 4 general types
of knowledge (generic, domain-specific, common-sense, and episodic), generic and
domain-specific models, generic and domain-specific task models, generic and domain-
specific problem-solving models, a set of goals, utility values, a set of actions, and a set
of perceived environmental states.

Unlike other cognitivemodels, theModel of Expertise introduced here can be applied
to biological experts (humans) and to artificial experts (cognitive systems and artificial
intelligence). Because the Model of Expertise is based on abstract Expertise Level and
Knowledge Level descriptions, implementation details of how an entity carries out a skill
or implements a knowledge store is not specified. This leaves implementation details
up to the entities themselves. Humans implement the skills and knowledge stores quite
differently than computers do and different cognitive systems developed in the cog era
will implement them differently from each other.

The Model of Expertise introduced here can be applied to other cognitive architec-
tures and cognitive models as well as is demonstrated in the next section. Our hope is



The Expertise Level 59

Fig. 8. The Model of Expertise

the Model of Expertise can serve as a common ground and common language facilitat-
ing comparison, contrast, and analysis of different systems, models, architectures, and
designs.

This version of the Model of Expertise contains 12 fundamental skills (13 including
the collaborate skill) and 14 knowledge stores. Future research may identify additional
skills and additional knowledge stores and we invite collaborative efforts along these
lines of thought.
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3.5 Composite Processes/Activities

An expert certainly performs more actions than the skills identified in the Model
of Expertise. It is important to note the skills listed in the Model of Expertise are
fundamental in nature. Other, higher-level processes and activities are composites
combining one or more fundamental skills. Examples are the justify activity and the
predict process. Whenever a human or an artificial system arrives at a decision, it is
common for someone to ask for justification as to why that decision was made. To justify
a decision or action, the expert would exercise a combination of the recall, analyze, and
understand skills. To predict an outcome, the expert would exercise a combination
of recall, analyze, evaluate, and apply skills. Future research may very well identify
additional fundamental skills. However, in doing so, care should be taken to identify
skills which cannot be composed of combination of the fundamental skills in the model.
Other examples of composite processes/activities include:

Check me Conjecture

Clarify Conceptualize

Define Debate

Emphasize Exemplify

Explain how Explain when

Explain where Explain why

Expand the scope Expound/Elucidate

Gather evidence of Gather information on

Give me alternatives Give me analogies

How do you feel about Illustrate/Depict

Inspire me Make a case for

Make a case against Make me feel better about

Monitor and notify me Motivate me

Narrow the scope Organize

Predict Prioritize

Show me Show me associations

Simplify Summarize

Theorize Think differently than me

Visualize What if

What is best for me What is the cost of

What is most important What is this least like

What is this most like
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4 Applications

4.1 The Soar Model of Expertise

Cognitive scientists have studied and modeled human cognition for decades. The most
successful cognitive architecture to date, begun by pioneer Allen Newell and now led
by John Laird, is the Soar architecture shown in Fig. 2. The Model of Expertise can be
applied to and incorporated into the Soar architecture as shown in Fig. 9.

Fig. 9. Soar Model of Expertise

The knowledge stores are located in long-term memory (T and A are shown asso-
ciated with the perceive and act functions) and are brought into short-term working
memory by one or more of the skills. Reinforcement, semantic, and episodic learning
continually updates the knowledge stores in long term memory. Higher-order processes
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defined in Soar are composite processes resulting from a combination of the fundamen-
tal skills in the Model of Expertise. Future research should document and analyze these
processes and ground them to the skills and knowledge stores identified in the Model of
Expertise introduced here.

4.2 Cognitive Augmentation/Synthetic Expertise

We will soon be surrounded by artificial systems designed for the mass market capable
of cognitive performance rivaling or exceeding a human expert in specific domains of
discourse. Indeed,we see thebeginningof this era nowwithvoice-activated assistants and
applications on our smartphones and other devices. JohnKelly, SeniorVice President and
Director of Research at IBM describes the coming revolution in cognitive augmentation
as follows [29]:

“The goal isn’t to replace human thinking with machine thinking. Rather humans
and machines will collaborate to produce better results—each bringing their own
superior skills to the partnership.”

The future lies in humans collaborating with artificial systems capable of high-level
cognition. Engelbart was one of the first who thought of a human interacting with an
artificial entity as a system [30]. While working together on a task, some processes are
performed by the human (explicit-human processes), others are performed by artificial
means (explicit-artifact processes), and others are performed by a combination of human
and machine (composite processes). In the cognitive systems future, cognition will be a
mixture of biological and artificial thinking. The human component in this ensemble will
be said to have been cognitively augmented. We can represent cognitive augmentation
using our Model of Expertise as shown in Fig. 10.

The figure depicts a human working in collaboration with an artificial entity, a cogni-
tive system, called a cog. As in Engelbart’s framework, some of the skills are performed
by the human and some are performed by the cog. In some cases, portions of a skill
are performed by both the human and the cog. The human performs an amount of the
cognitive work (WH ) and the cog performs an amount of the cognitive work (WC). The
cognitive work performed by the entire ensemble isW*. The most important thing is all
skills identified in the Model of Expertise are performed by the human/cog ensemble.
It does not matter to the outside world whether or not a biological or artificial entity
performs a skill.

Because the human and the artificial system are physically independent entities, we
have drawn each with perceive and act skills and an additional skill, collaborate, has
been added. This is necessary because in order to work together the human and the
artificial entity must collaborate. In the figure, the knowledge stores are represented as
not belonging solely to either entity. Physically, the human will have its own version
of all knowledge stores in the formal model and the cog will have its own knowledge
stores. However, logically, the knowledge of the ensemble will be a combination of
the human and artificial knowledge sources. In fact, the entire cognitive performance
of the human/cog ensemble is the emergent result of human/artificial collaboration and
cognition. When the ensemble can achieve results exceeding most in the population it
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Fig. 10. Synthetic Expertise

will have achieved the Gobet definition of expertise described earlier of achieving results
superior to most. The ensemble will have achieved synthetic expertise.

An average human and non-expert in a field of study acting alone is able to perform
to a certain level. The same human working in collaboration with a cog will be able to
perform at a higher level, even to the level of an expert. Therefore, to the world outside
of the human/cog ensemble, the human will appear to be cognitively augmented.

4.3 Cognitive System Architectures

The Model of Expertise introduced in this paper can be used to design future cognitive
systems. An example is Lois, an artificial companion and caretaker for the elderly shown
in Fig. 11.

Lois is composed of several different models allowing it to monitor the status and
well-being of the elder. Episodic memory allows Lois to remember every interaction
with the elder and use the knowledge to learn new knowledge, tasks, and activities. We
invite researchers to develop more such models based on the Model of Expertise.

5 Discussion

In the introduction, several recent and impressive success storieswere discussed featuring
an artificial system performing better than human experts in a particular domain. Using
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Fig. 11. Synthetic Elderly Companion (Lois)

theModel ofExpertise introduced inFig. 8,wecannowdiscuss these andother systems in
new ways. The Model of Expertise identifies fundamental skills and types of knowledge
required of an expert. How do real systems stack up against the model?

The systems discussed in the introduction, DeepBlue, Watson, AlphaGo, AlphaGo
Zero, and AlphaZero, all perform some form of perceive, analyze, evaluate, and act
skills. However, the scope of these functions is limited to the domain of discourse—the
state of the gameboard and scoring the effect of a move. The problem here is the limited
scope of the games themselves. Even though these systems have achieved expert-level
performance, the scope of the expertise is small. Most systems in existence today share
this characteristic of being narrowly focused.We call this narrow expertise. Systems able
to learn general principles applicable to other domains is a very active area of research.
This line of thought leads to another question. Should we expect an artificial expert to
perform well in other domains? We do not necessarily expect this from human experts.
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For example, if an expert plumber is a terrible carpenter, we do not think less of him or
her as a plumber.

No system discussed in the introduction can be said to create. If a Chess or Go
program plays a sequence of moves never before played in the history of the game,
did the system create it or just stumble upon it? This leads to an interesting argument
involving understanding and this is a debate that has raged throughout the history of
artificial intelligence research. Fewwould agree DeepBlue, Watson, AlphaGo, AlphaGo
Zero, and AlphaZero actually understand the games they play and many would argue
true creation cannot happen without understanding.

However, recently, systems have been developed to create faces (thisperso
ndoesnotexist.com), music (www.aiva.ai), art (obviousart.com), and news stories
(openai.com/blog/better-language-models). These systems do not understand what they
are doing and their sole purpose is to create. Do these systems possess a true create skill?
The images of the fake people created are indistinguishable from photographs of real
people. Likewise, the music, art, and language are indistinguishable from that generated
by humans and therein lies the problem. Recalling the Gobet definition of expertise,
experts are expected to achieve results superior than most others. Therefore, an argu-
ment against these systems is the generated faces, music, portraits, and news briefs are
not better, they are simply the same as those created by humans. This might pass the Tur-
ing test criterion involving artificial behavior a human cannot distinguish from human
behavior, but the criterion for expertise is higher according to Gobet’s definition. With
experts, we are looking for exemplar behavior.

Unfortunately, whether not an object is an exemplar is highly subjective in most
cases. However, we would not be surprised if, soon, an artificial system creates a hit
song or an award-winning bit of poetry or prose. Even if systems achieve something like
this, the question still remains: do systems understand what they have done? That brings
us back to the above question. Strong AI proponents maintain systems must know and
understand what they are doing to be considered intelligent whereas weak AI proponents
require only results. Therefore, at best, all known systems at this time are examples of
weak expertise.

None of the systems discussed so far exhibit the teach skill. The field of intelligent
tutoring systems has been an active area of research for several decades and several
tutoring systems exist, especially in mathematics. However, these systems are designed
and built solely for the purpose of teaching specific knowledge/skills in a particular
domain, not to be an expert in the domain. These systems are not expert mathematicians.
Therefore, today we have systems achieving expertise but are not teachers and we have
systems that teach but are not experts.

So far we have focused discussion on the skills in the Model of Expertise. What
about the knowledge of an expert? All game-playing systems have some form of goals
and utility value mechanism to execute strategy. However, a system’s ability to alter
and assess/evaluate new goals is limited to the game play context. There are only a few
goals of interest in game play. For example, AlphaGo would never synthesize a goal
of “acquire a ham sandwich.” Artificial expertise has not yet been achieved in domains
where complex goals and utility values are necessary. This again speaks to the narrow
expertise and weak expertise nature of systems today as discussed earlier.

http://thispersondoesnotexist.com
http://www.aiva.ai
http://obviousart.com
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One of the great achievements of systems like AlphaGo, AlphaGo Zero, and Alp-
haZero has been the knowledge acquired via semi-supervised or unsupervised machine
deep learning (KD). Because of their narrowness, these systems do not learn generic
knowledge like common-sense knowledge nor general knowledge (K, KC). Again, no
known system requiring extensive common-sense or generic knowledge has achieved
expert-level performance.

Neither do these systems acquire episodic knowledge (KE). For example, a human
Go player would be able to recount a particularly interesting game against an opponent
in which they learned an effective bit of strategy. A human would be able to tell you
when the game was, who the opponent was, what they were feeling at the time, what was
happening in theworld about that time, etc. This is deep episodicmemory—capturing the
entire experience. Researchers are working on experience and context capture, common-
sense learning, and general knowledge acquisition, but as of yet, these systems appear
to be separate efforts no yet included into an artificial expert.

The degree of problem-solving knowledge (L, LD) in these systems is difficult to
assess without detailed analysis of how they work. One can certainly make the case these
systems can learn and recall solutions and even strategies. But again, the narrowness of
the game playing domain means these systems are not learning generic problem-solving
knowledge (L) and any domain-specific problem-solving knowledge (LD) is limited in
scope and breadth.

Task knowledge is similarly restricted in game-playing systems. Since the set of
actions, (A) is limited to game-related movement and placement of pieces, these systems
do not have to perform an array of different kinds of tasks. Consider the difference
between AlphaGo and an expert human carpenter. An expert knows how to perform
hundreds if not thousands, of tasks related to carpentry (e.g. ways to make different
kinds of joins), knows how to use dozens, if not hundreds, of different kinds of tools,
and knows dozens of ways to apply paint, sealer, and varnish. The narrowness of existing
systems limits task and problem-solving knowledge.

Game-playing systems certainly recognize situations and respond accordingly. For
example, a Chess program will recognize its king is in check. It is unclear, but probably
not the case, these systems use templates, frames, or other kinds of dynamic symbolic
models.Medical diagnosis systems involvemostly pattern recognition and classification.
For example, when detecting cancer in a radiograph, an artificial system will detect a
pattern (part of its perceive and understand skillset) and then compare it (match, analyze,
evaluate) to examples of known cancerous radiographs. If deploying an artificial neural
network, the network’s response to a stimulus (the radiograph) is compared to responses
to known cancerous radiographs. Therefore, modeling seems to be built into the system
itself rather than exist as a standalone knowledge store.

In the Model of Expertise, the extract skill represents the ability of an expert to
match perceptions to stored knowledge and then retrieve a quantity of deep domain,
procedural, and task knowledge (P, PD, L, LD). The systems discussed do not perform
in this manner primarily because they do not seek to implement an entire expert (a doctor
or game-playing person). Instead, today’s systems should be considered to be low-level
cogs better suited to be employed in a human/cog ensemble to achieve synthetic expertise.
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6 Conclusion

A new abstract level, the Expertise Level, has been introduced to lie above Newell’s
Knowledge Level. Skills are the medium at the Expertise Level. An abstract Knowledge
Level and Expertise-Level description of expertise has been introduced drawing from
previous research in cognitive science, artificial intelligence, cognitive architectures,
and cognitive augmentation. The Knowledge Level description describes the kinds of
knowledge stores an expert must possess and the Expertise Level description describes
the skills an expert must possess. Together, the Knowledge Level and Expertise Level
description of expertise forms the Model of Expertise. The Model of Expertise can be
used in all fields involving the study of intelligence and cognition including: cognitive
science, cognitive architectures, artificial intelligence, cognitive systems, and cognitive
augmentation. Specifically,wewould like to see theModel of Expertise and theExpertise
Level used to guide and assess future systems capable of artificial expertise and synthetic
expertise, particularly in the cognitive systems area.

Integration of our model of expertise into the Soar cognitive architecture has been
demonstrated. This could facilitate development of artificial expertise systems and explo-
ration of human cognition based on the Soar architecture. Also demonstrated was using
the Model of Expertise in the field of human cognitive augmentation to describe syn-
thetic expertise whereby cognitive output of the ensemble is a mixture of biological and
artificial cognition.

Finally, we discussed and an analyzed current game-playing systems using theModel
of Expertise identifying them as examples of narrow expertise. Using the Model of
Expertise, we may now distinguish narrow expertise from broad expertise and weak
expertise from strong expertise by the degree to which systems utilize the knowledge
and all skills identified at the Expertise Level of theModel of Expertise. Future cognitive
systemswill be developed for domains requiring extensive use of all skills and knowledge
stores defined in the Model of Expertise.
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Abstract. Digitalization and technology are interventions seen as a solution to
the increasing demand for healthcare services, but the associated changes of the
services are characterized bymultiple challenges. Awork-integrated learning app-
roach implies that the learning outcome is related to the learning environment and
the learning affordances available at the actual workplace. To shape workplace
affordances it is of great importance to get a deeper understanding of the social
practices. This paper will explore a wide range of managers’ and professionals’
emotions, moods and feelings related to digitalization and new ways of provid-
ing healthcare services, as well as the professionals’ knowledge and experiences.
Zhang’s affective response model (ARM) will be used as a systematic approach
and framework to gain knowledge of how professionals and managers experience
and experience digitization of municipal health services. The research question
is: How can knowledge about dark sides of technology reduce barriers to
work-integrated learning?

This paper is based on a longitudinal study with a qualitative approach. Focus
group discussions were used as method for collecting data. The findings and
themes crystallized through the content analysis were then applied to the Affec-
tive Response Model as a systematic approach to gain more knowledge about
professionals and managers’ experiences and how that knowledge can reduce the
barriers to work-integrated learning. Understanding of, and consciousness about
the dark sides of technology and the professionals’ affective responsesmay support
the digitalization of the sector and the development of the new ways of providing
healthcare services.

Keywords: Dark sides of technology · Focus groups ·Work-integrated learning

1 Introduction

1.1 Background and Challenges in Healthcare Services

Society is facing vast challenges regarding the compliance between people in need for
healthcare and resources available tomeet these needs [1–4].Representatives frompublic
as well as private sector have pointed at digitalization and technological interventions
as solutions to the “care crisis” [5–7], but implementation of new technologies and
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the associated changes of the services are characterized by multiple challenges [8].
Contextual factors such as organizational issues, technological infrastructure and human
actions represent such challenges [5, 9, 10]. Human actions are often a result of the
individuals’ affective and emotional responses to the surrounding circumstances. The
dark side of technology is a concept used to describe “a broad collection of ‘negative’
phenomena that are associated with the use of IT, and that have the potential to infringe
the well-being of individuals, organizations and societies” [11]. It seems to be a duality
between uncovering the dark side of technology and the individuals’ responses on the one
hand and the ability to facilitate for learning and development of skills on the other hand.
The increased demand for healthcare and new ways of providing healthcare services are
factors that entails consequences for working life, workplace practice and necessary
occupational requirements [12, 13]. Even if there are high expectations to the impact
of digitalization and the introduction of technology, the success rate has until now been
referred to as low [14]. According to Barakat [15], the absence of needed knowledge
and skills among healthcare professionals regarding the use of technology represents
a barrier to the digitalization of the sector and to the opportunity of reclaiming the
expected impact. The value of technical competencies is underscored [13], and Lapão
[16] states that the “development of digital skills by health workers is critical”. In an
era characterized by an increasing amount of workplaces demanding complex skills and
mastery of new technologies, here is a need for organizations to integrate learning as
part of practice and to make the workplace the locus of learning [17].

The emphasize on learning among healthcare professionals as an issue beyond tra-
ditional education, creates a need for integrating work and learning [18, 19]. Hattinger,
Eriksson, Malmskiöld and Svensson [20] describe work-integrated learning as “a com-
bination of education and practice in the workplace”. Work-integrated learning is sum-
marized to concern the development of skills needed when improving the way work
is provided, as well as developing the work organization itself [21]. Work-integrated
learning is seen as situated [22]. Situated learning is implying that learning outcome and
the opportunity for learning offered the employees are affected by the learning environ-
ment and the learning affordances at the actual workplace [21]. Affordances provided
by the workplace are situational factors like activities, interpersonal dynamics, rules
and norms of practice that provide opportunities and invite the employees to engage as
learners [23–26]. Examples of affordances include providing the employees with access
to video instructions demonstrating the use of a new device or utility, or by provid-
ing a work schedule with integrated time for professional reflection. The managers are
responsible for facilitating an upskilling of the professionals, supporting and motivating
them to engage in learning situations at the workplace [13]. To be able to facilitate the
affordances best suited for the professionals to learn, it is decisive to understand how
individuals learn and what might be a barrier to learning [27].

Each individuals’ acceptance of technology is reported as an important predictor to
whether or not to start and to continue to use technology as part of work [28]. In many
social contexts, affect and emotional responses are critical factors in human decisions,
behavior and action [29, 30]. The awareness of professionals’ affective and emotional
responses to digitalization and technology can enable work-integrated learning through
affordances that match the individuals’ responses. Being unaware of affective responses
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can result in dark sides of technology. In addition to the potential of infringing the
well-being of individuals, organizations and societies, the dark side of technology may
lead to dissatisfaction, low morale, decreased work quality and resistance [31], poor job
engagement and information overload [32]. Consequently, it may also represent a barrier
to the development of digital skills and work-integrated learning. When studying “Two
Decades of the Dark Side in the Information SystemBasket”, Pirkkalainen and Salo [32]
identified a need for further studies that can contribute to the identification of aspects
decisive when planning for workplace affordances and work-integrated learning.

The interest in “dark side-research” increases and will be an important contribution
whendeveloping interventions andworkplace affordances aiming at reducing the barriers
to work-integrated learning as well as the challenges related to the digitalization of the
healthcare services [32]. The Technology Acceptance Model (TAM) has been used
in various studies when analyzing implementation of IT and personnel’s acceptance
of technology (e.g. [33]). The model are focusing on cognitive reactions and factors
influencing an individual’s intention to use new technology [34]. It has mainly been used
in studies with a quantitative approach, and some have called attention to its limitation
due to impact factors involved in the acceptance of health information technology [33]. In
this paper we will explore a range of managers’ and professionals’ emotions, moods and
feelings related to digitalization and new ways of providing healthcare services, as well
as the professionals’ knowledge and experiences. According to Zhang [29], “a robust
understanding of affect may also have practical implications for design, acceptance,
use, and management of ICTs”. Zhang’s affective response model (ARM) will be used
as a systematic approach and framework to gain knowledge of how professionals and
managers experience and experience digitization ofmunicipal health services [29].Using
ARMwill contribute to an identification of aspects decisivewhen planning forworkplace
affordances andwork-integrated learning. The research question is:Howcanknowledge
about dark sides of technology reduce barriers to work-integrated learning?

In Sect. 2 we present a short explanation of The Affective Response Model (ARM)
with its taxonomy of five dimensions describing different perspectives on stimulus to
affective responses. The methodological approach for the study is presented in Sect. 3.
Section 4 consists of results from the focus groups, before discussing how knowledge
about dark sides of technology can reduce barriers to work-integrated learning in Sect. 5.
In Sect. 6 we will present concluding reflections.

2 The Affective Response Model (ARM)

2.1 Need for Knowledge

The way of providing healthcare services is within an ongoing translation according to
digitalization and introduction of technology, with the demand for knowledge and work-
integrated learning for healthcare professionals as one of the barriers. Digitalization
and changes in the healthcare services creates a demand for new knowledge, and new
knowledge represents a push factor for development of the services. Learning and new
knowledge are decisive when changing work practices in healthcare organizations.
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2.2 Conceptualizing Affective Responses Through the Taxonomy of ARM

The ARM-model consists of two parts; 1) a taxonomy of five dimensions for concep-
tualizing various types of affective responses and 2) a set of propositions that describe
the relationships among various types of affective concepts, resulting in a nomological
network [29]. According to Agogo & Hess [30] the five dimensions of the ARM-model
provide a taxonomy which can be helpful when differentiating affective concepts. In this
paper the analysis will concentrate on the first part of ARM with the taxonomy aiming
at conceptualizing the affective responses professionals and managers in healthcare ser-
vices experience when digitalizing workplaces and developing the ways of providing
the services. According to Zhang [29], emotions, moods and feelings are included in
the description of the umbrella term affect. Affect “can explain a significant amount of
variance in one’s cognition and behavior…” [29], and that is why it is important to obtain
an understanding of affect. The taxonomy of the five dimensions provides a theoretically
bounded framework, and that framework can be a help when trying to understand the
meaning of affective concepts related to different kinds of human interaction with infor-
mation and communication technology (ICT).When applying the taxonomy of affective
concepts in an ICT context, the main interest is related to the human interaction with
technology and ICT. The technology and ICT may act like an object or it may be the
interaction as a behavior representing the stimulus. The definition of stimulus applied
by Zhang [29] is “as something or some event in one’s environment that person reacts
or respond to” (Fig. 1).

Fig. 1. Illustration of ARM-model (based on Zhang [29])

Residing Dimension
In the first dimension of the taxonomy, Zhang [29] describes three categories of referent
objects (residing dimension). In the case when the person itself represents the object,
it implies that the person gets in a mood or has a negative attitude against technology
without being in contact with any contact with or awareness of any stimulus. When ICT
provokes a response “regardless of who perceives or interprets it” [29], it often means
that the design or attribute of the technology causes the response and that the stimulus is
within the ICT/technology. The last example of referent object in the residing dimension
is when the response appears to be residing between a person and an ICT stimulus.When
the affective concept is situated between a person and ICT it means that the affective
response of one person could vary according to which the ICT representing the stimulus.
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On the other hand, the same ICT stimulus could provoke different affective responses
for different persons.

Temporal Dimension
Agogo and Hess [30] refers to affective responses that could be both state-like and
trait-like. The terms state-like and trait-like are connected to time and the value of the
affective concepts are constrained by time [29]. A trait-like concept can be exemplified
by a personality trait as a stable value that appears in the same way in similar situations
consistently. Concepts characterized as state-like are temporary values that relates to a
certain condition or environment where a person experience an affect related to ICT.

Stimulus Specificity – Object vs. Behavior Stimulus
In the third dimension of ARM, the stimulus is divided into the two aspects object and
behavior. According to Agogo & Hess [30], the object stimulus refer to situations where
the response is related directly to the technology. Thrift [35] uses toys as an example of
an object stimulus. A toy represents an object stimulus when advertisement is presenting
it as an object in itself, not giving any focus on how it is possible to interact with the toy
(Ibid.) The aspect of behavior as the specificity for the stimulus appears when a person
experiences a response due to a “behavior on objects”. While a person getting nervous
by seeing a computer exemplifies the object stimulus, a person experiencing the stimulus
in relation to action is an example of the behavior stimulus.

Stimulus Specificity – Particular vs. General Stimulus
The difference between general and particular stimuli imply that a person can experience
one kind of affective response when exposed to a particular ICT like Google Docs, but
confronted with an opinion of technology for collaboration online in general, the same
person may experience a negative affective response.

Dimension of Process vs. Outcome
The last of the dimensions in the ARM-model concerns the time of evaluation, and as a
consequence, the basis for the affective response. Process-based affective responses or
evaluations often appears like an immediate response to an encounter with ICT. When
the interaction with the technology endures over some time, the response will be based
on the outcome of the experience.

Practical Implications for the Use of the ARM-Model
The ARM-model and the taxonomy of five dimensions can be used to better understand
the reasons for, and the sources of certain affective responses.

3 Methodological Approach

3.1 Qualitative Approach and Participants

The study of professionals’ andmanagers’ knowledge and experiences, emotions,moods
and feelings related to digitalization and new ways of providing healthcare services, is
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based on data collected through a preliminary project and the initial phase of a longi-
tudinal study called eTeam. The eTeam project is an Interreg Sweden-Norway project
aiming at promoting collaboration and exchange of knowledge related to digitalization
of the healthcare sector and new ways of providing services between representatives
from municipalities, academia and private sector. When exploring professionals’ affec-
tive responses and the dark sides of technology, the study emphasizes on interpreting
and seeing through the eyes of the research participants. This approach, focusing on the
participants’ description of their experiences and perceptions in the context of digitaliza-
tion and new ways of providing healthcare services, motivates for a qualitative approach
[36, 37].

The collection of data took place within the framework of the eTeam project, and
interviews in focus groups were used as the method. Collaboration and the exchange
of experiences are essential factors in the eTeam project, and by using the focus group
method,wewere able to include several participants representing differentmunicipalities
from both sides of the southern border between Norway and Sweden. The participants
had a variety of professional backgrounds, different positions in the organizations and
varying degree of experiencewith digitalization and development of newways to provide
healthcare services. Independent of different backgrounds, the focus groups facilitated
interaction in the different groups when they were questioned on topics related to their
experiences [37]. Participating in focus groupsmay result in a feeling of group pressure to
agree, andmay therefore limit the participants frompresenting controversies [38]. On the
other hand, it is a suitable method for revealing what the participants may agree upon and
their common experiences, but different viewpoints and experiences may also emerge.
Conducting focus groups facilitate the mobilization and activation of the participants
in a way that is not possible in individual interviews [39]. Interaction in the groups
contributed to new insight that we most probably not have had access to through other
methods. Furthermore, itwas important to get knowledge about the different participants’
experiences and affective responses at an individual level, but at the same time that
knowledge was meant to be the starting point when planning for workplace affordances
and work-integrated learning on an organizational level.

The municipalities were included based on that they were in process of digitalizing
services, implementing technology and developing new ways of providing healthcare.
With one exception, these are rural municipalities with more densely populated centers.
Scandinavian healthcare services are predominantly public, organized by the municipal-
ities and funded by taxes. Three rounds of focus groups were conducted. From two to ten
persons participated in each group, but the average number of participants were eight to
ten. In the first round, the groups were organized nationally on each side of the border.
Some of the groups were composed of managers within healthcare services, whilst pro-
fessionals like assistant nurses, nurses and physical and occupational therapists working
close to the patients and users, participated in the others. The composition of the groups
with the professionals aimed at including different occupations in order to identify and
discuss different professional perspectives.Moreover, one interviewwas conducted with
two participants from an IT department. In the next two rounds, the participants were
organized in mixed groups with Norwegian and Swedish participants, and the groups
were composed of both managers and professionals. In order to access the participants,
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contact persons in the municipalities recruited the participants. The criterion was that
the participants should be involved in digitalization processes or that they were to be
involved at a later stage. They all signed an informed consent.

3.2 Data Analysis

The interviews with the different focus groups were transcribed and data were analyzed
using content analysis. Conventional content analysis describes a phenomenon by devel-
oping codes through multiple readings of the interviews. Such an inductive approach
helps discover meaningful underlying patterns [40]. To reduce the risk of misinterpre-
tations of the data due to the researchers’ preunderstanding, all researchers discussed in
detail the findings and their systematization during the analysis process [41]. Thefindings
and themes crystallized through the content analysis were then applied to the Affective
Response Model as a systematic approach to understand how to predict and understand
the participants’ responses to technology and ICT. Applying the main themes from the
analysis of the findings into the taxonomy of the five dimensions of the ARM-model,
made it possible to differentiate affective concepts from the participants’ knowledge and
experience.

4 Results

4.1 Summarized Analysis of Results

The analysis of the focus group interviews identifies various barriers for both work-
integrated learning as well as digitalization of the healthcare services. The participants’
points at challenges and dark sides of technology originated from the changing needs
in the work practice when digitalizing the services. They have experienced many small-
scale implementation projects with varied outcome, and the situation is characterized by
a constantly introduction to new technologies. Some of the municipalities’ healthcare
organizations are aware of the demand for knowledge to facilitate the digitalization and
development of the services, but at the same time, they identify shortcomings related to
strategies necessary if the healthcare sector should concentrate and push development
of services fitted for the future. Through exploring the professionals’ and managers’
knowledge and experiences related to digitalization and new ways of providing health-
care services, different responses to ICT were identified. Lack of understanding of ICT
and technology, limited possibility for collaboration and teamwork and lack of opportu-
nity for training and learning were all elements that were crystallized from the content
analysis.

Understanding of and Attitudes to ICT and Technology
There are differences in how the professionals perceive the ongoing digitalization with
introduction of ICT and technology. Some refer to technologies as technical artifacts
they have to handle, and have to learn to handle. Others refer to them more according to
their functions, for example as “smart house”, providing the opportunity to be connected
to things and people and to be able to monitor, raise alarms and communicate. One of
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the participants gave an example of a patient having the opportunity to call and speak
to a nurse out of the ordinary visits. In all three rounds and in all groups there were
participants sharing negative experiences with ICT, but at the same time, they expressed
to have an all over positive attitude to digitalization and the technology introduced as
part of that process. Several of the managers had experiences with female professionals,
age of 50–60 years old, having a negative attitude to ICT and technology in general.
According to the same managers, the digital development and lack of technological
knowledge and experience in this group were the explanation for the negativity. Both
managers and professionals perceived the patients as quite positive to the technology,
and it was referred to several patients above 80 years in age paying their invoice on the
internet as well as using Skype for communication.

Some professionals are aware of that they have to change the routines of how to
perform their work, related to the digitalization and development of new ways of pro-
viding healthcare services. The professionals’ talk about how time they earlier used on
providing care directly to the patients, they now have to spend on providing technical
support to the patients and their relatives who are dealing with security alarms and mon-
itoring their disease at a distance. Some of the professionals express a dilemma related
to technologies providing opportunities for better control of the patients and their dis-
eases and the reliability gets better, when simultaneously the same technology requires
an increasingly amount of resources from the professionals and the organizations. One
of the nurses expressed her frustration and said that if more patients are given security
alarms that they use to call for help and need support to administrate, the profession-
als have to change the way they work to be able to respond all the calls and provide
both support on technology on top of the ordinary healthcare service. Based on their
experiences from work, the participants talked about a need for developing competence
related to ICT and technology. Not all professionals are accustomed to use ICT and
other technologies such as digital devices or computers in their work. In order to be
able to digitalize the healthcare services they expressed a need to learn and understand
more about the functionality of the specific technology introduced and how the new
technology could communicate with systems already in place. At the same time, several
of the participants expressed to have competence related to technology, and they told
about professionals in their workplace handling ICT and technology in a competent way.
Therefore, the knowledge as well as the need for learning among the professionals seems
to be extremely varied.

Because of the introduction of ICTandother technologies, bothmanagers and profes-
sionals participating in the groups knew colleagues experiencing the new conditions for
work as a threat to themselves and to their own work. Being afraid of what is unknown
was a statement that were repeated in various groups. The participants that had been
working with digitalization for a while told about how they had experienced colleagues,
by learning and gaining more understanding, beginning to perceive ICT and other tech-
nologies as positive opportunities for their work and for the patients. Frequent change of
technologies resulted in frustration for many professionals. They talked about how the
frequent change of devices made it difficult for the professionals to be updated and to
have knowledge and understanding of all existing technologies. One of the participants
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said that in situations where the professionals do not know the technologies; it is diffi-
cult for them to provide support to the patient and to facilitate the intended use in the
patient’s home. Some of the participants also expressed their frustration related to the
professionals’ being responsible for the technology and its functionality when placed in
the patients’ homes. They were also engaged by discussions related to technology from
a private marked, and shared experiences of having to help patients with technology that
were nor provided by the healthcare services. As one of the participants expressed: “…
every single person over 65 years of age is soon better equipped to use ICT and other
technology than professionals in the healthcare services”.

Collaboration and Teamwork
Through the discussions, it appeared that the majority of the participants experience a
lack of collaboration and arenas for practicing teamwork. When the participants were
talking about teamwork, it was a common view that teamwork should involve different
stakeholders like different departments in the healthcare services, the department respon-
sible for IT and digitalization, as well as stakeholders from private sector, patients and
relatives. Both managers and professionals pointed at a “common language” as a prereq-
uisite for collaboration, and they concluded that it is often a lack of such a vocabulary.
TheNorwegian Labour andWelfare Administrations (NAV) and their technical aids cen-
ter was one of the examples of a very important collaborator for the municipal healthcare
services. Even if the technical aids center were seen as an important partner, the partici-
pants mentioned various barriers to the interaction with them. The technical aids center
are providing different utilities and tools to patients and people living with disabilities,
but several of the professionals expressed to be uncertain about what utilities the center
could offer and what rules and laws that regulated the rights of different patients and
different diagnosis. The experienced lack of collaboration was not only tangible related
to different sectors like healthcare and the technical aids center, but as well within the
healthcare services. The participants talked about how different professional roles are
authorized to prescribe different kinds of technical aid and services. A physiotherapist
explained it as “there are different prescribers for different utilities and tools, depending
on who is responsible for the expenses and budget”. In all the groups, they had focus on
the necessity of more collaboration and they talked about how different professions and
different roles could complement each other with knowledge and experiences. Partici-
pants from one municipality shared their experiences with groups that were built up by
different professions representing different departments. These groups have a mandate
to work with digitalization and development of services together, independent of the
traditional working lines. A nurse expressed that “we need a sort of care technician, who
are able to supervise and support the caring staff”. In lack of the role “care technician”,
the same participant said that if the workplace provide arenas where interdisciplinary
teams may collaborate, it would facilitate sharing of knowledge for both managers and
professionals.

As described in the previous section, many participants felt frustration related to all
the resources they had to spend on supporting and guiding of both colleagues, patients
and relatives when introducing technology. They called for more collaboration with
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instances like public libraries and schools since they meant that they had a defined
responsibility for public education.

Learning, Training and Competence Development
Some of the managers talked about the need for a new type of changes in the healthcare
services. According to those managers, both managers and professionals are used to
constantly changes, but they felt the actual demands for developing healthcare services
for the future without having the answer of the concrete needs of the future, much more
challenging. Several participants point at the importance of developingmore competence
among the managers. Professionals in different groups agreed that the professionals’
ability to learn and to increase their knowledge about digitalization and development of
services for the future depends on the knowledge of the managers.

The overall experience among the participants is that the persons, who work in
departments where technology is introduced, receive specific training on how to use
a given technology. The professionals’ perceived outcome of specific training varied,
but many of them referred to the way training was organized as a challenge. It was a
widespread experience that one or two, more or less random chosen colleagues received
training and were given the responsibility for sharing knowledge with the rest of the pro-
fessionals. Professionals required more quality assurance regarding the internal training
related to specific technologies. Thus, the individual learning processes were character-
ized by trial and error. As a response to the demand for learning and training, some of the
managers explained that they organized visits to departments that already had experi-
ence with technology in addition to the specific training. The same managers added that
their department had established routines to dedicate 1–2 days a year focusing on new
technology and related training needs. Other managers referred to positive experiences
with video-recorded instructions and manuals going along with the introduction of a
new technological device. According to the managers, professionals were satisfied with
the opportunity to use video instructions. The positive experience with video instruc-
tions were related to the possibility to watch the video one or several times according to
their individual needs. Both managers and professionals shared stories about the signif-
icant differences in learning capabilities among the persons working in the healthcare
services. Some managers had experiences with professionals having problems reading
traditional manuals and instructions. They pointed at language skills and age as addi-
tional challenges. Some of the participants had experiences with eLearning afforded as
a tool for learning and increasing of knowledge, but both the managers and the profes-
sionals argued that eLearning depended on a lot off initiative from each individual that
were going to attend the eLearning course. It appeared to be a widespread understanding
that the best effect of learning could be achieved through learning and training organized
and structured in line with issues the professionals themselves experience as particularly
challenging. One of the participating nurses expressed that “it is a difference between the
general knowledge you need to provide a professional work and the specific knowledge
you need at the actual workplace”.
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5 Discussion

5.1 Summarizing of Results

The aim of this paper is to explore knowledge and experiences with digitalization and
development of new ways of providing healthcare services among managers and pro-
fessionals in municipal healthcare services. Through the participant’s discussions and
by analyzing the results emotions, moods and other responses to ICY and technology
are identified. The results show that the professionals lack understanding of innovative
technologies and together with their differences in attitudes to the technologies, chal-
lenges will arise when digitalizing the services and the processes were the healthcare
services for the future are to be developed. The results also imply that both professionals
and managers are in lack of possibilities and arenas were they could collaborate and
work in teams. According to our findings, there are an articulated need for opportunities
for learning and development of knowledge. The demand for learning and knowledge is
not answered, and the result may be an experience of the dark sides of technology and
negative responses towards digitalization and development of new ways of providing
healthcare services. Knowledge, experiences, emotions andmoods are identified through
the analysis of the focus groups, but also by the participants in the groups underway in
the process with the three rounds of focus groups. In the following section, the results
will be discussed in light of the ARM-model and its taxonomy of five dimensions.

5.2 Affective Responses to Digitalization and Introduction of Technology

The understanding of and attitude to digitalization and introduction of ICT and other
technologies may be related to different dimensions in the ARM-model depending on
each individual. Some participants referred to the introduction of technology at their
workplace as “something” they just had to take into use, and that associates with the 4th

dimension when the stimulus and the effective response is connected to technology in
general. Little attention on specific technologies can be related to what the ARM-model
describes as a general dimension, which means that the affective response to technology
“is applicable to a general class of technologies” [30]. When the technology is referred
to in general terms, it may be more difficult to make plans for learning affordances and
it may indicate a need for learning on a more general, superior level. Organizing for
work-integrated learning at the workplace demand on the one side suitable affordances
provided by the workplace, and on the other side it is dependent on the engagement
of the individuals working there [24]. The workplace affordances are decisive for the
individual engagement, and the “right” affordances may motive to engagement. Female
professionals at the age over 50 years old were reported to be a group with several
examples of negative attitude to ICT and technology. Since the digitalization of the
healthcare sector is a relative new phenomenon, the negative attitude is likely to be
explained as a response that “is just there”. A response “just being there” indicates that
it is residing within the person independent of a concrete technology. A person with
a response connected to the residing dimension where the person itself represents the
referent object, it is also likely that the person refers to technology in general terms as
in the 4th dimension. Many participants talked about being afraid of the unknown. That
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type of affective response may be connected to the concept were the referent object of
the residing dimension lays in the intersection of person and technology. The person
feels afraid, not because of his or her personality or stable mood and the fear is not a
result of a technological stimulus. The fear lies in sort of an intersection between the
technology and the person, meaning that another technology may or may not provoke
the same response. And the same technology may or may not result in the same affective
response for another person [29].

Planning for workplace affordances will be challenging when there are persons with
the described attitude to technology. Looking into the temporal dimension will be off
interest to identify if the attitude and the affective responses are trait-like or state-like.
If the person itself represents the referent object and they assume a distance to the
technology, it is probably a permanent, trait-like response. Facing affective responses
that are trait-like, means that the managers or the persons facilitating the affordance will
have to prepare for a more systematic approach than if the response were only fleeting
connected to a certain situation. Affective responses can be both state-like and trait-
like, and according to Agogo and Hess [30] a trait-like response can change to a state-
like when introducing systematic programs to reduce for example affective responses
like computer anxiety. That mechanism were also discussed in the groups when the
participants claimed learning and more knowledge would reduce the feeling of fear and
uncertainty. Even if a trait-like response may represent a more challenging attitude to
change, the advantage is the predictability. Having good knowledge about the concept of
a persons’ or a groups’ affective response may be helpful when planning for affordances
and for work-integrated learning. Through the focus groups it appeared that all the
participants had experiences of the dark sides of technology, but in spite of negative
experiences the majority expressed to have an all over positive attitude to digitalization
and technology. In light of the process- and outcome-based dimension, the “duality” of
the all over experience may indicate that they have some negative experiences related
to the process-based evaluation of the digitalization, whilst their all over satisfaction is
related to an outcome-based evaluation.

The dark side of technology is reflected through the frustration they feel when having
to prioritize support on ICT and other technologies to colleagues, patients and relatives
at the expense of the time traditionally used tomore typical caring tasks together with the
patient. The experience of “loosing” the possibility to spend time with the patients aligns
with a study of Mort, Finch and May [42], concluding that introduction of technology
is likely to lead to a bigger distance between patient and those providing the healthcare
services and to a objectification of the patient [42]. The ones that feel frustration just
thinking about the technology, directs their responses to the technology as a device
representing something that makes it difficult to carry out their work as they are used
to. The other expression of affective response in the 3rd dimension can appear when the
person are to use a computer, and the stimulus will be “using computers” [29]. When
the behavior and interaction with the technology are focused, it may be easier for the
professionals to see value in the process of digitalization and introduction of technology.
Interacting with a technology may provoke positive affective response by developing
a new form of patient-provider relationship on the basis of sharing data, prescribing
therapies, asking for advice through ICT [43].
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Among the participants, there were a unison view that lack of knowledge represent
a barrier for the digitalization of the healthcare services, and an experienced shortage of
knowledge will result in a negative response when evaluating the use of technology in
a process-based manner, seldom or never reaching an measurable outcome. A parallel
problematic may be related to the experienced lack of arenas practicing teamwork and
collaboration. Struggle and difficulties along the process, makes it challenging to reach
an outcome, that may lead to new insight and a further development of both knowledge
and collaboration opportunities. When professionals have negative experiences with
technology as a medium for collaboration, it will create a negative affective response to
the intersection of person and technology stimulus [30]. The negative affective response
formed by the person or professionals’ response to the stimulus might have a negative
effect on the collaboration per se, even if ICT and information systems for healthcare
expected to support collaboration and teamwork [44]. In alignment with the experienced
lack of collaboration, the participant’s points at a need for a common language. Related
to the group “other stakeholders”, the participants from the municipalities wishes to
increase their collaboration with the technical aids center. The participants’ experienc-
ing not having a common language or other qualifications necessary for collaborating,
will consequently experience the dark sides of technology. That may easy become a
situation where the person finds him or herself on the wane with no positive responses to
technology, and the challenges related to engage in learning andknowledge development.

An average of the participants were pointing at the importance of learning more and
developing more knowledge and generic competencies that are useful across different
clinical context [45]. In addition to the experienced need for generic competence, both
managers and professionals expressed a need for a new, more specific type of knowl-
edge. In accordance to Barakat [15] and Lapão [16], the new type of knowledge can be
characterized as state-like because the response were actuated due to a fleeting situation
dominated by lack of knowledge related to ICT, technology and the ability to contribute
to continuously development of the services. In the focus groups, the participants pre-
sented some examples of affordances aiming at facilitating learning at the workplace. In
the example with the eLearning courses, the affective response were related to a specific
technology and it is easier to evaluate both the process and the outcome when it relates
to a specific technology. When developing knowledge and especially in relation with
video-recorded instructions and eLearning, the response will be connected to a specific
behavior with the technology [30]. The overall affective responses to the eLearning
courses were negative. The technology, both the process- and the outcome-based evalu-
ation, as well as technology as an object and the behavior with the technology are easy
to follow, and still the participants do not find any motivation to engage in eLearning.
The organizational training, were the instructors are randomly pointed out and the pro-
fessionals often felt that they were supposed to learn by trial and error, leads to affective
responses as the dark sides of technology. The process-based evaluation will be negative
because the professionals experience too much problems in their interaction and “be-
havior” with the technology. In those two examples, the workplace affordances are not
fitted with the needs of the professionals.
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6 Conclusive Reflections

Challenges related to learning and knowledge are identified and analyzed by using the
ARM-model. The challenges originate from the changing needs in the work practice
when digitalizing the healthcare services. Small scale projects were technology is intro-
duces are often conducted to try out different technologies, whereas the experiences are
very varied. The importance of workplace affordances that are in line with the profes-
sionals needs are decisive. The affective responses and the consequences those responses
will have on each individual’s motivation to engage in learning at the workplace, as well
as the well-being of individuals, organizations and societies, will depend highly on how
managers and professionals experience the quality of the learning environment facil-
itated by the workplace affordances and enhancement of competence. Powerlessness
and avoidance of responsibility may be examples of affective responses in situations
where there is lack of a common language that enables collaboration, clarification of
which department and which roles who are responsible for decisions related to use and
prescription of technology as part of the healthcare service.

A learning environment, knowledge and competence is decisive when it comes to
the process of digitalization the healthcare services and introducing technology and new
ways of providing the services. Knowledge about the dark side of technology and use of
ICT is important in a society where managers and professionals in healthcare services
have to relate to new technologies and new ways of providing services constantly.

This paper is a contribution to the identification of a systematic way to increase
knowledge about the affective responses of managers and professionals in municipal
healthcare services. That knowledge are decisive when planning and organizing for
workplace affordances and work-integrated learning to be able to shape the affordances
in a way that engage the different individuals. A limitation for in the study was that
many of the participants had limited experience with ICT and other technologies, and
that made the foundation of their contribution equally restricted. Further studies should
focus on the connection between the use of ARM as a systematic approach to knowledge
about affective responses and how it should be used in practice to increase the effective
output when organizing for work-integrated learning.
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Abstract. Immersive virtual reality (VR) has attracted widespread attention and
has been increasingly adopted in education. However, the influence of immersive
VR on learning outcomes is still unclear, with conflicting results emerging from
the research. The contradictory research can be attributed to the fact that little
research has systematically analyzed the effects of immersive VR on learning
processes and ultimately on learning outcomes. Therefore, this study focuses on
analyzing how immersiveVRaffects learning outcomes and explaining the reasons
behind the contradictory research about immersive VR’s effects. A survey was
conducted in a laboratory setting in which the participants were asked to play
an immersive VR application for learning. The results show that immersive VR
affects learning outcomes through affective and cognitive paths. In the affective
path, immersiveVR features influence learning outcomes through themediation of
immersion and enjoyment. In the cognitive path, immersive VR features influence
learningoutcomes through themediationof usefulness, control and active learning,
and cognitive benefits. By providing a nuanced understanding of the effects of
immersive VR on learning outcomes, this study contributes to the VR literature
for learning.

Keywords: Immersive VR · Learning outcomes · VR features · Affective path ·
Cognitive path · Immersion

1 Introduction

Virtual reality (VR) is a technology that generates a three-dimensional (3-D) virtual envi-
ronment in which users interact with virtual objects through sensing devices [1]. Immer-
sive VR allows users to fully immerse themselves in a virtual environment through
stereoscopic displays, such as the head-mounted display (HMD) and cave automatic
virtual environment (CAVE) [2]. Immersive VR is currently applied in many fields,
including education [3], aerospace [4], and entertainment [2]. Educational institutions
are inclined to progressively adopt educational immersive VR applications and displays
to facilitate students’ learning due to the potential benefits of immersiveVR (e.g., immer-
sion, interaction, imagination) [3, 5]. Therefore, research on the impact of immersive
VR on learning outcomes has become increasingly important [5, 6].
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In recent decades, researchers have empirically investigated how immersive VR
enhances learning outcomes. While some have proven that immersive VR has positive
effects on various dimensions of learning outcomes [7–9], others have failed to find
significant effects [10, 11]. These conflicting results have puzzled educators and learn-
ers alike, leaving them wondering whether they should use immersive VR, and if so,
in which situations immersive VR enhances learning outcomes. Although some stud-
ies have provided a few perspectives, proposing that immersive VR’s impact will be
influenced by cognitive load and summary habit [3, 10], there is still a lack of research
systematically exploring the influencing process of immersive VR to provide possible
explanations for the conflicting results. Therefore, this research intends to fill this gap.

This research builds on the two-path model proposed by Makransky and Petersen
[12] to explore how immersive VR influences learning outcomes through both affective
and cognitive paths. By extending our understanding of the underlying mechanisms by
which immersive VR influences learning outcomes, this study provides useful insights
into design strategies that will harness the benefits of immersive VR in education.

2 Literature Review

2.1 Immersive VR

Immersive VR is a systemwith special hardware that provides userswith the psychophys-
ical experiences of being completely isolated from the physical world outside by pro-
viding a sense of being fully immersed in a virtual environment [13]. It allows the users
to interact with a virtual environment via an HMD or CAVE, which blocks the users’
visual access to the physical world and projects a stereoscopic virtual environment [14–
16]. ImmersiveVR techniques, such as 3-D images, high-quality audiovisual effects, and
accurate motion tracking functions, are used to enhance the users’ feelings of immersion
[17].

To gain a deeper understanding of immersive VR, it is necessary to explore its tech-
nological features. According to Lee et al. [18] and Whitelock et al. [19], the most
prominent dimensions of VR features are vision and movement. Regarding immersive
VR, the vision features include representational fidelity and aesthetic quality. Represen-
tational fidelity refers to the realistic degree of the virtual objects and virtualworld,which
is enhanced by 3-D images, scene content, and smoothmotion of the virtual objects [20].
The aesthetic quality, which describes the visual aspects of the virtual environment [21],
is also essential because it influences the users’ motivations and interests [22, 23]. Due
to its representational fidelity and aesthetic quality, immersive VR has great potential to
attract and retain users.

The movement features of immersive VR include immediacy of control and inter-
activity. Immediacy of control describes the ability to smoothly change the viewpoint
and to manipulate objects with expected continuity in the virtual world [18]. In addi-
tion, immersive VR has another important feature: interactivity, which is defined as the
degree to which users influence the form or content of the immersive virtual environ-
ment [24]. Highly interactive VR not only allows users to navigate the virtual world but
also to explore, control, and even modify this virtual environment [24, 25]. Interactivity,
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a core advantage of immersive VR, distinguishes immersive VR from other technolo-
gies because it provides its users with effectiveness and motivation through multiple
interaction possibilities, which most other technologies fail to offer [24]. For instance,
immersive VR attracts users by detecting their head and finger movements, while a great
number of technologies only respond to users’ clicking a mouse.

2.2 Immersive VR in Education

ImmersiveVR has been adopted in the education and training industry, including science
and mathematics education [26–28], firefighting training [29], and mine-rescuing train-
ing [30]. Researchers have examined the effects of immersive VR on learning outcomes
[6, 9, 31]; however, there is still much doubt about whether it truly increases learning
outcomes [14, 16].

Inconsistent Results. Considerable research has proven the positive influence of
immersive VR on learning outcomes, including learning motivation [8, 32, 33], per-
ceived learning effectiveness [6, 34, 35], and objective learning performance [36, 37]. It
was reported that immersive VR might increase learners’ motivation through providing
interactive experiences [3], immersion [38], and realism [39]. As for perceived learning
effectiveness, it would be stimulated by the learners’ perceived presence [32] and their
openness to immersive VR [35]. Evidence has also shown that immersive VR increased
objective learning performance, which was even better than other traditional teaching
methods [36, 37].

However, there are several studies showing that the impact of immersive VR on
learning outcomes was insignificant [12, 40, 41]. Immersive VR did not effectively
improve the performance of knowledge transfer, although the students felt a strong
sense of immersion [11] or presence [42]. One possible explanation was that immersive
VR devices were so sophisticated that the learners felt cognitively overloaded in the
learning process [10, 42]. In conclusion, although immersive VR provides learners with
a strong sense of immersion, it cannot guarantee the improvement of learning outcomes.

The Mediating Role of Learning Processes. To investigate the effects of immersive
VR on learning outcomes, it is important to further identify when and how to use VR’s
features to support the learning process, which ultimately enhance learning outcomes.
Lee et al. [18] proposed that desktop VR features affected learning through interaction
experience (i.e., usability) and psychological factors (i.e., presence,motivation, cognitive
benefits, control and active learning, and reflective thinking). Based on the discussion
above, this study focuses on analyzing immersiveVR features and explaining the process
of how immersive VR affects learning outcomes.

3 Theoretical Background and Model

3.1 Technology-Mediated Learning

Technology-mediated learning (TML) describes a situation in which learners interact
with learning materials, peers, or lecturers through the intermediary role of advanced



Exploring the Effects of Immersive Virtual Reality on Learning Outcomes 89

information technologies [43]. TML theory suggests that information technology and
institutional strategy ultimately influence the learning outcomes through psychological
learning process [43]. Studies focusing on how learning is mediated by the interven-
tion of VR have gradually developed TML theory in the VR context [12, 18]. In the
work of Makransky and Petersen [12], two paths (i.e., the affective and cognitive paths)
are proposed to explain how desktop VR influences learning (see Fig. 1). The affective
learning path is concerned with the internalization of learners’ positive emotions and
attitudes toward learning [44, 45]. With positive emotions, learners are driven to learn
more and apply their knowledge after learning [46]; therefore, affective factors play a
crucial role in influencing learning motivation [47] and in the quantity as well as quality
of knowledge learned [48]. The cognitive learning path is concerned with the process
of improving cognitive abilities and acquiring cognitive objectives [49]. According to
Bloom [50], cognitive learning includes memorizing, comprehending, applying, ana-
lyzing, synthesizing, and evaluating knowledge, which eventually enhances learners’
acquisition of knowledge, skills, and abilities [49].

Fig. 1. A TML framework in the VR context

Based onMakransky and Petersen’s work [12], this study proposes an adaptedmodel
of TML theory in the immersive VR context, as shown in Fig. 2 and Fig. 3. There are
several differences between our model and Makransky and Petersen’s model [12]. First,
this model updates immersive VR features (i.e., representational fidelity, immediacy of
control, interactivity, and aesthetic quality) to describe immersive VR.

Fig. 2. Immersive VR features
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Fig. 3. Research model

Second, this study proposes immersion and enjoyment as the affective factors, and
control and active learning, cognitive benefits, and reflective thinking as the cognitive
factors. Immersion describes the sensation in which learners are fully involved in the
artificial world and get confused about the virtual and real world [44, 51].Enjoyment per-
tains to the extent to which people find the learning activities enjoyable [52]. Immersion
and enjoyment as affective factors indicate the positive emotional responses during the
learning process. Three cognitive factors are included in the model. Control and active
learning pertains to the instructional design, which allows learners to actively make their
own decisions and eventually feel competent as well as self-determined in learning [18].
As for cognitive benefits, it indicates that the learners have improved memorization,
understanding, and application of knowledge [18]. Reflective thinking is defined as a
state of mind whereby learners inquire about their doubts [12].

Third, combining the work of Lee et al. [18] and Makransky and Petersen [12], this
research adopts motivation, learning effectiveness, and learning performance as learning
outcomes. Motivation and learning effectiveness are subjective constructs that reflect
learners’ viewpoints toward learning.Motivation refers to an internal psychological state
that stimulates learners’ behaviors and indicates a direction [53]. Learning effectiveness
measures the extent to which learners believe that they have gained knowledge [54]. As
an objective construct, learning performance refers to the learners’ overall knowledge
and skills acquisition after the VR intervention [55].



Exploring the Effects of Immersive Virtual Reality on Learning Outcomes 91

3.2 Research Hypotheses

According to TML theory, immersive VR features enhance both immersion and enjoy-
ment. Through increasing the realistic degree of the virtual environment, immersive
VR allows learners to easily feel as though they are in the virtual world, enhancing
their feeling of immersion [56, 57]. Moreover, with diverse interaction methods, smooth
movements, and instant feedback, immersive VR enables learners to directly interact
with the 3-D virtual world as they would in the real world, increasing their feeling of
immersion [58, 59]. Furthermore, immersive VR enables learners to navigate the virtual
world and control the virtual objects in different ways, bringing them interesting expe-
riences and increasing their enjoyable feelings. There is extensive evidence proving that
immersive VR features are significantly relative to learners’ enjoyment [6, 12]. Based
on the discussion, we propose the following hypotheses.

Hypotheses 1a–b: Immersive VR features positively influence a) immersion and b)
enjoyment.

TML theory suggests that immersive VR has a positive impact on cognitive factors,
including control and active learning, cognitive benefits, and reflective thinking. With
vision and movement features, immersive VR not only visualizes knowledge; it also
allows learners to actively control the learning objects, which enhances their under-
standing, memorization, and reflective thinking of the learning content with less cogni-
tive effort than traditional learning [27, 60–62]. Based on the discussion, we propose the
following hypotheses.

Hypotheses 1c–e: Immersive VR features positively influence c) control and active
learning, d) cognitive benefits, and e) reflective thinking.

Based on TML theory, the effects of the technology features on cognitive learning
processes aremediated by the interaction experience, which is represented by technology
usability, including ease of use and usefulness [12, 18]. In this hypothesized model, ease
of use is excluded because immersive VR is not always easy for learners to use. Learners
tend to believe that learningwith immersiveVR is useful because immersiveVRprovides
diverse learning experiences and timely feedback on their behaviors [63, 64]. When
learners feel that immersive VR is useful, they might also think it is relevant, important,
and valuable to their learning, resulting in their willingness to actively control learning
activities [65]. Moreover, because perceived usefulness increases learning initiative,
it offers the possibility of promoting conceptual understanding [66], and significantly
influence reflective thinking [12, 18]. Based on the discussion, we propose the following
hypotheses.

Hypothesis 1f: Immersive VR features positively influence usefulness.
Hypotheses 2a–c: Usefulness positively influences a) control and active learning, b)
cognitive benefits, and c) reflective thinking.



92 Y. Lin et al.

TML theory proposes that all psychological factors have positive effects on learning
effectiveness. Immersion and enjoyment are proven to promote the positive impact of
immersive VR on learning [18, 67, 68]. When immersed in the virtual environment,
learners are not disturbed by the outside world; they are focused on learning the content,
making their learning effective. When learning with immersive VR is enjoyable, the
learners will gain high interests and improve their learning efficiency, which enhances
their perceived learning effectiveness [68, 69].

When learners have high control and perform active learning, they make decisions
about their learning path, learning pace, and instruction methods [70]. As a result, the
learners are able to adjust the learning process according to their personal situations and
discover the most suitable learning methods, which allows them to feel their learning
effectiveness [18, 71]. With cognitive benefits, learners gain better understanding, mem-
orization, and application of knowledge in immersive VR [18]. After improving their
cognitive abilities, learners can comprehend, recall, and apply knowledge in a shorter
time, which leads to their perceived learning effectiveness. Reflecting thinking enhances
learning effectiveness by enabling learners to critically reflect on what they have learned
and their doubts [61, 72, 73]. By gaining new knowledge after reflection, learners tend to
believe that their learning is effective. Based on the discussion, we propose the following
hypotheses.

Hypotheses 3a–e: a) Immersion, b) enjoyment, c) control and active learning, d)
cognitive benefits, and e) reflective thinking positively influence learning effectiveness.

Affective factors are proven to have a positive impact on learning motivation [12].
Immersion provided by immersive VR allows learners to fully engage in virtual learning
activities, providing them with a different learning environment and unique learning
experiences. These novel learning experiences enhanced by immersion stimulate the
learners’motivation and curiosity to explore the virtual world and learnmore [74]. As for
enjoyment, it is believed to positively affect the learners’ motivation because enjoyment
is one of the internal needs that enhances intrinsic motivation in learning [75]. When
the learners’ inherent needs for happiness are fulfilled, they will be motivated to learn.
Based on the discussion, we propose the following hypotheses.

Hypotheses 4a–b: a) Immersion and b) enjoyment positively influence motivation.

Motivated learners are likely tomake a positive evaluation of their learning effective-
ness [43, 64, 76]. If learners aremotivated, theywill actively devotemore time and energy
to learn and gainmore knowledge; therefore, they tend to feel that the learning is effective
[77]. The relationship between learning effectiveness and learning performance has also
been widely discussed. Learners usually think learning is effective because they believe
that they gain more new knowledge, which will simultaneously improve their learning
performance. Moreover, with positive perception of the learning effectiveness, the learn-
ers are more willing to learn, resulting in the improvement of learning performance [76,
77]. Based on the discussion, we propose the following hypotheses.

Hypothesis 5a: Motivation positively influences learning effectiveness.
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Hypothesis 5b: Learning effectiveness positively influences learning performance.

4 Methods

4.1 Research Subjects and Procedures

To test the hypotheses we propose, this study employed a survey method. Sixty under-
graduate and postgraduate students were recruited from a university in Hong Kong.
First, the participants were asked to answer demographic questions and biology ques-
tions related to the immersive VR learning content, which took about 10 min. Next,
the participants played an immersive VR game with HMD for about 10 min. Last, the
participants were asked to answer a list of biology questions in the first session again
and fill in a questionnaire containing all constructs in the research model.

4.2 Software and Hardware

Participants were asked to play an educational VR application, The Body VR. This VR
application applied immersive animations and narration to instructing learners about the
knowledge of cells and the human body. A simulative and enlarged human body system
was designed to allow the learners to shuttle through the human body. The learners could
look around the virtual environment at 360 degrees. They were also allowed to touch,
rotate, and send out virtual objects, such as red blood cells andwhite blood cells. Figure 4
shows a screenshot of this game. A 2017 HTC Vive® as the HMD was used to offer the
fully immersive VR experiences. Two handheld motion controllers were provided for
interaction during the experiences.

Fig. 4. The screenshot of the Body VR

4.3 Questionnaires

The questionnaires consisted of demographic questions, a biology test, andmeasurement
items. The demographic questions included age, gender, nationality, major, and educa-
tional background. The biology test questions were multiple-choice questions about the
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information introduced in the learning application. These questions were used to test the
prior knowledge as well as the learning performance of the participants. Two pilot tests
with 10 students were conducted to ensure the test performances were differentiated.
The sequence of the questions used before and after playing was counterbalanced. The
measurement items of the other constructs were adapted based on the previous research,
and they were measured with a 5-point Likert scale, as shown in the appendix.

5 Results

Among the sixty participants, 41.7% (n = 25) of them were male, and 58.3% (n = 35)
were female. Their average age was 20. SmartPLS was used to test the model. The next
session shows the results of the measurement model and the structural model.

5.1 Measurement Model

We assessed the measurement model through an estimated coefficient or loading, con-
vergent validity, and discriminant validity. All items load significantly on their latent
constructs. We assessed the convergent validity through composite reliability (CR) [47],
cronbach’s alpha (CA), and average variance extracted (AVE). The lowest value of CR
and CA should be 0.7, while the lowest value of AVE should be 0.5 [78]. All constructs
meet the requirement (see Table 1).

Table 1. CR, CA, and AVE

Constructs CR CA AVE

Immersive VR features 0.855 0.773 0.597

Usefulness 0.876 0.788 0.703

Immersion 0.879 0.799 0.709

Enjoyment 0.967 0.949 0.907

Control and active learning 0.864 0.803 0.562

Cognitive benefits 0.877 0.823 0.589

Reflective thinking 0.880 0.821 0.647

Motivation 0.919 0.889 0.694

Learning effectiveness 0.859 0.798 0.551

The correlational method was applied to evaluate the discriminant validity. The
correlations between the constructs should be lower than the squared root of AVE.
Discriminant validity is achieved in this model (see Table 2).
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Table 2. Correlation between the constructs

1 2 3 4 5 6 7 8 9 10

1 0.768

2 0.748 0.750

3 0.726 0.719 0.742

4 0.505 0.511 0.405 0.953

5 0.289 0.451 0.310 0.468 0.842

6 0.720 0.675 0.707 0.674 0.501 0.833

7 0.297 0.255 0.415 0.262 0.061 0.339 1

8 0.717 0.694 0.586 0.435 0.388 0.666 0.179 0.804

9 0.757 0.741 0.661 0.474 0.349 0.693 0.325 0.720 0.838

10 0.563 0.557 0.510 0.628 0.549 0.719 0.184 0.434 0.536 0.772

Notes: Squared root of AVE for each latent construct is given in diagonals.
1 = Cognitive Benefits; 2 = Control and Active Learning; 3 = Learning Effectiveness; 4 =
Enjoyment; 5= Immersion; 6=Motivation; 7=Learning Performance; 8=Reflective Thinking;
9 = Usefulness; 10 = Immersive VR Features.

5.2 Structural Model

Figure 5 and Fig. 6 display the results of the structural model. The parameters of the
model include the path coefficients and squared multiple correlation (R2). The path
coefficients illustrate the effects of a variable as a cause of another variable, indicating
the effective connectivity between the constructs. R2 explains to what extent the variance
of a construct is explained by the independent constructs. In general, the results show
that most hypotheses have been supported, except H1d, H1e, H3a, H3b, and H3e.

Fig. 5. Loadings of immersive VR features

As shown in Fig. 6, the model explained 49.8% of the varience in motivation, 65.6%
of the varience in learning effectiveness, and 42.0% of the varience in learning perfor-
mance. Moreover, the immersive VR features are significant antecedents to usefulness
(beta = 0.536, t = 5.543), immersion (beta = 0.549, t = 7.386), enjoyment (beta =
0.628, t = 8.206), and control and active learning (beta = 0.225, t = 2.022). Useful-
ness is a significant antecedent to control and active learning (beta = 0.620, t = 7.055),
cognitive benefits (beta = 0.638, t = 6.359), and reflective thinking (beta = 0.683, t =
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Fig. 6. Structural model

7.380). Immersion (beta = 0.237, t = 2.036) and enjoyment (beta = 0.563, t = 3.606)
are significant antecedents to motivation. Control and active learning (beta= 0.366, t=
2.267), cognitive benefits (beta = 0.289, t = 1.992), and motivation (beta = 0.439, t =
2.952) are significant antecedents to learning effectiveness. Learning effectiveness (beta
= 0.308, t= 2.813) is a significant antecedent to learning performance. However, immer-
sive VR features are not significant antecedents to cognitive benefits (beta = 0.221, t =
1.832) and reflective thinking (beta = 0.068, t = 0.661). Immersion (beta = −0.051, t
= 0.501) and enjoyment (beta = −0.168, t = 1.301) are not significant antecedents to
learning effectiveness. The control variables of this model include age (beta= 0.240, t=
1.910), gender (beta= 0.041, t= 0.334), degree (beta=−0.199, t= 1.641), interest in
technology (beta = 0.037, t = 0.356), previous VR playing experiences (beta = 0.131,
t = 1.214), and prior knowledge (beta = 0.395, t = 3.238).

6 Discussion

This research was set to explore how immersive VR influences learning outcomes. To
do so (1) we conceptualized and operationalized new technological features to describe
immersive VR and (2) we unpacked the paths from the immersive VR features to the
learning outcomes, focusing on the affective and cognitive factors.

First, we proposed four subdimensions of immersiveVR features, andwe empirically
tested the constructs. The convergent and discriminant validity satisfied the criteria,
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indicating that two new VR features (i.e., interactivity and aesthetic quality) are valid
factors that describe immersive VR’s characteristics.

Second, we tested how immersive VR features influenced learning performance
through the affective path. The results indicate that immersive VR features have a direct
impact on the affective factors (i.e., immersion and enjoyment). We did not find the
direct effects of the affective factors on learning effectiveness and performance. Instead,
the affective factors significantly increase motivation, which further influences learning
effectiveness and performance.

Third, we also tested how the immersive VR features influenced learning perfor-
mance through the cognitive path. The results indicate that the effects of immersive VR
features on the cognitive factors (i.e., control and active learning, cognitive benefits, and
reflective thinking) are mediated by usefulness. Except reflective thinking, control and
active learning aswell as cognitive benefits have a direct impact on learning effectiveness.

6.1 Theoretical Implications

There are several theoretical implications provided by this study. First, with two new
subdimensions, the VR features that are shown in this model comprehensively char-
acterize the technological features of immersive VR. Researchers are advised to adopt
these features as a basis for their immersive VR research in the future.

Second, we have identified how immersive VR enhances learning outcomes through
affective and cognitive paths. While the results are consistent with the research by
Makransky and Petersen [12], this study further develops their findings. Rather than
manipulating the learning outcomes as a second-order construct [18] or ignoring the
subjective evaluation of learning effectiveness [12], we also have an advanced under-
standing of the relationships between specific learning outcomes.Wefind thatmotivation
is proposed to influence learning performance through learning effectiveness. Prior liter-
ature either failed to explain why some psychological factors failed to influence learning
performance [12] or identify the precise relationships between them [18]. By unpacking
these relationships, we have clearly proposed and confirmed how the affective and cog-
nitive factors influence different learning outcomes and how immersive VR effectively
influences learning outcomes.

Third, we also provide a new perspective to explain the contradictory research results
on the effects of immersive VR to some extent. We have discovered the indirect impact
of immersion and enjoyment on learning effectiveness. For example, immersion is con-
sidered to be one of the advantages that contributes to the positive effects of immersive
VR on learning outcomes, partially because it allows learners to devote themselves to
the virtual learning environment and focus on learning [9, 79–81]. It was predicted that
learners should feel that their learning is effective when they are immersed in the learn-
ing environment. However, our research indicates the indirect impact of immersion on
learning effectiveness, which is aligned with the research by Hamari et al. [82]. The
framework shows that immersion needs to increase motivation before positively affect-
ing learning effectiveness. More specifically, if immersive experiences fail to motivate
learners, learners will not feel that their learning is effective. In conclusion, our study
suggests that it will be difficult for immersive VR to enhance learning outcomes if it
cannot influence these affective and cognitive factors.
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6.2 Practical Implications

Our work illuminates crucial immersive VR features that play an important role in the
learning process. To effectively enhance the positive effects of immersive VR, designers
of immersive VR applications should focus on improving the technological features
proposed in this research.

Moreover, this research points out the significant psychological factors (i.e., the affec-
tive factors and cognitive factors) of learners that immersive VR designers need to pay
attention to. The relationships between the psychological factors and learning outcomes
are also revealed from the affective and cognitive paths. Based on these findings, effec-
tive strategies to increase immersive VR’s positive effects on learning will be proposed.
For instance, designers are advised to increase learners’ motivation through enhancing
their immersive and enjoyable feelings. In general, many strategies are concluded from
this research to improve learners’ immersive VR learning experiences.

6.3 Limitations and Future Directions

This research has limitations, which should be considered in interpreting the find-
ings. The limitations might become future research opportunities. First, given that this
study used a single VR application, the generalizability of our findings is not ensured.
Researchers are advised to test themodel byusingdiverse immersiveVRapplications and
subject samples. Researchers might benefit from increasing the sample size or recruiting
subjects with different educational backgrounds to test the model. Second, although this
research included the major psychological factors associated with the learning process
in the model, there might be other factors that may mediate the effects of immersive VR
on the learning outcomes, such as cognitive load [10], flow [83], and satisfaction [32].
Therefore, researchers will benefit from taking a more comprehensive set of factors into
consideration when developing an understanding of immersive VR use in education.

7 Conclusions

This research builds on a two-path model to explain how immersive VR influences
learning outcomes through the affective and cognitive paths. Prior studies have shown
that VR technologies may or may not enhance learning performances. By investigating
how immersive VR features influence learning processes and outcomes, our research
provides explanations for the inconsistent findings. We speculate that if immersive VR
features do not stimulate the affective and cognitive factors to enhance motivation and
learning effectiveness, itwill be difficult to eventually improve the learners’ performance.
We also suggest that the interaction experiences and psychological factors should be
considered when designing an immersive VR to enhance learning.
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Appendix: Measurement Items

Constructs Items Sources

Representational
fidelity

1. The objects (e.g., the red blood cell) in the VR
application seemed real

Self-developed
based on [84]

2. The change of images due to view change and object
motion in the VR application seemed smooth

3. My actions directly resulted in expected changes in the
VR application

4. The audio effect of the VR application sounded real

Immediacy of
control

1. The ability to change the viewpoint in the VR
application allowed me to learn better

[12]

2. The ability to change the viewpoint in the VR
application made learning more motivating and
interesting

3. The ability to manipulate the objects (e.g., hit, move,
rotate) in the VR application made learning more
motivating and interesting

4. The ability to manipulate the objects in real time helped
to enhance my understanding

Interactivity 1. I had the impression that I could be active in the virtual
environment

[85]

2. The objects in the VR application gave me the feeling
that I could do something with them

3. I felt that the objects in the VR application could almost
be touched

4. There were times during which I felt like I was directly
interacting with the objects in the VR application

5. I felt the objects in the VR application were aware of my
presence

Aesthetic
quality

1. The visual design of the VR application was attractive [86]

2. The VR application was aesthetically pleasing

3. The VR application displayed a visually pleasant design

4. The VR application appealed to my visual senses

5. Overall, I found that the VR application was visually
appealing

Usefulness 1. Using the VR application as a tool for learning
increased my learning and academic performance

[12]

2. Using the VR application enhanced the effectiveness of
my learning

3. The VR application allowed me to progress at my own
pace

(continued)
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(continued)

Constructs Items Sources

Immersion 1. I lost track of time while playing the VR application [12, 82];

2. I became very involved in the VR application forgetting
about other things

3. I was involved in the VR application to the extent that I
lost track of time

Enjoyment 1. I found using the VR application enjoyable [12]

2. Using the VR application was pleasant

3. I had fun using the VR application

Control and
active learning

1. The VR application helped me to have a better overview
of the content learned

[12]

2. The VR application allowed me to be more responsive
and active in the learning process

3. The VR application allowed me to have more control
over my own learning

4. The VR application promoted self-paced learning

5. The VR application helped to get me engaged in the
learning activity

Cognitive
benefits

1. The VR application made the comprehension easier [18]

2. The VR application made the memorization easier

3. The VR application helped me to better apply what was
learned

4. The VR application helped me to better analyze the
problems

5. The VR application helped me to have a better overview
of the content learned

Reflective
thinking

1. The VR application enabled me to reflect on how I
learned

[12]

2. The VR application enabled me to link new knowledge
with previous knowledge and experiences

3. The VR application enabled me to become a better
learner

4. The VR application enabled me to reflect on my own
understanding

Motivation 1. The VR application could enhance my learning interest [5, 12, 27]

2. The VR application could enhance my learning
motivation

3. The realism of the VR application motivated me to learn

4. I was more interested to learn the topics

5. I was interested and stimulated to learn more

(continued)
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(continued)

Constructs Items Sources

Learning
effectiveness

1. I learned a lot of biological information in the topics [18]

2. I gained a good understanding of the basic concepts of
the materials

3. I learned to identify the main and important issues of the
topics

4. The learning activities were meaningful

5. What I learned, I could apply in real context
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Abstract. This paper examines the effectiveness of Flip-Flop quizzes, a
pedagogical methodology in which students create quizzes synchronized
with lecture videos as part of an inverted classroom. In order to generate
quality quizzes, students must understand the material covered in the
lecture videos. The results of our study inform the design of augmented
cognition applications.
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1 Introduction

Enrollment in Computer Science programs has increased throughout the United
States over the past decade [1–3] even though overall enrollment at universities
has remained largely the same [4]. However, this increase in students has not led
to a corresponding increase in degrees awarded. The annual Taulbee Survey by
the Computing Research Association [3] showed that the rate of enrollment has
outpaced the rate of graduations (Fig. 1), and Beaubouef and Mason [5] indicated
that 40% of students who started in a Computer Science program ultimately did
not receive their bachelor’s degrees. Somewhere between 28% [6] and 32.3% [7]
of students will drop or fail their introductory programming courses, and [7]
suggests that the actual attrition rate may be higher as programs with larger
dropout rates would be less inclined to publish that data.

Each student who leaves Computer Science has a reason for doing so. Lewis
et al. [8] defined affinity for the program as the most important factor in student
retention: a student who is more satisfied with the Computer Science program is
more likely to remain in the program. This affinity encompasses both technical
skills (the ability of the student to write code and comprehend theory) and
soft skills (emotional intelligence and experiences with peers and faculty). The
methods that instructors use and the environments in which that education
takes place are extremely significant [9–11]; consequently, the rest of this article
considers a potential change to those pedagogical methodologies.
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Fig. 1. Increases in enrollment and degrees awarded.

Traditional instructional methods utilize a teacher-centered classroom: the
instructor delivers lectures for the students to absorb during class. Those pupils
then complete assignments at home before returning to class to take quizzes and
tests designed to evaluate their understanding of the material. The inverted or
flipped classroom [12] reverses this model: students review materials at home in
preparation for exercises during class sessions where they may ask their instruc-
tors and peers for assistance. Although this approach is effective in improving
student achievement [13–15] and soft skills [16], the inverted classroom depends
upon students actually preparing for class in order to effectively participate in
the in-class activities. Approximately 20% to 38% of students will complete the
assigned readings most or all of the time before class [17], and those who do so
may only passively absorb the content without developing a deep understanding
of the concepts [14].

Learning by teaching also inverts the traditional model of education in that
it places students in the position of actively instructing their peers rather than
passively receiving information from a teacher [18]. The Flip-Flop methodology
introduced in [19] and expanded upon in [20] utilizes the principles of learning
by teaching to add a “flop” component to the flipped classroom: students create
multiple-choice questions and answers as part of a Flip-Flop quiz synchronized
with a lecture video. This procedure compels students to watch the lecture video
at least once to develop the questions and answers. However, the benefits of this
process may extend beyond merely ensuring that the students passively view the
videos. In order to create a quality quiz, a student must understand the material
and identify key concepts to write questions. Writing the correct answer for a
question is straightforward; writing the incorrect distractors for a question is
non-trivial as those choices must be wrong yet not so absurdly false that those
taking the quiz may discount the option entirely.
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The pilot study that Ogawa performed for the Flip-Flop methodology found
that the use of Flip-Flop improved student performance on a post-test, increased
student engagement, and reduced multitasking while watching the lecture video
[21]. The study presented below seeks to confirm those results with a larger sam-
ple size and an actual course rather than an experimental setting. Specifically,
we consider the following questions:

1. Does Flip-Flop improve student achievement?
2. Does Flip-Flop impact the strategies that students utilize when studying?
3. What lessons can be taken from the above questions and applied to a software

implementation of the Flip-Flop methodology?
4. How do the results inform augmented cognition design?

2 Methodology

2.1 Student Achievement

We examined the de-identified results for the final examination across two
semesters of ICS 101. ICS 101 is a course offered at the University of Hawaii at
Mānoa that covers fundamental computer concepts and productivity software
usage. The course includes in-person and online lectures that cover theory along
with lab sessions for practical guidance; the rest of this paper focuses exclusively
on the online video lectures where Flip-Flop was implemented. ICS 101 students
in the Spring 2018 semester (n = 135) were required to use the Flip-Flop method-
ology in generating questions and answers for the Social Informatics module of
the course whereas students in the Spring 2017 semester (n = 173) were not
exposed to Flip-Flop. If generating Flip-Flop quizzes has any impact on stu-
dent comprehension of the material, the students who created Flip-Flop quizzes
should outperform those who did not write quizzes on the final exam questions
covering material pertaining to those quizzes they made. We used an analysis of
variance (ANOVA) to determine if such a significant difference existed.

2.2 Student Behaviors

We also considered whether using the Flip-Flop methodology has any impact on
how students take notes while studying. 111 students who took ICS 101 in Spring
2018 responded to a survey regarding their experiences while creating questions
and answers for the aforementioned Social Informatics screencast. Questions 1
and 4 asked students about their note-taking behaviors before (Question 4) and
after (Question 1) introduction to the Flip-Flop methodology. Both questions
included a multiple-choice component for students to indicate the note-taking
approaches they utilized along with an open-ended response to explain their
answers in more detail. We used a t-test to determine whether the responses
to the multiple-choice component changed significantly. We also performed a
content analysis on the open-ended responses to identify patterns in the specific
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study strategies that students used, then an ANOVA on the results of the content
analysis to search for any significant differences in those results.

Question 2 from this survey inquired as to whether students were multitask-
ing while watching the lecture videos. As with the other questions mentioned
above, this question included a multiple-choice component (true-false) and an
open-ended response for participants to provide more detail. We performed a
content analysis on these results as well to identify what exactly students con-
sidered as multitasking.

2.3 Future Development

Question 3 in the aforementioned survey asked participants to report the diffi-
culties they encountered when using the Flip-Flop methodology. We performed a
content analysis on this data to identify the areas in which students experienced
difficulties, then an ANOVA on the results of that content analysis to determine
if any of those issues was significantly more problematic for students.

3 Results

3.1 Student Achievement

Only one of the 20 questions on the ICS 101 final exam showed a statistically
significant difference between the experimental (Flip-Flop) and control groups
(F(1, 16) = 11.82, p = 0.0034, η2 = 0.4249) (Table 1).

Table 1. ANOVA for ICS 101 final exam question 10

Source SS MS

Between groups 0.6169 1 0.6169 F = 11.82

Within groups 0.8350 16 0.0522

Total 1.452 17

Question 10 on the ICS 101 final exam was “Dr. Ogawa mentioned from
his own research that in a social network, men had a tendency to view other
men’s profiles and women had a tendency to view other women’s profiles because

.” This question tests the ability of the student to recall a fact men-
tioned during the lecture video and therefore fits into the Knowledge level of
Bloom’s Taxonomy [22].

3.2 Student Behaviors

Note-Taking Behaviors. Table 2 shows statistically significant changes
between the control and experimental groups in the responses to “Create illus-
trations of concepts” (t(7) = 2.366, p = 0.0499, r2 = 0.4444) and “Other”
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(t(7) = 2.497, p = 0.0041, r2 = 0.4711). The behaviors in both categories
decreased: students created fewer illustrations and utilized fewer “other” note-
taking techniques.

Table 2. Note-taking behaviors

Before After

Create a list of terms and definitions 67 76

Copy text such as bulleted lists from the video (slides) 76 70

Create illustrations of concepts 14 6

Create descriptions of concepts 23 39

Other 16 9

Because the results were provided to us in aggregate as part of the de-
identification process, we could not match the multiple-choice and open-ended
responses for each student. Consequently, we cannot determine what students
who responded with “Other” considered as alternate note-taking strategies. How-
ever, a content analysis of the open-ended responses allows us to categorize those
answers independent of the quantitative analysis shown in Table 2. The only sta-
tistically significant difference in that content analysis (see Table 3) was in the
responses to “Create a list of terms and definitions” (t(7) =−2.966, p = 0.0209,
r2 = 0.5568). This differs from the results in Table 2, especially in the number
of responses for the “Other” category. However, the direction of the changes
remains the same with the exception of that “Other” category.

Table 3. Note-taking behaviors: content analysis

Before After

Create a list of terms and definitions 6 13

Copy text such as bulleted lists from the video (slides) 12 10

Create illustrations of concepts 8 6

Create descriptions of concepts 4 6

Other 37 39

Even though the statistically significant categories targeted creating illus-
trations of concepts and other note-taking strategies decreasing, the researchers
noticed an increase in the creations of definition lists and descriptions of con-
cepts. We believe that this new focus was an adjustment that students made
based on the task of creating questions as opposed to studying for a quiz. With
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little instruction on various types of multiple choice questions that could be
created, it appears that students focused on factual recall type questions. This
could also serve as a possible explanation for the statistically significant increase
in one of the factual questions on the final examination.

3.3 Multitasking

There was no significant difference between the number of students who did and
did not multitask while viewing the lecture video (Table 4). However, the content
analysis (Table 5) and subsequent ANOVA (Table 6) provide more drastic results
(F(2,21) = 8.586, p = 0.0019, η2 = 0.4499).

Table 4. Multitasking - Raw data

Yes, performed other tasks No, did not perform other tasks

57 54

Table 5. Multitasking - Content analysis

Yes, performed other tasks No, did not perform other tasks Not Applicable

39 17 8

Table 6. Multitasking - Content analysis ANOVA

Source SS MS

Between groups 63.58 2 31.79 F = 8.587

Within groups 77.75 21 3.702

Total 141.3 23

A Scheffé post hoc test indicates that the Yes condition in Table 5 differs
significantly from both the No and Not Applicable cases. The results from
the content analysis thus differ considerably from the multiple-choice responses.
The participants who did not multitask may have not thought it worthwhile
to provide further details regarding their lack of multitasking. Another possi-
ble explanation is that students have a different understanding of multitasking
than expected. Some participants were engaged in other activities that clearly
distracted them during the lecture video:

– “Social Media and texting”
– “Talking to friends via Discord”
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However, other behaviors might not have truly qualified as multitasking. If a
participant did not simultaneously engage in some activity while simultaneously
watching the lecture video, no additional cognitive load would have burdened
the student when they were attending to the video.

– “The video was relatively short so I didn’t multi-task throughout but I did
take my dog out in the middle.”

– “After listening about the 2011 tragedy, I wanted to research it and look at
the event.”

Some participants also considered the Flip-Flop methodology to be multi-
tasking itself.

– “Creating questions for the assignment while listening to the video”
– “I wrote questions down as i was watching the lecture”

3.4 Future Development

The content analysis of the open-ended responses regarding the difficulties stu-
dents faced in watching the video to create questions identified eight major
themes:

We summarize the challenges that participants reported in Tables 8 and 9
with a Not Applicable category added to contain irrelevant responses.

The ANOVA reveals a statistically significant difference between the groups
(F(8, 63) = 4.517, p = 0.0002, η2 = 0.3645). The Scheffé post hoc test indicates
that the number of responses for the “Generation” group differs significantly
from all other categories with “Listening and Attention” differing significantly
from “Memory and Cognition” and “Not Applicable”. Consequently, we may
conclude that generating the questions and answers for the quiz posed the great-
est difficulty to students while they took notes; remaining attentive throughout
the lecture video was to a lesser extent problematic as well.

Most of the open-ended responses in the “Generation” category emphasized
trying to create reasonable questions and answers:

– “Trying to come up with legit, false answers to make the questions challenging
for someone that did not put in the effort to take notes.”

– “The most difficult aspects were trying to create multiple-choice questions
that would seem reasonable and not too off-handish and ridiculous that it’s
obviously not the correct answer.”

However, a few responses focused on the lack of clear expectations for the
questions and answers to create:

– “There was no context in terms of what kind of questions we were supposed
to create”

– “Honestly the most difficult aspect was wondering if the questions i was mak-
ing were good enough. I just didn’t really know what content to make into a
question or not (Table 7)”
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Table 7. Common difficulties in taking notes

Category Description and sample quote

Comprehension Understanding the content of the lecture video

• “Trying to keep up with understanding terms and
examples of each topic”

Correctness Ensuring that the answers are correct

• “Making sure that my answer choices weren’t
contradicting and also true”

Generation Creating questions and answers

• “Coming up with challenging questions”

Identifying Key Concepts Determining what exactly is important in the screencast

• “Knowing what info was most important vs. not as
important”

Interface Technical and usability issues in watching the video
lecture

• “The video player is a little wonky at times, so when I
try to get the timestamps or reverse the video to rehear
information, it’s a bit of a hassle”

Listening and Attention Remaining attentive during the lecture video

• “The video was too long and I had a hard time
staying focused because the material was very bland
and seemed like common sense”

Memory and Cognition Remembering information presented

• “multi tasking and remembering the terms”

Process Issues in following instructions and taking notes

• “Personally for me, I tried so hard to listening and
jotting down notes at the same time”

Table 8. Difficulties in taking notes

Total

Comprehension 14

Correctness 6

Generation 34

Identifying Key Concepts 8

Interface 6

Listening and Attention 19

Memory and Cognition 4

Process 15

Not Applicable 5
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Table 9. Difficulties in taking notes - ANOVA

Source SS MS

Between groups 91.78 8 11.47 F = 4.517

Within groups 160.0 63 2.540

Total 251.8 71

4 Design Implications for Augmented Cognition

The results of this study inform future applications of augmented cognition for
the Flip-Flop method of instruction. These applications are described based on
the three major areas of results: student achievement and behaviors, note-taking
strategies, and the social component of peer learning.

4.1 Student Achievement and Behaviors

The Flip-Flop methodology produced improved student performance on a single
question in the social informatics portion of the final exam. Students appeared
to adjust their study strategies to focus on a factual/recall type questions. In
future studies, we intend to use an experimental approach to better understand
student focus and recall information using alternative distractors. In the real-
world setting, students indicated that they had a range of distractors that led
to multi-tasking. The laboratory setting will allow us to target specific instruc-
tions to develop quiz questions using Bloom’s Taxonomy as a basis for question
development. The experimental distractors will allow us to better understand
how students develop questions and identify instructional interventions that can
best complement learning for different levels of question development. By isolat-
ing instructional strategies that augment question development and subsequent
learning, we will be able to design features in the Flip-Flop ecosystem to auto-
mate this process. Our long-term goal is to develop the system as an instructional
approach that can be used with a large-scale of students to decrease attrition
levels in the computer science discipline.

4.2 Note-Taking Strategies

In addition to refining the question development process, the researchers believe
that student note-taking strategies influence how they focus their efforts which
impacts their performance on examinations. Our initial findings indicated that
question generation, listening/paying attention, processing, and comprehending
content were the most difficult areas for students to consider while developing
notes from video lectures. The researchers posit the possibility that various note-
taking strategies will support students in learning concepts at different levels and
account for these issues. For example, an active approach to creating illustrations
to demonstrate an understanding of a concept could be more useful than copying
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a list of items from the screen. This strategy could also help students to create
a deeper level of understanding and a more profound level of question develop
such as the conceptual or application level. Therefore, we would like to research
these different strategies to determine how note-taking strategies augment stu-
dent learning. This will be helpful on a multitude of levels since it can inform
practices in various settings including traditional, inverted, on-line, hybrid, and
peer instruction instructional practices.

While this study found that students following the Flip-Flop pedagogy
tended to use text-based notes, focus on terms and definitions, and multitask
during the lecture video, participants in the pilot study [21] drew diagrams,
focused on the key concepts in the lecture, and remained on task throughout the
screencast. The pilot study used volunteers not enrolled in the ICS 101 course as
its participants, whereas this study used current ICS 101 students. The difference
in results may thus be due to the difference in participants.

4.3 Group-Based Assessment

Some of the literature illustrates the benefits of peer instruction and the benefits
of student discourse in the learning process. Thus, our final recommendation
to further the research in this realm is to consider the social aspect of learning
through peer discourse. We would like to implement our research strategies listed
above in small group settings such as pairs or triads. This will add a layer
of complexity to the application of augmented cognition to help us determine
how the group dynamics can further student learning or be preventative. There
may be specific features in group work that can aid students in creating new
understandings of content by learning through multiple perspectives rather than
focusing solely on their interpretation of content.

The possibilities for augmented cognition in this area of research are quite
vast. We are excited at the possibilities and are hopeful that the benefits will
improve computer science education for an increasing number of potential bud-
ding professionals in this field.
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Abstract. A system design for correlating information stimuli and a
user’s personal information management system (PIMS) is introduced.
This is achieved via a deep learning classifier for textual data, a recently
developed PIMS graph information architecture, and a principle compo-
nent analysis (PCA) reduction thereof. The system is designed to return
unique and meaningful signals from incoming textual data in or near
realtime. The classifier uses a recurrent neural network to determine the
location of a given atom of information in the user’s PIMS. PCA reduc-
tion of the PIMS graph to R

m, with m the actuator (haptic) dimension-
ality, is termed a PIMS filter. Demonstrations are given of the classifier
and PIMS filter. The haptic stimuli, then, are correlated with the user’s
PIMS and are therefore termed “metastimuli.” Applications of this sys-
tem include educational environments, where human learning may be
enhanced. We hypothesize a metastimulus bond effect on learning that
has some support from the analogous haptic bond effect. A study is
outlined to test this hypothesis.

Keywords: Design · Human centered design and user centered
design · Design · Information design · Technology · Augmented reality
and environments · Technology · Haptic user interface · Technology ·
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We present a system design to enhance human learning via stimulation gen-
erated by a synthesis of textual source material (e.g. text, audio or video with
dialog, etc.) with a personal information management system (PIMS) in an infor-
mation architecture we have previously developed [7,8]. PIMS-augmented stimuli
are called metastimuli. There are several reasons to expect the proposed system
will improve human learning.

1. The new information architecture we have developed in [8] and [7] allows a
PIMS to be naturally connected and automatically structured.
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2. A PIMS is the result of significant user cognition. Including an effective one as
a processing layer for stimuli creates a feedback loop in which the information
system reshapes stimuli.

3. Natural language processing technology has now developed enough to allow
nearly realtime processing and categorization. However, in many learning
environments realtime processing is not required, so established offline natural
language processing techniques are sufficient.

4. There is evidence that multimodal stimulation during learning improves
human learning rates [12].

In Sect. 1, the system architecture is described at a high level. Some back-
ground on haptics and human learning are provided in Sect. 2 along with an
hypothesis regarding metastimuli and human learning. This is followed in Sect. 3
by a description of PIMS filtering via PCA of a graph information architecture
that includes a demonstration. In Sect. 4, the deep learning textual information
stimuli classifier subsystem is described in detail, along with a demonstration
thereof. The design of a study to test the hypothesized metastimulus bond effect
is outlined in Sect. 5.

The significance of this work is evident in its application: the improvement
of human learning through metastimuli. Although there is evidence of a related
effect, the metastimulus bond effect requires direct study, such as that proposed
in Sect. 5.

1 Overview of the Metastimulus Architecture

A diagram of the metastimulus architecture is shown in Fig. 1.

1.1 Dialectical Architecture for a PIMS

Picone et al. [8] introduced the dialectical information architecture to be a com-
puter medium for human thought through, among other things, automatic struc-
turing of categorized information. This was later extended [7] to include fuzzy
categories for the integration of numerical data in the architecture. A PIMS built

user
stimulus

PIMSPIMS filterclassifier

actuator

(a, C)

y

meta-
stimulus

a

Fig. 1. A diagram of PIMS filtering and metastimulus.
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with this architecture has a natural metric to quantify “distance” between atoms
of information (any tagged bits of information).1

1.2 Filtering Stimuli Through a PIMS

We transform stimuli into metastimuli by “filtering”—in the sense of a dynamic
system filter—it through a PIMS. We call this operation a PIMS filter. The
input to the filter is some categorized atom of information a, with categories in
collection C. The output is a real vector y ∈ R

m for some m ∈ Z
+; y can be

used as an input to an actuator to generate a metastimulus. A PIMS filter, then,
must meaningfully map a �→ y. A metric on the dialectical architecture enables
this meaningfulness. Dimensional compression via principal component analysis
(PCA) reduces the dimensionality to the desired real vector space dimensionality
m [9]. See Sect. 3 for a detailed description of PIMS filtering.

1.3 Deep Learning for Text Classification

An atom a must be categorized by a classifier before the PIMS filter. Of course,
for audio and video atoms, natural language processing must precede this clas-
sification. Several text classification techniques are available.

The deep learning library Tensorflow is used to accelerate development of
the artificial neural networks. Recurrent neural networks (RNN) are able to take
advantage of the sequential aspect of natural language. They are capable of
discerning meaning in text and once trained, are able to process a large amount
of textual data quickly. See Sect. 4 for a detailed description of the classifier
subsystem.

2 Metastimuli and Learning

2.1 The Haptic Bond Effect

Haptic bond effect theory [1] suggests that human learning is enhanced by haptic
bonding of spatial and temporal sense modalities. The mechanism it suggests is
that the sensing of visual stimuli is more spatially oriented and the sensing of
auditory stimuli is more temporally oriented; it recognizes the mixing of these in
the sensing of haptic stimuli. The mixing in haptic learning “bonds” the visual
and auditory, spatial and temporal.

This insight informs our work in two ways: (1) it suggests haptic actuation
for metastimuli and (2) by analogy, it suggests that metastimuli may improve
human learning. The former is explored in Sect. 2.3 and the latter in Sect. 2.2.
1 The dialectical architecture’s structural aspect can be considered to estimate the

structure of a language game: a communally developed set of language rules of usage
[16]. It is, then, important to recognize that there are many language games and
therefore many structures to be estimated. Furthermore, the rules of these games
evolve with use. Therefore, a user’s PIMS should not be isolated from others’, but
neither should there be only one such structure. Additionally, a PIMS should evolve
with the language game, a feature that can be detected through collective user
estimation.
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2.2 The Metastimulus Bond Effect

Since the work of Immanuel Kant, who introduced the notion that the mind itself
shapes experience through an a priori2 frame [3], the importance of preconceived
categories in human learning has been widely recognized. With the recent devel-
opments of classifiers that can categorize stimuli and PIMS that can represent
the categorization of human thought, it has become possible (via a PIMS filter
and an actuator) to shape stimuli itself through a user’s PIMS—that is, to create
metastimuli.

By analogy to the haptic bond effect (Sect. 2.1), then, we hypothesize a
metastimulus bond effect: “mirroring” the mind’s process of categorization
and providing corresponding stimuli bonds stimuli and understanding itself—
creating a feedback loop that we hypothesize leads to improved human learning.

2.3 Haptic Metastimuli

The output of the PIMS filter is input to an actuator. As we have seen, haptic
stimuli can bond spatial and temporal learning, which, especially with the spatial
analogies natural to the dialectical information architecture [8], suggests it as a
promising method for generating metastimuli.

A haptic device typically stimulates via touch frequency, intensity, position,
and pattern. A particularly interesting result for the purposes of metastimuli
actuation has been developed in [2]: a sleeve with actuators in a four-by-six
array that is worn on the forearm. The sleeve relays to the user 39 English
phonemes through frequency and position. In the study, participants learned
haptic phoneme representations. All participants were able to learn all 39 distinct
haptic phoneme representations within nine days. The findings of Jung et al. [2]
demonstrate the promise of human learning through haptic representation of
language—essential to the metastimulus bond effect.

We do not conjecture, however, that the metastimulus bond effect will require
a direct translation of words to stimuli. For instance, a metastimulus corre-
sponding to an atom of text with categorization X will not need to represent
X phonetically. Rather, the metastimulus corresponds to the location of X in
the graphical structure of the PIMS itself, which has no relation to the phonetic
representation of X.

3 A PIMS Filter via PCA of a Graph Information
Architecture

The PIMS filter we present is based on the principle component analysis
(PCA) of graphs developed by Saerens et al. [9]. Dimensional reduction of this
kind is required for practical application because current methods of haptic

2 Kant claims the mind has a priori “intuitions” for space and time, but for our
purposes we can take a priori to mean pre-existing.



122 R. A. R. Picone et al.

interface (Sect. 2.3) have relatively low “dimensionality”: relatively few inde-
pendent axes of information can be conveyed. For instance, independent two-
dimensional arrays of pins on a user’s two arms has dimensionality 2 × 2 = 4.
Such a haptic interface can represent information in R

4. Dimensionality increases
when additional haptic modes are included, such as vibration frequency, force,
pulsation, etc. However, this dimensionality m is nearly always significantly less
than that of the PIMS n. Understanding the meaning of dimensionality in the
PIMS requires a brief introduction to the dialectical information architecture.

3.1 The Dialectical Information Architecture

The dialectical information architecture [7,8] includes a graph representation of
categories and their relations. Let a category be a set of elements called atoms
(e.g. individual paragraphs) associated with it. Then the intersection3 ∩C of
some collection C of categories is also a set of atoms. Consider the dictionary
D, the set of all categories in a given PIMS. A graph may be constructed with
nodes the recursive intersections of the categories of D. Directed edges of the
graph represent the relation “has subcategory [subset].” These edges are termed
“visible” or “invisible” by Definitions 7 and 8 of [8]. Similarly, by Definition 9
of [8], each atom can be considered “visible” at a given node if and only if it is
not contained in a subcategory thereof. This implies that each atom is “visible”
at only a single node.

3.2 Adjacency, Distance, and the ECTD Metric

Each atom, then, can be thought to have a place in the graph (that is, wherever
it is visible). The edges introduce distance among atoms. Here we only con-
sider “visible” edges to connect nodes. The metric built from this is called the
Euclidean commute time distance (ECTD): it is the square root of the average
number of steps (“time”) a (Markov-chain) random walk takes from a given node
to another, and back [9]. The more-connected one node to another, the shorter
the ECTD between the nodes.

This is related to what is called adjacency : a node is adjacent to another
node if it is connected by an edge. The adjacency matrix A encodes adjacency
as follows. Let n be the number of nodes in the graph. Then A has dimension n×n
and the element Aij = 1 if node i is adjacent to node j and 0 otherwise. For the
purposes of PCA, we take edges to be undirected (traversable either direction)
and unweighted (constant 1 instead of some variable weight); therefore, Aij =
Aji is symmetric and typically sparse.

3 Here we use “crisp” set notation; however, fuzzy set notation can also be used (see
[7]).
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3.3 ECTD Transformation

Consider, then, that orthonormal standard basis vectors ei that span the Rn node
space each represents a node. Saerens et al. [9] provide a basis transformation
of ei �→ xi such that the transformed vectors xi are separated precisely by the
ECTD. Let D = diag A and L be the Laplacian matrix

L = D − A, (1)

and let L+ be the Moore-Penrose pseudoinverse of L. Let U be the orthonormal
matrix of eigenvectors of L+ and Λ be the corresponding diagonal eigenvalue
matrix. This transformation is [9]

xi = Λ1/2U�ei. (2)

Computing the pseudoinverse is generally intractable for large n. Therefore,
the following subspace projection is preferred.

3.4 Principal Component Analysis via Subspace Projection

Principal component analysis (PCA) is performed via a projection onto a sub-
space R

m of R
n. This preserves only the most significant dimensions of the

node space. The technique of Saerens et al. [9] is to compute only the m largest
eigenvalues and corresponding eigenvectors of L+, yielding the transformation
of ei �→ yi ∈ R

m via the projection

yi = ˜Λ1/2
˜U�ei (3)

where ˜Λ : Rm → R
m is the truncated diagonal (m largest) eigenvalue matrix and

˜U� : Rn → R
m is the truncated (m largest) eigenvector matrix. This projection

approximately conserves ECTD, making this projection optimal with regard to
that metric.

3.5 Implementation Considerations

When implementing this projection, a numerical package such as ARPACK [5],
which performs an efficient partial eigendecomposition, is key. Convenient wrap-
pers for ARPACK can be found in most programming languages, including
Python, SciPy [13] module [10].

An additional key implementation consideration is that the largest eigenval-
ues and corresponding eigenvectors of L+ can be computed without computing
the pseudoinverse. The n−1 nonzero eigenvalues λL

i of L are reciprocally related
to those λL+

i of L+; that is, [9]

λL+

i = 1/λL
i for λL

i �= 0. (4)
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Therefore, one need only compute the m smallest (nonzero) eigenvalues of L to
obtain the m largest of L+ by Eq. 4. Numerical packages such as ARPACK can
perform partial decompositions, seeking only the smallest (or largest) eigenvalues
and corresponding eigenvectors.

3.6 The PIMS Filter

The PIMS filter, then, takes a categorized atom that is mapped to its cor-
responding “place” in a PIMS structure, which is mapped to its node space
representation ei ∈ R

n, which is projected to yi ∈ R
m via Eq. 3. This process

represents the atom’s “location” in a user’s PIMS in the much smaller space
R

m, which can be converted to a metastimulus by an actuator such as a haptic
interface.

We have released the software PIMS Filter [6], which includes a functional
PIMS filter written in Python. Consider contributing to this open-source project.

3.7 PIMS Filter Demonstration

As a demonstration of the use of the PIMS Filter software [6], representative
atoms of a simple PIMS categorical structure, shown in Fig. 2, are mapped to
R

2 and displayed in Fig. 3.

⋃

A1

A12 A13

A123

B1

B12 B13

B134

C1

C12 C13

C134

B1C1

Fig. 2. The dialectical architecture structure for the demonstration PIMS of Sect. 3.7.
For clarity, the three primary “branches” of the graph are given colors and the category
names Ai, Bj , and Ck. The intersection Ai ∩ Aj of categories Ai and Aj is given the
shorthand notation Aij . The node B1C1 = B1 ∩ C1 is colored purple to demonstrate
that it belongs to both the blue (B) and red (C) branches. The projection of the nodes
via the PIMS filter is shown in Fig. 3. (Color figure online)
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Fig. 3. The PIMS filter output yi for each node in the demonstration PIMS of Sect. 3.7.
Each node of Fig. 2 was projected from node space R

14 to the smaller space R
2 using

Eq. 3. An atom of information categorized as belonging to a given node i in Fig. 2 is
transformed into a value yi ∈ R

2 for (haptic) representation to the user.

The graph structure of Fig. 2 has vector space representation in R
14; however,

even the significant PIMS filter compression down to R
2, shown in Fig. 3, shows

significant topological distinction among and in the three primary “branches”
of the structure. In fact, it has optimal distinction (in terms of the ECTD), as
discussed in Sect. 3.4.

Consider the “mixed” node B1C1 in Fig. 2, shared between the B and C
branches of the graph. Note how this node appears in R

2 between the principal
component directions approximating B and C in Fig. 3.

A user familiar with metastimuli from this R
2 representation of their PIMS

structure, then, might reasonably be expected to “feel” the semantics of new
metastimuli. Furthermore, the metastimulus bond effect hypothesized in Sect. 2
implies this will improve human learning.

4 Textual Information Stimuli Classification

The atoms are input to a neural network where they are classified based on the
categories provided by the PIMS. The current atom is tagged with the categories
it is placed in, or some null category if it does not have a correlation with any
category.

4.1 Classification Method

Atoms are taken to be paragraphs of the textual input. Paragraphs are chosen
because a paragraph generally conveys a single concept. Breaking up the textual
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data this way is similar to most educational course content where everything is
taught one concept at a time. For media in which textual data is not formatted
at the paragraph level, a method described in [11] may be used to introduce
paragraph breaks.

Each atom is processed with a long-short term memory recurrent neural
network (LSTM-RNN) that has been previously trained on the same categories
provided by the PIMS and similar content. An LSTM-RNN is generally chosen
for sentiment analysis in natural language processing. This is because it takes the
temporal nature of natural language into account when analyzing text. Further
information on LSTM-RNN and sentiment analysis can be found in [17, p. 270ff.].

The output of the network is the atom along with its categories, as identified
by the network. When the PIMS’s categories change, retraining of the network is
required. RNNs are best suited for natural language tasks. They are able to make
predictions based on the whole structure of the paragraph. Sentiment analysis of
a paragraph is based on the words in the paragraph and where they are located
in relation to other words.

A long-short term memory strategy is used to reduce over-fitting. RNNs tend
to rely on a small subset of neurons. LSTM employs a strategy of resetting the
current weights and biases in a random set of neurons. This strategy forces the
network to use all neurons afforded to it to determine outputs.

4.2 An Instantiation in Python

Python includes a powerful deep learning package called Tensorflow, which is
used to build the network. The package allows for quicker development because
the machine learning architecture is included in the package.

A repository for our text classification tools can be found in Webb et al. [14].
The class within the file Classifier RNN.py is a copy of the class within the file
lstm rnn.py found in Karim et al. [4]. This class is used because it is a clean
and well-documented way to construct the Tensorflow graph.

4.3 Text Classification Demonstration

For the purposes of this study, a corpus the authors previously created is used.
This corpus includes a dataset of mechatronics and system analysis texts, with
each paragraph in the dataset manually tagged. The source of this dataset is in
the LATEX format. Therefore, we developed a LATEX file classification processor.

The text in the LATEX files needs to be cleaned and organized. A Python
class is created to handle this. The class can be found in Webb et al. [15].

The data the network is training on are the processed paragraphs from
the corpus. The tags associated with those paragraphs are the label data.
The dataset is randomly split 80%/20% between a training set and a testing
set, respectively. Once sufficiently trained, the LSTM-RNN is used to classify
untagged paragraphs before they are sent to the PIMS filter.
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5 Design of a Study for Testing the Metastimulus Bond
Effect

In order to determine if the system proposed makes a statistically significant
increase in comprehension, we propose a study. Participants will be undergradu-
ate engineering students that meet the prerequisites to take the courses in which
the two texts comprising the corpus data from above are taught, but who have
not yet begun the courses. The participants will be split between a control group
and an experimental group.

Several weeks before the experiment is conducted, participants will be asked
to take a test on the field of study. Afterward, they will be asked not to research
or seek out knowledge in the field of study until after the experiment is com-
plete. The passage of time between tests mitigates the biasing effect that prior
knowledge of test questions may have on test performance.

Both the control and the experimental group will watch an entry level video
lecture on the subject. Participants in the same group may watch the video
together, but the groups will not be mixed. A common, simple PIMS will be
shared among the participants in the experimental group.

Participants in the experimental group will wear haptic sleeves that will be
controlled by the program. The sleeve will include a 6-by-4 array of actuators.
Haptic feedback will be encoded using location, pattern, frequency, and intensity
of vibration.

As the video lecture passes through each atom, the haptic actuators will apply
corresponding metastimuli. Upon completion of the video lecture, members of
both groups will be tested on their comprehension of the information provided
in the video. Additionally, participants will complete a survey in which they
describe their subjective experience of the video lecture.

Statistical analysis of the pre- and post-lecture test and survey results of
both groups should provide insight into the hypothesis of a metastimulus bond
effect.

6 Results

There are several subsystems required to generate metastimuli, as shown in
Fig. 1. This work presents the overall architecture (Sect. 1) and develops the
PIMS filter and classifier subsystems, presented in Sect. 3 and Sect. 4, respec-
tively. The dialectical information architecture for the PIMS has been previ-
ously developed and presented [7,8]. The metastimulus bond effect hypothesis
and related literature are given in Sect. 2. Further work will include testing this
hypothesis and studying the effect of different actuation modalities for metas-
timuli. The design of one such study is presented in Sect. 5.
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Abstract. Generation Z is technologically aware, achievement focused, and keen
on obtaining quick feedback and instant results from learning processes. Members
of Generation Z absorb knowledge and information gathered from digital media
and actively share their experiences and achievements with others through social
media networks. This study explores how learning systems could be designed to
enhance student performance considering the characteristics of Generation Z. It
contributes to the gamification literature by (1) providing a nuanced understanding
of the interplay among gamification affordances, taskmodularity, and learning per-
formance, (2) developing a framework for a successful gamified learning system,
and (3) generating design ideas for gamified learning applications that improve
students’ learning performance.

Keywords: Gamification · Gamification affordance · Task modularity ·
Learning performance

1 Introduction

Generation Z expects immediate gratification, quick feedback, and instant results from
learning processes; these distinct characteristics of Generation Z “are challenging the
traditional classroom teaching structure, and faculty are realizing that traditional class-
room teaching is no longer effective with these learners” [1]. To meet the expectations
and requirements of Generation Z students, new pedagogical approaches to engaging
them in learning activities need to be developed.

One possible solution to this issue is gamification: the use of game design ele-
ments and mechanisms in nongame contexts. Research has shown that students try to
achieve higher scores (or points) for an activity, reach higher levels, and win badges
to demonstrate their performance in gamified contexts, thereby obtaining a sense of
accomplishment.

However, despite the benefits of gamification, its effect on learning performance
remains unclear. Some studies have found that gamification is effective in enhanc-
ing learning performance [2–7], whereas others have failed to prove any significant
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effects [8–13]. Consequently, the question of how gamification actually enhances stu-
dent engagement, through which they perform better in the learning process, has yet to
be fully discussed.

According to the gamification literature, taskmodularization is key to giving students
granular and timely feedback in educational gamification. Researchers have suggested
that learning activities (including in-class tasks and exercises) should be modularized
with carefully developed reward structures. Otherwise, students receive rewards (e.g.,
points and badges) in an ad hoc manner, often leading to disengagement with gamified
learning systems.Nonetheless, few studies have explored how taskmodularity shapes the
effects of gamification on learning performance. To fill the gap in the literature, this study
aims to explore how task modularity plays a role in enhancing learning performance in
the gamified learning context.

2 Literature Review

2.1 Gamification in Education

The majority of the extant literature finds that gamification has positive effects on the
learning performance of students [2, 3, 14, 15], although some researchers have identified
insignificant or negative effects [8–10]. Table 1 summarizes the findings from previous
studies on the effects of gamification on learning performance.

2.2 Gamification Affordances

Researchers have attempted to explain the mixed findings on the effects of gamifica-
tion on learning performance based on affordance theory. Affordance theory provides a
rationale for why some game elements results in different outcomes. That is, students
are motivated to participate in learning activities by what the game elements afford and
whether the affordances allow relevant actions to be performed. Accordingly, students’
perceived affordances induced by game elements operate in their engagement in learning
activities. Researchers have conceptualized major affordances through which students
experience game-like playfulness and dynamics via gamification. Table 2 shows the
expected gamification affordances in learning environments.

2.3 Task Modularity

Taskmodularization is oneof themost popular andwidespread teachingmethods [26–28]
applied in almost all subjects (e.g., computer science, engineering andmedical education)
[27–29]. As a pedagogical approach, task modularization organizes curricular materials
for learning into relatively short blocks [30]. These short blocks contain various learning
activities and emphasize different learning outcomes that serve the curricular objectives
[31]. Modularized tasks benefit students who want to reduce the time and effort required
to solve complex tasks. Along with game mechanics, modularized tasks enable students
to focus on smaller challenges rather than taking on the burden of solving the entire
problem.
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Table 2. Gamification affordances

Affordance Description Ref.

Reward Reward refers to an affordance that enables students to
obtain points, levels, and badges as a pay-off when they
complete pre-designed tasks. As digital form, these game
elements give tangible rewards that provide granular and
timely feedback as a response to students’ activities

[21–24]

Status Status refers to an affordance that encourages students to
increase their levels by getting more achievements or
reaching targets. Tiered levels provide students with
opportunities to track their progress and feel a sense of
self-progress when they reach a milestone

[21, 22, 42]

Competition Competition is an affordance that enables students to
compare their performance with that of others. Certain game
elements provide students with opportunities to compete
with others (e.g., leaderboards). Students are expected to try
to achieve higher scores in performing their learning
activities

[21–23, 25, 42]

Self-expression Self-expression refers to an affordance that encourages
students to express who they are. Achievements (badges,
trophies, or ranking in a leaderboard) in a gamified learning
platform often serve as a means for identity expression that
distinguishes them from others

[21, 22, 42]

Many researchers have found that task modularization can bring positive outcomes
to students [27, 28, 31, 32]. Specifically, task modularization has positive effects on
promoting students’ learning, such as improving learning interests [27], motivations
[32], participation [27], learning efficiency, [28] and performance [27, 31, 32].Moreover,
taskmodularization is effective formaterial science and engineering students’ knowledge
adaptation, learning experience stimulation, self-study ability cultivation and cognitive
ability development [26]. In addition, the modular approach is helpful for students to
develop critical [31] and independent thinking [31, 33].

The advantages of task modularization have been identified in a number of education
studies. For example, modularized tasks reduce the overall difficulty and improve the
completion success ratio [34], and students have been shown to pick up and recognize
a module’s patterns quickly, allowing them to better understand what they are expected
to do in the subsequent modules [35]. Furthermore, task modularity enables a clear
and comprehensive view of the content and structure of learning activities and provides
flexibility as a result.

Conversely, some studies have reported the disadvantages of task modularization;
for example, it can result in knowledge compartmentalization, which makes it difficult
for students to build theoretical and methodological links between the modules [29]. In
addition, modularity may hinder the creative learning processes because it can inhibit
deep comprehension, divergent thinking, risk taking, and reflection [36]. Modular tasks
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lack the space for slow learning and risk taking because they pressure students into
succeeding in the short term by avoiding poor results and moving on [37].

These conflicting findings imply that task modularity may not have a direct influence
on students’ learning performance but may instead play a moderating role in shaping
the effects of gamification on learning processes. Table 3 summarizes the findings of
previous studies on the advantages and disadvantages of task modularization.

Table 3. Summary of previous studies

Subjects Key findings Ref.

Advantages Materials science and
engineering

Module learning is effective for students’
knowledge adaptation, learning experience
stimulation, self-study abilities cultivation and
cognitive abilities development

[26]

Dermatology Module learning improves students’
participation, learning interests, and learning
performance

[27]

Foreign languages Module learning is effective for students’
foreign languages learning, independent and
critical thinking development

[31]

Physics Module learning improves students’ learning
outcomes and motivations

[32]

Entrepreneurship Module learning improves students’ learning
outcomes and cultivates self-study abilities

[38]

Basic electronics Module learning improves students’ learning
outcomes

[39]

Computer Science Module learning is beneficial in filling students’
knowledge gaps

[40]

Life-long education Module learning is effective for students’
independent thinking development

[33]

Disadvantages Engineering Module learning can lead to knowledge
compartmentalization

[29]

General Module learning is problematic in cultivating
students’ risk-taking abilities in learning

[37]

General Module learning can lead to study overload [41]

Creative education Module learning can lead to the inhibition of
deep learning, divergent thinking, risk-taking
and reflection

[36]

3 Theory Development

Our literature review reveals that gamification in education should take task modulariza-
tion into consideration. As students perceive the extent to which tasks are modularized,
the concept of task modularity needs to be incorporated into a theoretical model that
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explores the effects of gamification affordances on learning performance. By combining
the gamification affordance model and task modularity, we propose the framework for
the successful gamified learning system as shown in Fig. 1.

Fig. 1. Research model

3.1 Gamification Affordance and Learning Performance

Building on Suh et al. [42], this study explores the four major gamification affordances
(rewards, status, competition, and self-expression) and their effects on learning perfor-
mance. According to the model, a reward affordance is engendered from game elements,
such as points, levels, and badges, providing granular and immediate feedback on the
task performed. When students complete a pre-defined task within a gamified learning
system, they obtain an immediate reward. Research has found that prompt rewards from
a gamified system serve as informational feedback on their short-term performance,
and such granular feedback encourages students to set new goals and focus on their
current activity [24, 43]. Obtaining rewards enables students to track their performance
which helps them experience a sense of achievement.We therefore propose the following
hypothesis:

Hypothesis 1: Reward will be positively associated with learning performance.

A status affordance refers to the extent to which a student perceives that he or she
can level up his or her standing within a gamified learning system; there is greater
status affordance when students are willing to challenge themselves to reach higher
levels. Some existing research argues that providing the possibility of status enhancement
enables individuals to commit themselves to completing their tasks at hand [10]. When,
for example, students feel that they are able to upgrade their game levels by completing
given tasks, they arewilling to participate in further, more challenging learning activities.

Hypothesis 2: Status will be positively associated with learning performance.
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Leaderboards engender competition affordance, enabling students to compare their
performancewith that of others. Studies have shown that competitive opportunitiesmoti-
vate learners to achieve better personal performance.As such,well-designed competition
in gamified contexts can motivate students to engage in learning tasks more actively.

Hypothesis 3: Competition will be positively associated with learning performance.

Last in terms of affordances, self-expression entails the extent to which students feel
that they are able to create a unique self-identity. Badges used in a gamified learning
platformoften serve as ameans of identity expression that distinguish individual students
from others, and the ability to express a unique self is expected to increase levels of
perceived co-presence among other learners, which in turn increase their motivation for
learning.

Hypothesis 4: Self-expression will be positively associated with learning performance.

3.2 The Moderating Role of Task Modularity

Successful gamification requires well-structured task modularity components [44]. Task
modularization is a process that breaks complex learning tasks down into their modu-
lar components. Short modularized task blocks, which contain specific learning activi-
ties and emphasize different learning outcomes, reduce the time and effort required by
students to solve the overarching complex task. Along with game mechanics, modu-
larized tasks enable students to focus on smaller challenges rather than taking on the
burden of solving the entire problem. Gamification in learning requires granular feed-
back, through which students are supposed to experience a sense of achievement and
in turn stimulate their motivation to participate in learning activities. Accordingly, the
modularized course curriculum is expected to enable students to have more chances to
be involved in getting rewards, upgrade their status, and win the competitions. Thus,
we posit that task modularity will strengthen the effects of gamification affordances on
learning performance.

Hypothesis 5: Task modularity will positively moderate the effects of gamification
affordances on learning performance.

4 Methods
4.1 Data Collection

To test the proposed model, this study collect data using a survey from 56 students
enrolled in a gamified course in the subject of data science taught by one of the authors
in 2019. Game elements, such as points, badges, and leaderboards, were implemented
in an online platform through which students were able to monitor their points, status,
and rank through leaderboards. In this course, content was modularized into subtopic
chunks, and the students were asked to test their knowledge using an online quiz after
completing each module. Once a module was complete, each student received a badge
based on their scores received and could monitor their overall performance through the
achievement leaderboard. Figure 2 shows the design features of this gamified online
learning platform.
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a

b

Fig. 2 (a) A screenshot of the modules and badges (b) A screenshot of the leaderboard showing
student ranking
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4.2 Measures

The measurement items were taken from the existing literature, and the items were
adapted from previous work. All research variables were measured using a five-point
Likert scale to test the proposed model. The items for the gamification affordances were
adapted from Suh et al. [42]. Learning performance was measured by the students’
subjective learning effectiveness by adopting from Lee et al. [45]. The items for task
modularity were adapted from Saltz et al. [46]. The measurement items are presented in
the Appendix.

5 Results and Analysis

We first examined the validity of the measurement, including the internal, convergent,
and discriminant validities of the measurement model. The results showed that the Cron-
bach’s alpha values and factor loadings of all the measurement items were above recom-
mended value 0.7 [47]. Then, we examined the average variance extracted (AVE) from
each construct and found that all AVEs were higher than the recommended value of 0.5
[48].

Given that our model includes the moderating effects of task modularity between
gamification affordances and learning outcomes, we employed hierarchical regression
analysis. Before testing the model, we centered the gamification affordance (i.e., reward,
status, competition, and self-expression) and task modularity variables before generat-
ing the interaction terms [49]. We subtracted the sample mean from each independent
variable to cause the variables to have an adjusted mean value of zero with an unchanged
sample distribution. Subsequently, wemultiplied the centered taskmodularity scorewith
each of the four centered gamification affordance scores to compute the four interaction
terms. We entered each of the four interaction terms in a separate step after examining
the direct effects of gamification affordances on the learning performance. The baseline
model accounted for 20.7% the variance in learning performance. The results revealed
that status and competition affordances were positively associated with learning perfor-
mance (status: β = 0.212, p < 0.01; competition: β = 0.134, p < 0.05) in the baseline
model (see Table 4). The interaction model accounted for 31.2% of the variance in
learning performance. The results of the hierarchical regression analysis suggest that
the effects of gamification affordances on learning performance were shaped by task
modularity.

The moderating effect of task modularity was examined by adding the interaction
terms in the regression model (see the interaction model in Table 4). The interaction
modelwould be supported if the addition of the interaction terms resulted in a statistically
significant improvement over the regression model containing the main terms. Results
show that task modularity positively moderated the relationship between status and
learning performance (β = 0.209, p < 0.05) and the relationship between competition
and learning performance (β = 0.111, p < 0.05). The results indicate that high task
modularity (relative to low task modularity) should be able to exploit the use of game
elements more effectively to enhance students’ learning motivation and performance.



How Gamification Increases Learning Performance? 141

Table 4. The results of the hierarchical regression analysis

Baseline model Interaction model

Learning performance Learning performance

Control variable Age 0.069 0.030

Gender 0.006 0.014

Academic year 0.122 0.022

Usage duration 0.008 0.001

Gamification
affordance

Reward 0.048 0.050

Status 0.212** 0.292***

Competition 0.134* 0.114*

Self-expression 0.009 0.001

Moderator Task modularity 0.202**

Moderating
effects

Task modularity ×
Reward

−0.154

Task modularity ×
Status

0.209*

Task modularity ×
Competition

0.111*

Task modularity ×
Self-expression

0.012

R2 0.207 0.312

R2 � 0.105

*p <.05; **p <.01; ***p <.001

6 Discussion

This study explores the interplay among gamification affordances, task modularity, and
learning performance. It aims to highlight the role of task modularity in enhancing
learning performance. Our theoretical framework shows that gamified learning systems
should be designed in a way that instructors could easily incorporate modularized task
components into learning activities through the system. Merely providing gamification
affordances without modularizing task activities may not ensure the success of gamified
learning systems.

6.1 Theoretical Implications

This study makes several contributions to the gamification literature. First, it responds
to the call for a more nuanced understanding of the effects of gamification on learning
performance. Thefindings indicate that studentsweremotivated to engage learning activ-
ities when they perceive that they are able to level up their status and compete with others
through a gamified learning system. We conjecture that providing proper affordances,
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such as status and competition, by using game elements (badges and leaderboards)
significantly enhances learning performance. Furthermore, our work demonstrates that
the reward affordance has an insignificant influence on learning performance, which
supports the notion of gamification merely offering rewards does not engage users.

Second, our work elaborates on the concept of task modularity in the gamifica-
tion context. Extant theories and models that explore the effects of game elements on
learning performance have ignored the role of task modularity. Although gamification
requires well-structured learning activities to provide immediate informational feedback
and sense of achievements, prior literature has not taken a construct that captures the
extent to which students perceive their learning tasks aremodularized into consideration.
Our conceptualization and operationalization of task modularity will help researchers
develop, test, and extend the existing gamification models in educational settings.

6.2 Practical Implications

This study has practical implications for instructors seeking new pedagogical ways to
encourage students to participate in learning activities. The results imply that instructors
should carefully modularize learning content and relevant activities when employing
a gamified learning system in their teaching. By breaking complex tasks into small
chunk of activities along with game mechanics (e.g., points and badges), instructors are
able to provide granular feedback and encourage students to join challenges. System
designers may consider including technological functions that help instructors easily
modularize learning tasks. The current design features of online learning systemsmaynot
be sufficient to help instructors effectively organize learning activities into modularized
tasks.

It is noteworthy that status and competition affordances significantly increased learn-
ing performance. Our findings suggest that developers of online learning systems should
consider certain game elements, such as points, levels, badges, and leaderboards, as effec-
tive tools that can stimulate students’ motivation to increase their status and join com-
petition. Research has suggested that greater competition affordance can be engendered
by proper design features in a gamified system [42]. Rather than merely adding leader-
boards that display students’ performance into an online learning system, online learning
platforms should be designed in a way that students can have diverse opportunities to
join challenges display their performance as they want.
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Appendix

Category Construct Items Reference

All items were measured by using a 5-point Likert scale: 1 = strongly disagree and 5 = strongly agree

Gamification affordance Reward Prompt: The online learning system
(Canvas) offers me the possibility to:
1. obtain points as a reward for my

activities
2. accumulate points I have gained
3. obtain more points if I try harder

Adopted from [42]

Status Prompt: The online learning system
(Canvas) offers me the possibility to:
1. have a higher status than others
2. be regarded highly by others
3. try to increase my status

Adopted from [42]

Competition Prompt: The online learning system
(Canvas) offers me the possibility to:
1. compete with others
2. compare my performance with that of

others
3. to threaten the status of others by my

active participation

Adopted from [42]

Self-expression Prompt: The online learning system
(Canvas) offers me the possibility to:
1. express my identity through game

elements
2. express myself in a way that I want
3. present myself to be distinguished

from others

Adopted from [42]

Learning performance 1. I learned a lot of data analysis methods
in the topics

2. I gained a good understanding of the
basic concepts of data analysis and
representation

3. I learned to identify the main and
important issues of the topics

4. The learning activities were
meaningful

Adapted from [45]

Task modularity 1. The module tasks have a clearly
defined goal

2. The module tasks take a reasonable
amount of time to complete

3. The module tasks were divided into
chunks of appropriate size and scope

Adapted from [46]
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Abstract. Today’s workforce is generally uneducated in cybersecurity, largely
complacent, and fails to embrace the reality that ‘a risk to one is a risk to all’. A
cyber-aware mindset must be instilled in improved training across the workforce.
We are developing a training game designed to improve cyber awareness with
the goal of inculcating “cyber mindset” to reduce vulnerabilities to and increase
vigilance toward cyber threats. The game stresses critical thinking, intellectual
engagement, and countering cognitive biases. We introduce the design and imple-
mentation of the training game. Creating effective cyber awareness training is
often challenging due to resistance and disinterest from target populations. We
outline the current implementation of the training game and introduce additional
features or “mechanics” we have developed and also continue to investigate to
attempt to improve the game’s effectiveness in developing a cyber mindset.

Keywords: Cyber awareness · Cognitive bias · Personalized learning · Adaptive
learning

1 Introduction

In today’s workforce, most employees operate in the cyber domain, with all systems
and all stored data connected to networks at risk. While networked work has contributed
to large increases in individual and aggregate productivity [1], networks introduce new
risks to individuals and organizations. Every individual now represents a potential attack
vector for nefarious actors. A drumbeat of recurring accounts of successful attacks
against individuals, companies and organizations, and governments redounds in the
media each week [2–12].

While the conduct of cyber warfare increases in scope and sophistication, training for
this new reality of risk exposure and vulnerabilities is not keeping pace. The workforce
is generally uneducated in cybersecurity, largely complacent, and fails to embrace the
reality that ‘a risk to one is a risk to all’. To remain vigilant in the face of these threats,
a cyber-aware mindset must be instilled in improved training across the workforce [13].

The general workforce typically views cybersecurity as a nuisance that unnecessarily
complicates their mission and for which they have little to no direct responsibility.
Cybersecurity is “someone else’s problem.” National and industrial security requires a
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more cyber-savvy workforce, where each individual is attuned to the threat, embraces
their role in defense, and is able to respond quickly and effectively.

We are researching and developing a training-game prototype designed to improve
cyber awareness. We hypothesize that inculcating “cyber mindset” will reduce vulnera-
bilities to and increase vigilance toward cyber threats without necessitating the develop-
ment of sophisticated cyber knowledge and expertise. The current training game stresses
critical thinking, intellectual engagement, and countering cognitive biases.

This paper introduces the design and implementation of the training game. As we
discuss further below, the game allows the player to participate in the game as an attacker,
which we hypothesize has a number of benefits for learning. More generally, however,
creating effective cyber awareness training is often challenging, for some of the reasons
outlined above. Thus, we are investigating design options for subsequent versions of
the game that could support greater learner engagement and potential carryover to the
everyday activities of learners. Below, we describe the current implementation of the
game and then introduce some of the additional features or “mechanics” we are inves-
tigating to attempt to improve the game’s effectiveness in developing a cyber mindset.
We review three types of design options: specialization for player type, customization
based on player demography, and active monitoring of engagement.

2 Training for Cyber Mindset

In previous work, we outlined the theoretical and empirical foundations for the design of
the cyber mindset game, focusing on general review of the literature and identification
of specific training objectives from that review [13]. In this section, we briefly review
other attempts to train cyber awareness and how those attempts inform our approach.
We summarize some design elements that we have already included in the game to
support engagement and effective learning. The following section then describes the
implementation of the game itself.

2.1 Creating Effective Cyber-Awareness Training Is Difficult

Organizations have employed various training methods to raise awareness to employees
about the dangers of the internet, network intrusions, and social engineering, typically
promoting the notion that staff are the first line of defense against such attacks. Com-
monly, the training that is employed focuses on cyber awareness training that promotes
that staff know their roles and responsibilities to protect the organization’s information.
Most existing training does not ensure that the employees are competent in that role of
protection or even than they undertake hands-on training [14].

There are various types of cyber training tools that are currently used for general
population consumption, including multimedia static content, on-site presentations, and
passive computer-based training (CBT). A company may utilize one or several of these
tools in their security training program depending on budget and the amount time allotted
to training [15]. Static content and instructor led courses tend to have limited individu-
alized effect and any effect may be highly dependent on the content and delivery [16].
Computer-based training allows for some customization to individual learners, but can
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typically be completed without significant engagement. These methods typically fail
to motivate and engage [15], may not connect learning goals to individual and corpo-
rate responsibilities [17], and have been demonstrated to commonly fail to change staff
behavior even after “successful” completion of the training [18].

The potential use of games for cyber training is not novel. Multiple games have
been developed in research labs, although few commercial serious games have made
the transition from research labs [19]. The potential advantage of games to introduce
basic cyber principles is that they address the challenges of traditional training methods.
Games provide an environment in which trainees can actively participant in the learning
process, which may motivate and engage them to pay attention and learn [19, 20]. This
motivation and hands-on learning setting could then aid transfer [21] of knowledge to
daily adherence without the use of “fear as motivation” that is used in many traditional
staff-level cyber training programs.

2.2 Design Elements in Support of Engagement and Learning

The design of our cyber awareness training game draws on two primary training-design
elements. First, the game introduces conceptual knowledge about cyber threats, seeking
to create and and/or extend learner knowledge structures, which, in turn, modulate atten-
tion and metacognition to increase vigilance and awareness of potential of cyber attacks.
The primary goal of the game is to facilitate development and transfer (to everyday life)
of this new awareness or cyber-aware mindset.Examples introduced in the game include
the cyber-attack concepts such an attack vector and social engineering [17, 22] and spe-
cific examples of higher-level concepts, such as phishing and open-source intelligence
gathering (a preliminary activity in social engineering).

A second design element focuses emphasizes the need for attention and practice
to support the development of these new knowledge structures and the skill to retrieve
and apply them in appropriate context. Most existing cyber awareness tools fail to help
users make the leap from awareness to changing behavior, limiting their effectiveness
[23]. In contrast, our game adopts turn-based but realistic and familiar depictions of
household and office environments, rendered in three-dimensions. A game environment
generally supports engagement and immersion; such depictions have been shown to
offer increases in attention and retention in comparison to non-immersive environments
presenting comparable learning content [24, 25]. Further, one of the advantages of the
narrative-based gameenvironment is that it encourages replay and additional exploration,
increasing exposure to the core concepts and time on task, both of which are correlated
with improved learning outcomes [26].

The use of a simulation game itself, rather than more traditional media, has also
been observed to have a marked increase on learner self-efficacy (confidence) [27].
This confidence may help learners transfer knowledge gained in the game to greater
cyber awareness in everyday life. Similarly, the game employs tiered badges, to provide
explicit performance goals within the game. Performance goals are a self-regulatory
strategy known to exert a comparatively large learning impact.
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2.3 An Active, Adversarial Role for Learners

In the initial scenario we developed, we employed these practices but noted in piloting
that participants’ interest quickly flagged. The game allowed users to experience various
kinds of cyber intrusions, both directly and indirectly, but the participants role was overly
passive; they were “waiting for the attack” and had little agency, even though the game
was rendered in an interactive, immersive environment.

To attempt to increase engagement and impact, the latest scenario places the trainee
in an adversarial role assigned to attack or compromise various systems (within the game
environment). As an aggressor, players view potential cyber events from a vantage point
less subject to biases; we hypothesize this vantage will result in greater awareness of
system vulnerabilities. This change in perspective supports three distinct goals that are
directly (and indirectly) designed to promote engagement:

• Engagement: Many players are likely to be curious about the possibility of being
a cyber attacker and will be surprised by the opportunity to play this role. These
elements help engage the player in a subject that is often viewed as boring.

• Disposition toward action: A cyber-aware mindset requires pro-active decision and
action. Because the player’s role is to undertake many actions, this design approach
helps associate a propensity for action with a cyber-aware mindset. In the game, the
actions are to attack. However, the player is exposed to the ways in which they may
be vulnerable in the real-world. Further, they observe differences in the ways various
characters they encounter in the game have and have not limited their exposure to
potential cyber attacks.

• Relatability:The tools and applications introduced in the game are analogs to applica-
tions that are likely to be familiar tomany players (e.g., online socialmedia platforms).
Having players imagine how to exploit applications without introducing specific vec-
tors or vulnerabilities makes the experience relatable to players’ everyday activities
without being tied to specific tools and vulnerabilities. The intent behind the relata-
bility of the experience is to amplify the cyber-aware mindset around the players’ use
of such tools outside of the game.

3 The Cyber-RAMPART Training Game

This section overviews the current implementation of the adversary attack scenario. In
this scenario, the user engages within a chat application with “Hacker Mo,” a virtual
character that cajoles the user into executing an attack and then explains, in a guided
dialogue, the various options that can be used for an attack.

Figure 1 shows a screenshot from an early part of the dialogue with Hacker Mo. As
outlined above, the game is set in a three-dimensional environment. In addition to the
monitor, which is where most of the game takes place, there are also some objects in the
environment, such as tablet, USB key, and phone. These become relevant in later stages
of the scenario.

The orange, arrowed sidebar on the right side of the screen is used to convey detailed
information about the concepts Hacker Mo introduces, as well as historical examples.
Information in this sidebar “pops out” when Hacker Mo mentions it in the game and the
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Fig. 1. Hacker Mo describes the attacker mindset.

user can review it at any time as well. This mechanic attempts to balance providing a
lot of detailed information about cyber attacks to the player, while also minimizing the
dynamic, immersive experience of roleplaying as an attacker.

As the scenario progresses, Hacker Mo describes various kinds of ways attacks can
be conducted, what kinds of organizations and people might be more or less vulnerable,
etc. The second phase of the game involves the player identifying a specific target
to attack (an organization) and a particular person associated with that organization.
The player makes these choices by conducting a simulation of open-source intelligence
gathering, looking at simulated websites, social media sites, and even a phone book to
find information.

Figure 2 illustrates an example from the scenario. The top image shows the “quikpix”
social media page of a university student. The user can scroll thru the individual posts
and glean information about the character. In this case, this person is a student at a local
university, likes classic cars, and recently won an award at the university. The user has
also determined her cell phone number.

In order to make the game less memory intense and also not require recording
information manually, we added a “tablet” that allows the user to readily capture “notes”
from the open-source intelligence gathering. In the game, the user clicks on the content
of social media and website information and these are automatically added to the correct
entries in the notebook. This approach reduces overall learner cognitive load and is
designed to help the learner focus on the concepts of cyber attacks rather than the
specific information found for each character.

The third and final phase of the scenario involves actually executing an attack. The
scenario supports attacks via a phishing email, a text-based attack (vishing), andmalware
on aUSB (sent bymail).When an attack is successful, HackerMo turns on aweb camera,
allowing the user to visualize the impact of the attack on the target (Fig. 3). The success
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Fig. 2. Gathering open-source intelligence in preparation of an “attack.”

of the attack depends on whether the player follows Hacker’s Mo guidance in choosing
more vulnerable targets as well correctly gathering and using open-source intelligence.
For example, for the target illustrated in Fig. 2, a phishing email that focused on “classic
cars” or “Congratulations on your recent Mechanical Engineering award” are likely to
result in success, while a phishing email about “soccer” (a hobby of another potential
target at the university) would fail when sent to this subject.

Two scenarios havebeendeveloped for this game to-date and apreliminary evaluation
is being undertaken to begin to assess its impact on cyber awareness.

4 Design Alternatives for Increased Engagement

Although initial piloting suggests that the adversarial vantage is helpful and engaging,
the training may be perceived as “yet another cyber training exercise,” which limits user
engagement and thus dampens the potential long-lasting effect on the learner’s cyber
mindset. In this section, we outline various game-design and adaptation strategies we
are currently investigating with goal of enabling still greater engagement and resultant
impact. An underlying design philosophy is to align design principles with learner self-
regulation functions, so that the game better harnesses the native abilities of players to
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Fig. 3. A successful attack turns on a webcam.

engage “organically,” rather than using artificial or coercive methods common in many
computer-based training systems.We focus primarily on intrinsic adaptation (adaptation
of content within the game itself). However, intrinsic adaptation introduces the need
for additional content authoring, which is expensive and can thus inhibit the use of
tailored content. We consider three design alternatives: specialization for player type,
demographic personalization, and engagement tailoring.

4.1 Specializing for Player Type

Players like to interact with games in different ways, depending on a variety of factors
[28]. Some players may want to explore how a game works; others are motivated by
earning badges andmaximizing their score, etc. Games that can adapt the way they work
to a player’s preferred playing style may increase engagement and time spent playing
the game [29].

There are a number of frameworks that attempt to categorize and rationalize playing
styles for video games. The combination of adapting to both playing style and learning
style is still relatively novel, but the ADOPTA framework [30] offers one example.
ADOPTA (ADaptive technOlogy-enhanced Platform for eduTAinment) introduces four
categories of playing style (Competitor, Dreamer, Logician, and Strategist), which are
defined in such a way to be correlated with established learning styles. The developers
of ADOTA showed that they could learn to recognize certain features of gameplay
according to these learning styles and then adapt gameplay according to the observed
playing style, improving engagement for that player. For example, for a “Competitor”
in a “gold capture” game they developed, the game increases the speed of movement
of various gold pieces (and reward when captured). In contrast, for a “Logician,” the
adjustment of the degree of difficulty results in more hidden gold pieces and more
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“puzzles” that must be solved to find the gold. Their results show that adjusting difficulty
based on player type improves the subjective experience of gameplay.

One of the advantages of the ADOPTA method is that it can be used to determine
player style without the use of questionnaires or other explicit methods which makes
the player aware of being “categorized.” We envision several ways we could use covert
observation of player styles in Cyber-RAMPART. For example, we have observed in
piloting that some players enjoy exploring the social media sites somewhat exhaustively,
while others, seeking to get to the attack, capture the minimum amount of information.
Wecould adjust the narrative to account for these different styles by encouragingdifferent
approaches to open-source intelligence gathering, perhaps using a score and badges for
the “Competitor” player to encourage that player type to explore more potential attacks
and targets before making a commitment.

4.2 Adaptation Based on Demographic Characteristics

As suggested above, a common complaint of cyber awareness training is that it is some-
what generic and not specific to the organization or individual [15]. We envision the use
of player demography to allow the game to customize player experience to contexts and
domains relevant to the player.

Potential demographic elements that could be used for customization include the
player’s age, their position/rank within their organization, and details about their job
roles. For example, Hacker Mo could use several different “dialects, somewhat corre-
sponding to age and position. This might result in Mo using text messaging acronyms in
conversation much more frequently with younger players than older ones and choosing
specific descriptions and word usage mapped to jargon and slang associated with vari-
ous generational cohorts. Similarly, the social media content and presentation could be
adapted to roughly match the age, positions, and job roles of the player. This matching
could increase the identification of the player with the potential targets being researched
during the open-source intelligence gathering phase. Familiar contexts are likely to both
improve learner confidence and attention.

Adapting the scenario based on demographic information is not technically chal-
lenging if there is content available to support personalization. However, the content
requirements for adaptive learning has proven to be a significant barrier to widespread
use in open-ended domains. Rather than hand-create additional content, as we did for
the Hacker Mo scenario, we would instead recommend the use of various automated
content generation [31] and content repurposing methods to support demographic-based
adaptation.

4.3 Engagement Tailoring

Learner engagement has direct corollaries with self-regulatory mechanisms such as
attention and persistence [27]. In past work, we have explored how various kinds of
passive observation of learner activity can be used as proxies or “markers” to estimate
on-going engagement as an experience unfolds [32–34]. Examples of passive observa-
tion include assessing the learner’s responsiveness to prompts, eye tracking via webcam,
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and observations of the patterns of mouse movements and hand gestures. Passive obser-
vation is less intrusive (and evident) to learners and generally requires little/no additional
hardware, making it reasonably inexpensive and easy to deploy.

Via combination of such instrumentation and dynamic content selection, we envi-
sion a system capable of producing prompts within the game itself that will encourage
sustained engagement and intervene when engagement begins to flag. Consider the con-
ceptual illustration in Fig. 4. As the player participates in the game, the system tracks
the estimated level of engagement. When engagement begins to trend toward some min-
imum arousal threshold, the system introduces an in-game or intrinsic prompt such as
an unusual comment or unexpected question from Hacker Mo via chat message. For
example, Hacker Mo might interrupt a player response by saying, “Hey, you are taking
a while here… can we move on?” Intrinsic tailoring (also known as pedagogical experi-
ence manipulation) offers the benefit of providing scaffolding and support for the learner
without interrupting the immersive experience [35].

Fig. 4. Tailoring via prompts to sustain engagement.

The intent of these intrinsic prompts is to arrest the falling engagement level, which,
in the figure is successful following the initial prompt. As the game progresses, these
in-game prompts may lose some power (e.g., the first time Mo surprises a player with
a question, it will be a surprise, but less so on the third or fourth use of the same
technique). When the intrinsic prompts fail, the game can switch to an extrinsic prompt,
such as interrupting the dialogue with Mo to ask the player if they want to continue or
take a break.

There are two technical challenges that would need to be addressed to realize this
capability in Cyber-RAMPART. First, the level of engagement would need to be esti-
mated, which requires not only the choice of some sensor(s), but also mechanisms for
calibrating thresholds for individual players, which may differ substantial from person
to person. Second, similar to the previous technique, engagement tailoring also requires
additional content authoring. In this case, however, itmaybe possible to generate prompts
and questions somewhat independent of the context at the moment in which they are
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introduced. This approach would make the authoring requirements straightforward but
may be difficult to achieve truly intrinsic prompting with more generic prompting.

5 Conclusions

Effective cyber awareness training is an acute need for today’s workforce. Cyber threats
are increasing and increasingly calamitous but existing training options commonly are
ineffective. In this paper, we introduced an innovative training game that focuses on the
development of a cyber mindset by allowing a player to plan and to execute notional
examples of various cyber attacks. The attacker perspective offers several advantages
that encourage attention and engagement essential for learning, including an engaging
and relatable narrative that encourages player action. We also described a number of
potential elaborations of the game mechanics to further encourage player engagement
and learning.
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Abstract. The number of publications onAutism SpectrumDisorders (ASD) and
Virtual Reality (VR) has increased considerably the past few years. Interventions
using VR show promising effect in improving social skills and other daily living
activities for persons with ASD. Researchers have expressed concerns regarding
the acceptability among people with ASD towards using Head-Mounted Displays
(HMD) due to sensory oversensitivity. In this study we provide data from 155
publications on the reported acceptability by participants with ASD. Over 80%
of the studies reported using VR as positive. The negative sentiment towards
using VR across studies was below 1%. These findings indicate that VR and
other computer-based tools are broadly accepted amongst participants with ASD.
We suggest normative considerations that researchers and clinicians should take
into account when planning and conducting research and clinical interventions.
Focusing on the social validity, user involvement, and individual considerations.

Keywords: Autism spectrum disorder · Virtual Reality · Acceptability ·
Normative considerations

1 Introduction

Autism spectrum disorder (ASD) is a neurodevelopmental diagnosis defined by persis-
tent deficits in social interaction and communication and by restricted, and repetitive
patterns of behavior, interests, or activities [1]. An overall prevalence of ASD estimate it
to be around 1% [2]. Psychosocial deficits and challenges are common in ASD. Various
aspects such as less friendships with peers [3], and increased loneliness and isolation in
their teens [4] have been reported by adolescents with ASD. Young people with ASD
display more school refusal behavior compared to others [5], and children report having
experienced anxiety in various settings [6] in addition to bullying [7].

Enhancing social skills is a key target for interventions for this group [8], and there
has been a durable trend in empirical research on social skills interventions in ASD
[9]. Virtual Reality (VR) as a tool in research on ASD has gained more attention in
recent years. In fact, the number of published research articles on using Virtual Reality

© Springer Nature Switzerland AG 2020
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2020, LNAI 12197, pp. 161–170, 2020.
https://doi.org/10.1007/978-3-030-50439-7_11

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50439-7_11&domain=pdf
http://orcid.org/0000-0002-4839-8703
http://orcid.org/0000-0002-4337-1296
http://orcid.org/0000-0002-6411-3122
https://doi.org/10.1007/978-3-030-50439-7_11


162 A. Dechsling et al.

0

5

10

15

20

25

30

35

40

45

Nu
m

be
r o

f p
ub

lic
a

on
s

Year published

Fig. 1. Number of peer-reviewed publications onASD and the use of VR or other computer-based
tools, each year since 2001–2018.

or other computer-based assessments and interventions on ASD in 2018 alone exceeded
all publications produced in the consecutive years of 2001–2011 (see Fig. 1).

The majority of interventions using VR aims at improving social or emotional skills
[10, 11], and using VR show promising treatment effects [12]. Several researchers
describe VR as having advantages over other forms of tools, such as combining ecolog-
ical validity provided by real-world simulation [11], with a less stressful environment
[13].

There are various forms of VR equipment that enable different levels of immer-
sions [12]. For instance, Ip et al. [14] used a four-side CAVE VR system, in which
big screens and projectors halfway surround the participant. Despite some promising
treatment effects reported [14, 15], implementation of CAVE VR systems in ASD inter-
ventions suffer from practical requirements/challenges related to space, equipment, and
its immobility [16].

The highest level of immersion provided by mobile equipment is realized in VR
Head-Mounted Displays (HMD), where the goggles provide a sense of a virtual envi-
ronment completely surrounding the user. An alternative to VR HMD is glasses with
Augmented Reality (AR) technology. AR is an enhanced version of reality created by
the use of technology to overlay digital information on an image of something being
viewed through a camera device [17], and AR-glasses differ from VR HMD as visual
information is superimposed on the actual environment [18]. Henceforth, we include
both VR and AR-glasses when referring to the abbreviation HMD. Other computer-
based interventions use computers, laptops, tablets, mobile phones, Kinect®, or other
technology such as for example social robots [19].
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In regard to the usability and acceptability of HMDs, previous research suggests that
sensory oversensitivity among participants with ASD may cause irritation and thus low
acceptability [20–22]. This criticism might lead to some reluctance towards the use of
HMDs. However, there is little empirical research that support these claims and the ref-
erences used in the aforementioned studies were published before 2004 e.g., [23, 24] and
do not account for recent developments in usability, comfort and improved motion sick-
ness prevention. Findings from amore recent study indicate that in tests for acceptability
and sensitivity of participants using HMDs, participants express both acceptance and
enjoyment of HMDs [25]. These results where further corroborated in a literature review
by Bozgeyikli et al. [26], which also suggested guidelines in design of VR as a training
tool for participants with ASD. (We argue that) the question of acceptability is of cen-
tral importance for the future development of AR/VR-supported intervention research
in ASD. Lacking acceptability of an intervention method can affect common factors
central for intervention effects [27]. Participants’ outcome expectations, collaboration,
affirmation and motivational factors contributing to a sustainable treatment alliance are
known to be central to increase effects of psychological interventions [27]. Although
the usability and acceptability of HMD is reported in a number of studies [15, 25], a
systematization of data across studies reporting acceptability (i.e., participant reports on
usability, enjoyment, likeability, tolerability and so on) amongst participants with ASD
is lacking. This chapter addresses the gap in knowledge to provide a more contemporary
and comprehensive conclusion regarding the acceptability of HMD-supported AR/VR
interventions in ASD.

All interventions represent an active and targeted manipulation of the individual’s
cognitive and emotional status with the goal to reach sustainable change in how one per-
ceives, interpret, experiences and reacts to the environment. These intended psychosocial
changes are to be reached via empirically validatedmethods. As all intervention can have
unintended side effects, which also can apply to VR-interventions, it is important for
researchers, clinicians, and practitioners to be aware and account for these. The use of
VR and computer-based tools has undergone numerous iterations during its relatively
short history and there is a need to maintain a focus on social validity when developing
and using new technology.

In this chapter, we provide a number of normative considerations of how the VR
interventions can relate to the non-epistemic values of the relevant party (i.e., con-
siderations of how the participant experiences the purpose of and the VR intervention
itself). Using these considerations, and report these judgements and decisions in research
should contribute to the focus on social validity in research, and ensures that individual
consideration is always accounted for.

2 Method

2.1 Literature Search and Screening

We searched PsycInfo, Pubmed, ERIC, Education Research Complete, Web of Science,
and IEEEXplore, betweenAugust 23rd 2019 andAugust 27th 2019, using the thoroughly
selected Boolean operators for the search strings: (Pervasive development disorder OR
pddORpdd-nosORpervasivedevelopmental disorder not otherwise specifiedORautism
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OR autistic OR Autism Spectrum Disorder OR autism spectrum disorders OR Asperger
OR asd OR autism spectrum condition* OR asc) AND (Virtual Reality OR vr OR hmd
OR Head-mounted display OR Immersive Virtual Environment OR Augmented Reality
OR Artificial Reality OR Oculus OR Immersive Technolog* OR Mixed Reality OR
Hybrid Reality OR Immersive Virtual Reality System OR 3D Environment* OR htc
vive OR cave OR Virtual Reality Exposure OR vre).

After removing duplicates,wemanually screened the results according to pre-defined
inclusion criteria: The articles are peer-reviewed and written in English, include partic-
ipants with ASD, and include the use of virtual reality/environment equipment. We
excluded meta-analyses, reviews, conceptual articles, and design articles that were not
original research articles providing new empirical data.

2.2 Coding Acceptability Data

In order to discover acceptability data in all the included publications, we searched
for the following terms in each publication: accept*, question*, usability*, evaluat*,
ask*, enjoy*, valid*, and tolerab*. As the publications does not use a general standard
of assessing and reporting acceptability data, we extracted qualitative statements from
participants, data provided by questionnaires or other forms for reporting acceptability.
If the articles included acceptability data, we coded the data as either; 0 = negative
sentiment towards the VR, 1 = inconclusive, and 2 = positive sentiment towards VR.
If different participants within a study reported acceptability data that contradicts each
other, the data would be coded as inconclusive.

3 Results

The initial screening and removing of duplicates resulted in 226 publications. Figure 2
(flowchart) shows that the number of publicationswe included according to our inclusion
and exclusion criteriawhere 155. Sixty-three of these publications included acceptability
data.

A descriptive analysis of the data shows that 63 (40.6%) publications reported data
on the acceptability from participants with ASD. See Table 1 for the summary of the
evaluation from the participants. Out of the total number of publications, 22 (14.2%) used
HMD or AR-glasses, and the remaining used other types of computer-based apparatus
(e.g., CAVE, laptop, tablet etc.). Sixteen (72.7%) of the 22 publications using HMD
reported acceptability data, three of which was inconclusive and the rest was positive.
An independent coder that was unfamiliar with the project coded a randomly selected
sample of 16 publications (10.3%) to check for inter-rater reliability (IRR) with the first
author. The IRR agreement in this sample was 100%.

4 Discussion

The aim of this research was to provide an indication of whether VR and HMDs are
accepted amongst participants with ASD across studies. Our findings indicates that VR
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Initial search
(PsycInfo; ERIC; Education Research 

Complete; Web of Science; IEEE; PubMed)
n=853

Publications included
n=155

Publications reported 
acceptability

n=63

Publications using HMD 
reported acceptability

n=16

Publications not reported 
acceptability

n=92

Publications using HMD not 
reported acceptability

n=6

First screening and 
removing duplicates

n=226

Second screening:
No participants n=32

No participants with ASD 
n=25

Not relevant or in English, 
or published before 2000 

n=14

Fig. 2. Flow chart of the search and screening process.

interventions are welcomed by participants with ASD as over 80% of the publications
reporting evaluation data report positive evaluations. This is in line with suggestions
from Newbutt et al. [25]. The majority of the overall studies including both HMD and
other computer-based apparatus does not report evaluation data on acceptability. Most
of the publications using HMD, however, have reported acceptability data. We encour-
age researchers to include these kinds of evaluations when doing research and clinical
work. As the positive results are shown both across studies and within studies such as
Newbutt et al. [25] it seems that there is no evidence suggesting to avoid HMDs in ASD
research and clinical practice. It is a vast amount of studies not reporting the evaluation
so there might be some unrecorded negative evaluations. However, individual variation
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Table 1. The table shows descriptive statistics on the number of publications (n) reporting
acceptability data. The lower section in the table shows the similar data in the publications using
HMDs. The numbers inside the parenthesis is the percent of n its respective unit.

Reported
n(%)

Positive Negative Inconclusive Using HMD

Yes Yes

63 (40.6) 56 (88.9) 1 (.6) 6 (9.5) 22 (14.2)

No No

92 (59.4) 133 (85.8)

HMD and
reported

Positive Negative Inconclusive

Yes

16 (72.2) 13 (81.3) 0 (0) 3 (18.7)

No

6 (27.3)

will always apply to specific situations and necessary adaptions is needed whenever
using VR apparatus in clinical research.

4.1 Future and Normative Considerations

Where the clinical assessment concludes the need for an intervention with the goal of
sustainable behavior change, normative considerations are important to determine the
appropriateness of the additional burden for the client. Decisions based on evidence-
based conclusions regarding the effectiveness and efficacy of an intended intervention
should therefore always differentiate between descriptive and normative premises and
undergo an additional normative consideration to ensure the participant’s interests.

As shown amongst others by Gillespie-Lynch et al. [28], people with ASDmay often
be considered experts on autism, and there is an increased and pronounced expectation
amongst persons within the autism spectrum to be heard in respect to societal issues,
and whether one should change people’s personality, or the construct of society. The
increased awareness towards this, emphasize the importance of cooperating with people
with ASD in both research and clinical practice.

Normative Considerations According to Løkke and Salthe’s [29] Checklist.1 The
first step in any clinical interventions is to collect the facts about the participant’s behav-
ior, situation, and somatic and psychological health. Before continuing, one should ver-
ify the participant’s values, interests and opinion regarding the topic [29]. Then, after this
assessment and before anything else, one should ask the question: is there any reason to

1 The checklist is originally published in Norwegian, in the OpenAccess Norwegian Journal
of Behavior Analysis. An English version of the complete checklist of Jon A. Løkke and Gunnar
Salthe can be provided on request to the corresponding author of this chapter.
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do anything? If no, then do not. However, if the answer is yes, one can go on checking
evidence, effects and possible side effects of various interventions before collecting data.

It is also important to do normative considerations of the specific intervention, and
our paper provides some evidence that VR and HMDs are a tolerable tool in interven-
tions. Even though our results suggest that HMDs and other computer-based tools are
accepted amongst the majority of participants with ASD, it is not a justification towards
using it against someone’s will. One should principally make sure that the intervention
does not contain force/compulsion, reduction of choices, or other unwanted elements for
the participant.

In addition to the acceptability towards the interventionmethod, the normative issues
of the possible outcomes of the interventions for the individual is important. According
to the philosopher James Griffin [30], one can categorize values that make life worth
living into five categories of wishes for our lives: Good experiences, freedom, knowl-
edge, relations, and to have accomplished something. When setting up an interventions,
the researcher/clinician should think carefully about if the interventions itself provides a
good experience, and if the possible outcome expands the individual’s opportunities later
in life for more good experiences. These two considerations may contradict one another;
however, the lattermay oust the first inmany cases.Actually, in regards to importantmea-
surements and outcomes, happiness is ranked, by parents of children with ASD, as the
most important outcome that researchers should measure [31].

Freedom, to both make one’s own decisions and be able to withstand unwanted deci-
sion made unto by others, may also be important. This wish should be considered both
prior to and during the interventions, as well as when evaluating outcomes. User involve-
ment is an example which is important prior and during, but one should try as an outcome
to give participants enhanced opportunities to increase their own sense of freedom in life.
Knowledge in itself is of value, and also the notion of having accomplished something.
Thatmight be on a smaller or bigger scale, e.g., from learning how to reador raising happy
children. The fifth wish, relations, can often seem to be underrated by the surrounding
of people with ASD.Maybe because children with ASD tends to orient themselves more
towards non-social stimuli rather than social [32], thismight bemistaken to be interpreted
as peoplewithASDnotwanting any social relations.A lot of research has refuted this [7].
Again, it is important to emphasize that research does not show that all personswithASD
want social relationships either, just as with people “outside” the autism spectrum.

4.2 Limitations

The analysis of the existing study laid out some systematic knowledge gaps to be
addressed by future research, as they are not uncommon in new research fields such as
VR interventions and research. There is no coherent way of how to report data on accept-
ability even though attempts have been made to develop questionnaires for researchers
and teachers [33]. The various ways of assessing and reporting evaluation data, may
have led to variations and/or errors in our appraisal of the evaluations provided in the
different studies. However, the results from IRR suggests agreement and thus reduce the
margin of errors. The results would have been strengthened by coding more or all the
data with two independent coders.
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Many of the studies do not report acceptability data. There are also instances where
parents, caregivers, or teachers are asked to evaluate the participants’ acceptance, which
may increase the risk of socially desired answers. The fact that participation in studies
is based on ethically approved informed consent, may lead to a self-selection effect
limiting the generalization of conclusions beyond settings where participants with ASD
receive detailed information prior to HMD exposure.

5 Conclusion

This study shows that almost half of the studies on VR and ASD report acceptability
data. Of the publications that reported such data, the majority overall and studies using
HMD report positive sentiments on acceptability. These data suggest that persons with
ASD can readily use computer-based and virtual reality technology, HMDs included.
However, over half of the studies we have checked has not reported evaluation data.
This indicates that there might be a number of unrecorded cases of negative evaluations.
Either way, we emphasize that individual considerations must be made in all cases.
Further, we have suggested normative considerations that is eligible to use prior and
during interventions in regards to aims and outcome.
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Abstract. Formost people, decisions about “wellness” aremade by default.With-
out specific evidence-based guidance, most find it difficult to make specific long-
term commitment to achieving and maintaining wellness. Proposed here is an
approach to filling the information gap through “Informed spectatoring” using
appropriate instrumentation and advice: a type of “feedback control”.

Human beings are complex systems having many interoperable subsystems.
Neither these subsystemsnor their interactions are completely understood. Further,
while there are broad principles describing these subsystems and their interactions,
the specifics are personal. Taken together, these factors make optimization of the
human being by achieving and maintaining Wellness a challenging problem.

We describe a cloud-based system intended to provide actionable recom-
mendations to users for improving their wellness. The recommendations are per-
sonalized for the user demographic and history. This is accomplished in three
steps:

1) Assessment: a knowledge-based expert system ingests data from the user, and
positions them on an objective, numeric multi-dimensional wellness scale in
the general areas of Psychology, Physiology, and Finanaces. This assessment
of wellness is informed by the user demographic, history, and a wearable
monitoring device.

2) Projection: A bank of feedback controllers (pid controllers) is used to estimate
user futurewellness states byprojecting the userwellness state forward in time.
This is a prospective, rather than merely retrospective analysis. It is focused
on where the user will be rather than merely where the user has been.

3) Recommendation: Based upon the assessment of user wellness, and the for-
ward projection of the user wellness, a knowledge-based expert system selects
a few areas of wellness that can be addressed in a unified way by simple user
actions. An innovation is that the expert system makes these recommenda-
tions by automatically crafting a report in colloquial prose that reads like it
was written by a human.
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An operational, cloud-based prototype has been built and tested on simulated
data. We describe an upcoming human trial using members of the U.S. Olympic
Team as subjects.

Keywords: Wellness · Psychophysiological economics · Intelligent
recommender systems

1 Assumptions Underlying the Model

As a process, Wellness is a path through a sequence of wellness states. Mathematically,
this path is a trajectory through the wellness state space.

Our treatment of Wellness addresses three fundamental components: Mental
Wellness, Physical Wellness, and Financial Wellness.

The components of Wellness are interdependent: what affects one affects the others,
often in complex ways that vary from person to person, and for a particular person over
time. Therefore, Wellness must be achieved as a balance among all three components.

Wellness is a dynamic homeostasis. People are not static, but constantly changing as
they respond to the changing circumstances of their mental, physical, and financial envi-
ronment, environment. Maintaining Wellness requires making appropriate adjustments
so that balance is maintained. (Allostasis is a state other than a state of Wellness.)

The sequence of wellness states occupied by a person through time constitutes their
Wellness Trajectory. A path that is a sequence of optimum wellness states for a person
is their centerline. Achieving wellness means following a stable trajectory that is near
one’s own centerline.

Mathematically, maintaining wellness can be modeled as interoperable systems hav-
ing interactions that involve non-observability, discontinuity, non-linearity, time-latency,
feedback, habituation, and non-stationarity.

2 Background: Psychophysiological Economics

The notion that behavioral, cognitive, and physiological mechanisms interact in a way
that shapes wellness is closely associated with an emerging field of study called psy-
chophysiological economics (PE). PE theory presupposes that behavior and cognitive
processing are indivisible and that behavioral, cognitive, and physiological tools and
techniques can be combined to create interventions that improve the physical, mental,
and health outcomes of individuals.

As noted by Grable (2013), PE differs from behavioral economics/finance (BE/F)
and functionalmagnetic resonance imaging (FMRI) applications.Grable noted thatBE/F
theory and usages are based are observational data (e.g., measuring performance, assess-
ing both objective and subjective responses, etc.), whereas FMRI is typically applied
exclusively to the study of brain activity (e.g., mapping neural activity with changes
in blood flow). PE, on the other hand, emphasizes the role of the peripheral nervous
system as it relates to economic behavior. The peripheral nervous system includes the
spinal and cranial nerves. Of specific relevance to those interested in the connection
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between PE and wellness is the Automatic Nervous System (ANS). ANS regulates
visceral structures (i.e., glands and other internal organs). Together, these structures
control involuntary physiological activities and behavior. When a PE approach is used,
researchers can directly measure the sympathetic nervous system as a person responds
to stressors within the environment. It is the manner in which someone reacts physiolog-
ically to specific stressors, rather than how they plan to react, that influences the person’s
behavioral tendencies.

An assumption imbedded in the PE hypothesis is that stress shapes how individuals
react, both physically and mentally, to stressors. A secondary assumption is that stress
cannot easily be evaluated and assessed using traditional observational methods. A third,
and critical assumption, associated with PE models is that distress can alter behavior
by causing changes in a person’s visceral structures. These changes occur involuntarily,
and as suggested by Grable (2013), unless someone understands how they cognitively
process stress information, their behavior may appear to be erratic and not rational.

Stress is idiosyncratic. As such, the types of stressors that lead to stress (both the
level and type of stress) differ based on the person asked and the person’s perceptions
of the likely threat associated with an event or circumstance. Once stressors have been
identified, it is important to take this knowledge and apply it clinically. This means,
simply, designing psychophysiological tools and techniques that can be used to help
individuals and professional help providers identify stressors and how to deal with such
stressors.

PE researcher tend to focus on evaluating and assessing physiological aspects of
household level economic and financial behavior. Specific tools used by PE researchers
include the following:

• Surface Electromyography: Muscle Tension Patterns
• Electrodermal Activity: Skin Conductance
• Peripheral Skin Temperature: Sympathetic Activation
• Respiratory Feedback: Breathing Patterns
• Cardiovascular Activity: Heart Rate Variability

These tools allow PE researchers to evaluate directly, in real time, the relationship
between cognition and behavior, and ultimately degrees ofwellness. In general, someone
experiencing stress (either acute or chronic) should exhibit the following characteristics
as they relate to any given economic stressor: (a) muscle tension, (b) increased sweat
production, (c) a decrease in peripheral skin temperature, (d) increased breathing, and
(e) increased heart rate variability (Grable 2013). Because these factors are sometimes
difficult to recognize, and because these factors do not occur at the same rate or inten-
sity for any person, it is essential to measure such factors objectively. For those who
are experiencing stress, specific interventions can be used to reduce such stress, with
the likely outcome being an improved willingness to engage in longer-term positive
behaviors resulting in physical, mental, and financial wellness.
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3 Technical Formalisms: Automating a Wellness
Assessment-Recommender System

The authors have implemented a prototype web-based Wellness Recommender System.
It ingests data from a user; assesses their wellness in the categories of:

• Psychology (modes of thinking that affect overall wellness)
• Physiology (direct monitoring using a wearable monitors of heart-rate variability
(HRV))

• Finances (financial state and behavior); and produces a prose report recommending
immediate short-term behaviors likely to improve overall wellness.

Considered together, these three elements of wellness constitute the interrelated
elements of the emerging discipline of Psychophysiological Economics.

The mathematics supporting the approach is an application of many formalisms.
Some are conventional, while others are implementations of advanced or emerging
technology. The technology draws from:

• Data Science:

– Data ingestion and formatting
– Formulation of data architecture (analysis, flows, archiving)

• Data Mining for-

– Data Conformation
– Data Visualization
– Data Repair (outlier correction, imputation of missing values)
– Parametric modeling of populations
– Data Segmentation and Clustering
– Data Quantization/Coding
– Data Normalization/Registration

• Data Modeling for-
– Feature Extraction and Enhancement
– Assignment of Ground Truth
– Definition of Sampling Strategy

• Closed-Loop Control Theory for-
– PID Control Strategy for Behavior Feedback (Wellness Corrections)

• Spectral Analysis for-

– Vectorization of Wellness Concepts
– Mapping Wellness Corrections to recommended behaviors

• Machine Learning for-

– Interview of Domain Experts
– Ontology Development
– Establishment of distributions characterizing wellness in its various aspects
– Encapsulation of Domain Knowledge
– ML Paradigm Selection
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– Decision Subsystem Training/Testing
– Auto-Report Generation to recommend user behaviors.

4 Processing Philosophy

The output produced by the Recommender for each user is a combination of numeric
and nominal data presented in an annotated prose report (an example is provided at the
end of this paper).

During ingest and processing, data are represented in numeric form. Some data
elements are stored as single numbers (e.g., chronological age), while others require
multiple values (Average Blood Pressure as a pair: a Diastolic value, and a Systolic
value). Text (e.g., country of residence) is numericized.

Automating the assessment of human wellness using descriptive statistics requires
embedded knowledge. The authors have prototyped such an assessment ontology con-
sisting of a trainable, knowledge-based expert system which performs user wellness
assessment as a side-effect (in the software sense). The assessment is personalized,
objective, quantitative, and includes an explanation of the findings.

Projecting the user wellness state forward in time is accomplished using a bank of 25
P.I.D. controllers (one for each of the key components of wellness; see the list below).
Each controller contributes its projection estimate to a simple fusion algorithm, which
rolls them up into the aggregate assessment of the user wellness state.

The most challenging aspect of system development has been creating a the
knowledge-based expert system which ingests numeric wellness metrics and state pro-
jections into the system output: the users’ personalized recommendations in a prose
report that reads like it was written by a human author. Initially, recommender data have
been drawn from clinical and financial literature, and simulations informed and reviewed
by domain experts. The results of the Centerline Study (described below) will be will
be used to refine the decision processes within the Centerline System.

All of the formalisms called out above are be supported by a vector space approach
to data modeling. Each entity (person, behavior, state, outcome) is represented as an
ordered list of numeric values in a finite-dimensional vector space. This is a standard
approach used in many (most) intelligent systems.

4.1 The 25 Components of Wellness

This will begins with the collection of feature vectors containing indicators in each of
the three wellnesses. At present, these data are held in a repository of 10,000 simulated
users (simulants). Each has data for the 25 areas of wellness:

• Psychological:

– Positivity=wellness 1
– Engagement=wellness 2
– Relationships=wellness 3
– Meaning=wellness 4
– Accomp=wellness 5
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– Emo_Stability=wellness 6
– Optimism=wellness 7
– Resilience=wellness 8
– Self_Esteem=wellness 9
– Vitality=wellness 10

• Physical:
– weight=wellness 11
– BP=wellness 12
– Sugar=wellness 13
– Heart_Rate=wellness 14
– Age=wellness 15
– Sleep=wellness 16
– Diet=wellness 17

• Financial:
– Spend<Earn=Spending is less than income=wellness 18
– Timely_Bills=Pay all bills on time=wellness 19
– Short_Savings=Sufficient liquid savings=wellness 20
– Long_Savings=Sufficient long term savings=wellness 21
– Managed_Debt=Manageable debt load = wellness 22
– Solid_Credit=Prime credit score=wellness 23
– Insured=Have appropriate insurance=wellness 24
– Expense_Plan=Plan ahead for expenses=wellness 25.

4.2 The Assessment and Recommendation Process

A person’s Centerline Wellness is the collection of their numeric wellness values in
the wellness areas listed above. Initially, target values (Centerline Wellness values) will
be established by the judgement of domain experts in each wellness area; by reference
to the published literature and population norms; and by one or more empirical case
studies. Servicing Centerline Users is a linear process conducted in two phases. Phase
1 consists of abstract data processing, while Phase 2 consists of knowledge-intensive
analytic processing.

Phase 1: Mathematical Assessment and Optimization

Raw data for a person’s instantaneous wellness state (a vector of their wellness
values) will be collected/inferred from information they provide, information collected
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from sources authorized by the user, and from one or more wearable devices on the
user’s person.

This raw data will be conditioned and converted into a set of deviations from the
person’s CenterlineWellness. Because the various wellness factors impact the user’s life
in different ways, and by different amounts, and with different latencies, the aggregate
deviation from Centerline Wellness will be a weighted sum of the wellness deviations.
Both instantaneous and long-term average wellness values will be created.

Given the deviation from Centerline Wellness, a collection of PID controllers will
determine the correcting signals needed to restore the person to their CenterlineWellness.
These correcting signals are abstract numeric representations of the adjustments needed
to return the user’s to a Centerline Trajectory in the Wellness state space.

Phase 2: Translation and Presentation

To make the abstract adjustments actionable, they must be translated into a coher-
ent, comprehensible set of recommended behaviors. The intention is that, by undertak-
ing the recommended behaviors, the user’s deviation from Centerline Wellness will be
reduced over time to nominal levels. The software we have implemented we call the
Recommender.

The prototype Recommender currently uses two knowledge-based expert systems
and a bank of 25 PID controllers. This prototype is being used to determine whether and
how wellness can be restored to a homeostatic set point using a closed-loop controller.
A case study using volunteer(s) from the U.S. Winter Olympic Team, and moderated by
experts from the University of Georgia, is currently underway.

The principal use-case for this Recommender employs two expert systems, and a
PID controller bank. The first expert system assesses the user wellness state; the second
expert system formulates recommendations (in colloquial natural language) that address
the user’s demographic, and areas of greatest deviation from wellness; and the PID
controllers project the user state forward in time to characterize the benefits of following
the recommendations. Two compliance factors specific to the individual user are applied
to select recommendations most likely to be adopted by the user.
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While this approach allows the determination the kinds of corrections that are
required in a vector space sense, it is still necessary to determine what specific real-world
actions must be undertaken to produce the indicated changes. This will be accomplished
through the use of an aspect of AI based upon the use of trainable expert systems. These
are state machines.

Different users will experience levels of difficulty carrying out specific recommen-
dations. This means that the “terrain of action” will be specific to the individual: what is
difficult (“uphill”) for one person might be relatively easy (“level or downhill terrain”)
for another.

Therefore, the recommendations (“control signals”) offered tomove a person back to
their centerline are individual in nature. These can be individualized over time. Initially,
population norms can be used to establish these factors.

5 The Prototype System

The figure below depicts a functional architecture of the existing prototype. This pro-
totype has been hosted on the web, and has a simple web-accessible user interface that
facilitates data input and the delivery of reports created by the Recommender.
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The legend below describes the interfaces depicted in the figure. (HENRY is term
referring to the user.)

“Best-O-Breeds” are independent service applications that currently contract
with user’s to provide information services using as input data uploaded syn-
chronously/asynchronously by users through an HMI web interface. CLI will partner
with some set of these (“Best of Breeds”, whichwill change from time to time) to provide
to CLI the information they currently serve to their population of users.

The user side of the web interface resides on the user’s computer. The CLI App data
and software reside on the user computer.

Embedded data collection functionality resides on a User-Wearable device.
Data are exchanged synchronously/asynchronously wirelessly between the CLI App

on the user Computer and the User-Wearable device.

• Circle 1: Financial Wellness Input from the user

– Service Request Record (e.g., INSTALL App, generate report)
– Account Management Request (CRUDRecord having Customer ID and password,
other request record(s))

• Circle 2: Financial Wellness Output to User CLI App

– INSTALL/UPDATE/REMOVE account data and software for CLI App
– Service Request Record (e.g., upload data request, app status request(s),
billing/account information)

– Information Services Report (i.e., product content)

• Circle 3: Physical Wellness Input from the user

– Service Request Record (e.g., INSTALL App, generate report)
– Account Management Request (CRUDRecord having Customer ID and password,
other request record(s))

• Circle 4: Physical Wellness Output to the user App

– INSTALL/UPDATE/REMOVE account data and software for CLI App
– Service Request Record (e.g., upload data request, app status request(s),
billing/account information)

– Information Services Report (i.e., product content)

• Circle 5: Financial Wellness Output to CLI Ingest Web Interface

– Account Management Record (e.g., upload data request, app status request(s),
billing/account information)

– Annual Income, Credit Score, Short Save, Long Save, Health Insure, Life Insure,
Budgeting, Mortgage Debt, College Debt, Non-Educational Unsecured Debt

• Circle 6: Physical Wellness Output to CLI Web Interface.

5.1 The Prototype Implementation

The implemented software starts with data input after login. The information required
for the Knowledge Based Expert System to work is split into two parts: 1) some demo-
graphic information about the person to be evaluated, and 2) the measurement, score of
importance, and score of compliance for each component in 3 wellness domains.
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The demographic information is used to determine the ideal value of each component
and the set of suitable recommendations and action plan tailor-made for the user. A few
important information that influence heavily the outcome by the algorithms are, for
example, age, marital status, and gender.

The measurement for each component of all wellness domains are required. In the
prototype, the software requires direct input from the users. The final system should
take the measurements directly from wearable health devices or obtain the score by
presenting the user a survey. The score of importance reflects how important the user
subjectively thinks the component contributes to his or her overall wellbeing. The score
of compliance is the computed probability that a user may follow the recommendation
given by the system to improve the overall wellness. Again, the prototype currently
accepts direct input, but it should be computed automatically by the system basing on
the frequency of the user following the recommendation in the final product.



Feedback Control for Optimizing Human Wellness 181

The information is sent to the algorithm after collection to go through an evaluation
engine, which gives a diagnosis on each component of all wellness domain, and a rec-
ommendation engine, which gives a recommendation to improve each wellness domain
by targeting the most urgent, i.e. influential, component to be improved within. The rec-
ommendation engine also provides a forecast that shows the percentage of improvement
the user will have over a period of time if he or she follows the given recommendation.

6 The Centerline Study

The authors are preparing a study to assess and optimize the Assessment-Recommender
Prototype involving human volunteers.

Purpose:

• Collect information to assess and refine the performance of the Centerline Wellness
system

• Collect empirical data to support the completion of a scientific paper to be presented
at an international technical conference.

Duration of Study: 3 months

• On-boarding can occur in Week 1 of any month.
• In-Brief includes a survey instrument (next slide)
• Subjects will interact with Financial Counselors at the beginning, middle and end of
each month.

• It is anticipated that all Financial Counselors will be Ph.D. Students/Candidates acting
under the direction of one of the study Principal authors.

Out-Brief includes a summary interview
At the Financial Counselor Check-ins, subjects will be advised using recommen-

dations created by the Centerline Wellness system. The figure below characterizes the
study architecture.
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On-Boarding of subjects will include a Study Pre-Test, shown at right. Information
will be collected during the In-Brief.

Subjects will complete the psychological assessment(s) online and report the results
within the week of their In-Brief. (No specific assessment has yet been selected.)

The information being collected is only that which is required for the operation of
the Centerline Wellness System.
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Some information will be collected using a wearable device that subjects will wear
at all times during the study. Some information will be collected during Check-ins with
Financial Counselors, and in a post-study survey completed by subjects.
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Subjects will complete a checklist once a day (upon arising). These will be collected
at the Financial Counselor Check-ins and/or monthly recaps. The information being
collected is only that which is required for the operation of the Centerline Wellness
System.

At the conclusion of the study, subjects will complete a Summary Interview. The
Summary Interview includes a survey about the study experience. The Out-brief Survey
has not yet been developed
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6.1 Handling “missing data”: A Degapping Algorithm for Numeric Data

Any decision-making system that operates in a dynamic, real-world environment must
have a mechanism in place for coping with missing data: data that, for whatever reason,
is not available at the time a decision must be made. This is a common challenge when
data must be volunteered by a human user.

One possible approach is to construct the decision system so that it can operate
with partial (missing) input fields. Expert Systems are particularly good at this. Another
possible approach is to use the data available to infer (“impute”) values for missing
fields. This section describes the latter process as we have implemented it.

One simple inter-vector imputation method is to replace missing values with their
population means, a O(n) process. This naïve approach is simple, but ignores context
within the record. For numeric data, a more sophisticated method is the nearest neighbor
normalization technique. This can be applied efficiently even to large data sets having
many dimensions (in a brute force approach this is a O(n2) process).

The following is an explanation of how the nearest neighbor normalization method
works. This technique proceeds in the following manner for each missing feature in a
given vector, V1:

1. From a degapping set of feature vectors, find the one, V2, which:

a. Shares a sufficient number of populated fields with the vector to be degapped
(this is to increase the likelihood that the nearest vector is representative of the
vector being processed).

b. Has a value for the missing feature, Fm.
c. Is nearest the vector to be degapped (possibly weighted).

2. Compute the weighted norms of the vector being degapped, V1, and the matching
vector found in step 1, V2, in just those features present in both.

3. Form the normalization ratio Rn = |V1|/|V2|.
4. Create a preliminary fill value P = Rn*Fm.
5. Apply a clipping (or other) consistency test to P to obtain F′

m, the final, sanity checked
fill value.

6. Fill the gap in V1 with the value F′
m.

This method is based upon the idea that someone who is expensive/cheap in several
areas is likely to be expensive/cheap in others, and by about the same ratio. The nearest
neighbor normalization technique can be applied to nominal data, but in that application
the available symbol in the matching vector is usually copied directly over without
further processing.
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6.2 Data Conformation for Human Instrumentation

The authors have developed a software application which monitors a human user’s
wellbeing from the interconnected aspects of psychological, physiological, and finan-
cial “wellness”. The application uses one knowledge-based expert system to assess the
user’s wellness state, and a second knowledge-based expert system to make specific
actionable suggestions for optimizing the user’s wellness by addressing problem areas.
This recommender system creates these suggestions periodically as part of a monitored
feedback loop. The recommendations are dynamic, informed by the user’s demographic,
and personalized for the user’s goals.

Collecting data for assessing the physiological and financial aspects of wellness is
fairly straightforward. More difficult is the characterization and collection of data for
objectively assessing a user’s psychological state.

Heart-Rate Variability (HRV) is regarded by many experts as an informative, non-
invasive, passively accessible physiological indicator of psychological stress (Thayer
et al. 2012). It also carries information about physical activity in terms of tempo and
intensity, which can be used to infer sleep and activity cycles. For this reason, the authors
are using HRV as a salient indicator of psychological wellness, and drawing upon the
significant research in this area (Hancock 2020).

Continuous HRV monitoring can be done in a variety of ways. In recent years, a
variety of devices for this purpose have been produced for direct sale to the general
public. These wearable devices include chest strap monitors, wrist-mounted monitors,
and monitors worn as rings. While chest straps are the most accurate and are relatively
inexpensive, they have not enjoyed wide-spread popularity with the public; most people
would rather use a wrist-wearable device.

The Conformation Problem
This variety of collection devices poses a possible obstacle to adoption of systems that
use HRV data. Existing devices themselves are very different in quality, operation, and
cost. Any add-on system that relies upon HRV data must accommodate this variation,
since users are unlikely to adopt a system that requires them to purchase a newmonitoring
device.

A Conformation Solution
A solution to this problem is the construction of a device-agnostic front-end, which
ingests data from a wide range of devices, and conforms it to a device agnostic standard
for subsequent processing. The authors have built such a conformation transform. This
transform has been calibrated using data collected in a live trial for a variety of input
devices. The conformation transform uses a multi-variate regression-(parameterized
radial basis function, RBF).
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Ground-truth data are collected by instrumenting a “standardizing user” with a chest
strap heart rate monitor. These devices achieve high accuracy by monitoring cardio-
electric signals by direct contract through the chest wall.

Simultaneously, the standardizing user wears various wrist-mounted heart monitors
[list here]. These concomitant data serve as the independent and dependent variables for
the regression, respectively. The RBF is numerically optimized to transform the wrist
data (which is of variable sampling rate, sensitivity, precision, bio-coupling effectiveness,
etc.) to best-estimates of the corresponding chest-strap data.

7 A Sample Report Generated Automatically Without Human
Involvement by the Recommender Expert System
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ANTONE MCMAHON is a 31-year-old single male. 
 

Evaluation Report 
Financial State 
ANTONE MCMAHON's overall financial wellness level is 0.004, which is at the Centerline for his demo-
graphic. 
He has reached or exceeded Centerline Financial Wellness in 8 out of 10 areas. 
The Financial Wellness factors that meet or exceed the centerline for his demographic are: 
Assessment Value Z-Score Set Point Importance Compliance 
A medium level of annual income is fine: 31.1 -0.485 35.002 0.848 0.881 
A medium level of short save is fine: 0.057 0.337 0.05 0.681 0.796 
A medium level of long save is fine: 0.461 -0.173 0.496 0.257 0.235 
A medium level of college debt is fine: 28.875 -0.383 31.786 0.876 0.812 
A medium level of unsec debt is fine: 5.785 0.086 5.218 0.544 0.248 
A medium level of credit score is fine: 603.143 -0.282 610.03 0.671 0.151 
A medium level of life insure is fine: 0.995 -0.022 1.003 0.501 0.758 
A low level of mortgage debt is good: 11.517 -1.293 100.995 0.539 0.222 
His Financial Wellness factors that need improvement are: 
Assessment Value Z-Score Set Point Importance Compliance 
A low level of health insure is not healthy: 0.751 -0.612 1.0 0.325 0.793 
A low level of budgeting is not healthy: 0.411 -1.444 1.011 0.682 0.756 
Physical State 
ANTONE MCMAHON's overall physical wellness level is -0.112, which is under the Centerline for his 
demographic. 
He has reached or exceeded Centerline Physical Wellness in 9 out of 10 areas. 
The Physical Wellness factors that meet or exceed the centerline for his demographic are: 

Assessment Value Z-
Score Set Point Importance Compliance 

A medium level of bmi is fine: 22.07 0.087 21.554 0.178 0.783 
A medium level of wb sugar is fine: 92.474 0.914 84.864 0.605 0.963 
A medium level of act hr is fine: 128.178 -0.112 129.594 0.199 0.766 
A medium level of age is fine: 31.588 -0.203 31.588 0.171 0.216 
A medium level of tot cals is fine: 2711.334 0.971 2395.075 0.484 0.177 
A medium level of carb cals is fine: 497.583 0.593 402.509 0.563 0.202 
A very high level of bp diastolic is quite un-
healthy: 97.501 2.131 79.816 0.171 0.765 

A very low level of resting hr is quite unhealthy: 45.935 -3.184 71.723 0.207 0.248 
A very low level of sleeps is quite unhealthy: 3.775 -2.574 8.009 0.698 0.753 
His Physical Wellness factors that need improvement are: 
Assessment Value Z-Score Set Point Importance Compliance 
A high level of bp systolic is not healthy: 137.864 1.095 119.667 0.507 0.22 
Psychological State 
ANTONE MCMAHON's overall psychological wellness level is -0.067, which is under the Centerline for 
his demographic. 
He has reached or exceeded Centerline Psychological Wellness in 6 out of 10 areas. 
The Psychological Wellness factors that meet or exceed the centerline for his demographic are: 
Assessment Value Z-Score Set Point Importance Compliance 
A medium level of positivity is fine: 0.325 0.159 0.308 0.436 0.196 
A medium level of engagement is fine: 0.585 -0.105 0.61 0.397 0.784 
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A medium level of meaning is fine: 0.679 0.328 0.618 0.739 0.951 
A medium level of emo stability is fine: 0.38 -0.148 0.412 0.547 0.889 
A medium level of optimism is fine: 0.368 0.258 0.323 0.411 0.17 
A medium level of resilience is fine: 0.594 -0.042 0.617 0.663 0.804 
His Psychological Wellness factors that need improvement are: 
Assessment Value Z-Score Set Point Importance Compliance 
A low level of relationships is not healthy: 0.291 -0.89 0.513 0.408 0.842 
A low level of accomplishment is not healthy: 0.011 -1.873 0.309 0.463 0.155 
A low level of self esteem is not healthy: 0.572 -0.783 0.708 0.563 0.755 
A low level of vitality is not healthy: 0.503 -1.21 0.725 0.899 0.237 

Recommendation Report
For domain financial, the significant issue area is budgeting:

Significance score 0.409

Importance to user 0.682

User compliance 75.6%

Centerline deviation −0.6

Recommendations:
Increase: Plan! Develop weekly monthly and annual budgets you can live with. Be
realistic but hold your resolve.

If your absolute essential expenses overshoot 50 percent of your income you may
need to dip into the wants portion of your budget for a while. Its not the end of the world
but youll have to adjust your spending. Even if your necessities fall under the 50 percent
cap revisiting these fixed expenses occasionally is smart. You may find a better cell
phone plan an opportunity to refinance your mortgage or less expensive car insurance.
That leaves you more to work with elsewhere.
Forecast:
If he follows the recommendation above, he may expect an 82.343% improvement in 5
weeks.

[placeholder for projection visualisation]
For domain physical, the significant issue area is bp_systolic:

Significance score 9.228

Importance to user 0.507

User compliance 22.0%

Centerline deviation 18.197

Recommendations:
Decrease: Enroll in a gym for weekly exercise. Take an afternoon and evening walk.
Spend less time on sedentary activities.

When it comes to resting heart rate lower is better. It usuallymeans your heart muscle
is in better condition and doesnt have to work as hard to maintain a steady beat. Studies
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have found that a higher resting heart rate is linked with lower physical fitness and higher
blood pressure and body weight.
Forecast:
If he follows the recommendation above, he may expect an 92.892% improvement in 5
weeks.

[placeholder for projection visualisation]
For domain psychological, the significant issue area is relationships:

Significance score 0.09

Importance to user 0.408

User compliance 84.2%

Centerline deviation −0.221

Recommendations:
Increase: Discuss relationships with someone older who cares about you. Read books
about improving relationships.

Cuddling kissing hugging and sex can all help relieve stress. Positive physical contact
can help release oxytocin and lower cortisol. This can help lower blood pressure and
heart rate both of which are physical symptoms of stress. Interestingly humans arent
the only animals who cuddle for stress relief. Chimpanzees also cuddle friends who are
stressed.
Forecast:
If he follows the recommendation above, he may expect an 73.517% improvement in 5
weeks.
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Abstract. As technology proliferates into all aspects our lives, affect-adaptive
interaction becomes increasingly important. A growing area where this is par-
ticularly critical is behavioral health technology: mental health (MH) apps, seri-
ous therapeutic games, virtual agents and social robots, and virtual reality envi-
ronments. These technologies aim to support mental health and wellness via
psychoeducation, behavior coaching, supportive and motivational interventions,
and opportunities to practice coping skills. Affect-adaptive interaction requires
detailed affective user models, capturing the range of the user’s affective states,
their triggers, expressivemanifestations, and consequences on behavior, within the
specific interaction context. Cognitive-affective architectures have been proposed
as a possible approach to affective user modeling, due to their ability to repre-
sent detailed information about internal processing and support complex what-if
and abductive reasoning. However, their construction is highly labor-intensive,
requiring significant knowledge engineering and parameter tuning. In this paper
I argue that the unique interaction context offered by MH apps helps address
these issues. By facilitating self-reporting and non-intrusive sensing, mobile apps
support user-driven construction of individual- and context-specific cognitive-
affective architectures. The focus on emotions makes the explicit collection of
affective data central, thereby encouraging direct user involvement, which is also
enhanced by engaging the user in the on-going architecture refinement. I describe
an approach to constructing a cognitive-affective architecture-based affective user
model, providing several illustrative examples which demonstrate how the model
would support more personalized assessment, intervention and progress tracking
in mental health apps. The paper concludes with a discussion of challenges and
opportunities.

Keywords: Affective HCI · Cognitive-affective architectures · Affective user
models · Behavioral health technology ·Mental health apps

1 Introduction

As technology proliferates into all aspects our lives, affect-adaptive interaction becomes
increasingly important. A growing area where this is particularly critical is behavioral
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health technology: mental health (MH) apps, serious therapeutic games, virtual agents
and social robots, and virtual reality environments. These technologies aim to support
mental health and wellness by providing psychoeducation (e.g., causes of depression,
coping strategies for anxiety), behavior coaching (on-going support to establish healthy
behavior, e.g., exercise), supportive and motivational interventions (directly providing
emotional support; targeting specific components of motivation), and opportunity to
practice specific skills and coping strategies (e.g., practice assertiveness skills in gaming
environments).

Affect-adaptive interaction requires detailed affective user models, capturing the
range of the users’ affective states, their triggers, expressive manifestations, and con-
sequences on behavior, within the specific interaction context. In therapeutic contexts,
additional information is required, including preferences for the type of support the user
prefers to manage distressing emotions and maintain motivation for change, and infor-
mation about the relative effectiveness of different emotion regulation strategies; e.g.,
User A may prefer a display of empathy when feeling discouraged, whereas User B may
prefer a “tough love” approach to be pushed to a higher performance level.

Cognitive-affective architectures have the necessary representational and inferencing
capabilities to capture the affective user information outlined above, and to serve as
dynamic, simulation-capable affective usermodels.However, their construction is highly
labor-intensive, and infeasible formost current contextswhere affect-adaptive interaction
is explored (e.g., intelligent tutoring, affective gaming).

However, the emergence of mobile apps, and their capability to rapidly and easily
collect large quantities of individual user data, have created the possibility for dynamic,
user-driven construction of individual- and context-specific cognitive-affective architec-
tures. In this paper I make a case for exploring the effectiveness of cognitive-affective
architectures as affective usermodels, anddescribe howacognitive-affective architecture
could be constructed from user data collected via mobile devices. I describe examples
of the resulting affect-adaptive interactions in the context of behavioral health technolo-
gies; specifically, in the context of an anxiety management MH app. Although the focus
here is on behavioral health technologies, the approach is applicable more broadly to
any context where affect-adaptive interaction is beneficial and where the required user
data can be readily collected.

The paper is organized as follows. Section 2 provides the relevant background.
Section 3 makes the case for using cognitive-affective architectures as dynamic affective
user models. Section 4 describes how such models would be created from user data,
collected via a mobile MH app, and provides several examples of improved affect-
adaptive interaction. Section 5 briefly addresses some challenges and limitations of the
proposed approach, including ethical issues.

2 Background Information

This section provides a brief overview of the areas relevant for the proposed approach:
affect-adaptive interaction and affective user modeling, behavioral health technologies,
computational affective modeling, and cognitive-affective architectures.
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2.1 Affect-Adaptive Interaction and Affective User Modeling

Affect-Adaptive Interaction. Affect-adaptive interaction refers to the ability of a sys-
tem to detect the user’s affective state (‘emotion recognition’), understand the conse-
quences of this state for the interaction and user task performance (‘emotion under-
standing’), and adapt the system functionality to ensure the desired user behavior (e.g.,
safe driving, successful learning or gameplay) and subjective state (e.g., minimal frus-
tration, satisfaction or flow). The ultimate objective is to establish an ‘affective loop’
(Sundstrom 2005) between the user and the system: an engaging interaction, where the
system responds to the users’ emotions to optimize both the user performance and his/her
mental (cognitive+affective) and physical state. Examples of such interactions include
players being highly engaged in a gameplay and experiencing flow states (Csikszentmi-
halyi 1990), or users interacting with a virtual agent acting as a coach, and experiencing
the agent as caring and empathic over the course of long-term interaction.

Affect-adaptive interaction is a growing area of research involving Affective Com-
puting, AI and HCI, across several application areas: affect-adaptive gaming (Karpouzis
and Yannakakis 2016; Yannakakis and Togelius 2018); intelligent tutoring and training
(e.g., AffectiveAutoTutor (D’Mello and Graesser 2013)); artificial social agents (e.g.,
Tielman et al. 2019) and decision-support systems (e.g., adapting to driver stress levels
(Healy and Picard 2005; Nasoz et al. 2010)). In gaming, tutoring and decision-support
systems the typical affective states of interest are boredom and interest, frustration or
anger, satisfaction and disappointment, and fear and anxiety. Interactions with artificial
social agents represent themost challenging contexts for affect-based adaptations. These
virtual agents and robots are increasingly called up to display emotional and social intel-
ligence, whose core feature is the recognition of, and adaptation to, their interaction
partners’ affective states. Social agents or robots should be able to detect a variety of
human emotions, relevant to the specific task context, and display appropriate emotions
to the human user, at the appropriate level of intensity, to establish an affective loop.
The specific adaptations differ across the contexts (e.g., complexity in tutoring systems,
content and difficulty in games, goal difficulty and type of emotional support in behavior
coaching).

Affective User Modeling. To achieve affect-adaptive interaction the system needs
information about the user’s affective behavior within the specific interaction context:
an affective user model (Hudlicka andMcNeese 2002). Ideally, these models would rep-
resent detailed affective profiles of the users, including: typical emotions experienced,
within the interaction context (e.g., game, tutoring session); their triggers (e.g., losing
or gaining game points); their manifestations (e.g., slower rate of interaction); user’s
affective goals (e.g., reduce anxiety, increase satisfaction); possible adaptations; and
strategies for emotion regulation.

Typically, affective user models (also referred to as learner models, or player models,
depending on the context) are more limited in scope, focusing on information facilitating
user emotion recognition, and selection of a particular adaptation. In symbolic user mod-
els, this information is often represented by Bayesian belief nets (Conati and MacLaren
2009; Grawemeyer et al. 2017) or rules (D’Mello and Graesser 2013). Increasingly,
machine learning methods (supervised, unsupervised and reinforcement learning) are



194 E. Hudlicka

being used to develop user models (e.g. Holmgard et al. 2014), based on user data
collected automatically during the interaction, from a variety of sensors (e.g., level of
arousal from sensors detecting autonomic nervous system activation, or emotional facial
expressions). Although some of these models are generative (i.e., capable of simulat-
ing aspects of user behavior), they do not represent the hypothesized structures of the
underlying cognitive and affective processes, and thus do not lend themselves to the
psychotherapeutic applications described below.

2.2 Behavioral Health Technologies and Mobile Mental Health Apps

The term ‘behavioral health technologies’ (BH technologies) refers to a variety of sys-
tems and applications whose aim is to promote and support mental health and wellness,
by providing psychoeducation (e.g., causes of depression, coping strategies for anxiety),
behavior coaching (on-going support to establish healthy behavior, e.g., exercise), sup-
portive and motivational interventions (directly providing emotional support; targeting
specific components ofmotivation), and opportunity to practice specific skills and coping
strategies (e.g., practice assertiveness skills in gaming environments). BH technologies
range from the relatively simple display of information about a particular topic (e.g.,
“chronic stress can cause depression”; “exercise reduces anxiety”) (Wahle et al. 2017),
through interactions with chatbots and embodied conversational agents (Provoost et al.
2017; Gaffney et al. 2019), to therapeutic serious games and interactions with virtual
characters (Hudlicka 2016; Hudlicka et al. 2008); and virtual reality settings that pro-
vide immersive, realistic environments within which to develop new skills (Garrett et al.
2018; Oing and Prescott 2018).

Increasingly, these technologies are becoming available on mobile devices and often
enable the users to monitor their affective states, to better understand the triggers and
causes of both negative and positive emotions. These data then become the basis for
improved understanding of the individual’s affective response patterns, the factors that
cause and maintain emotional distress, as well as factors that help induce positive emo-
tions and promote mental health. This information can be used by the user alone, or by
the user in conjunction with a psychotherapist.

Given the rapid growth in these technologies over the past decade, including the
development of thousands of mobile mental health apps and web sites, it is beyond the
scope of this paper to provide an in-depth review.A recent overviewof these technologies
can be found in Luxton (2016).

2.3 Computational Affective Modeling

The past two decades have witnessed a rapid growth in symbolic computational models
of emotion and affective architectures (Hudlicka 2014). Although some emotion models
are being developed for basic research purposes, aiming to elucidate the mechanisms
that mediate emotions in biological agents (e.g., Hudlicka 2008) the majority of existing
emotion models have been developed to enhance agent and robot affective realism and
social competence (e.g., Paiva et al. 2005; Becker et al. 2005).
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These emotion models typically implement emotion generation via cognitive
appraisal, most often using the OCC model of appraisal (Ortony et al. 1988), and model
the effects of the dynamically generated emotions on the robot or agent’s expressions
and behavior selection, via direct mapping of a particular emotion on the configurations
of the available expressive channels in the agent or robot (e.g., face, gestures), as well
as behavioral choice (e.g., approach vs withdraw).

I have previously suggested that in order to advance the state-of-the-art in emotion
modeling, it would be helpful to deconstruct the high-level term ‘emotion modeling’
by (1) suggesting that we view emotion models in terms of two fundamental categories
of processes: emotion generation and emotion effects; and (2) identifying some of the
fundamental computational tasks necessary to implement these processes (Hudlicka
2011). These ‘model building blocks’ can then provide a basis for the development of
more systematic guidelines for emotion modeling, theoretical and data requirements,
and representational and reasoning requirements and alternatives. Figure 1 provides a
summary of the processes (generic computational tasks) involved in emotion generation
and emotion effects modeling.

Fig. 1. The generic computational tasks required for modeling emotion generation via cognitive
appraisal (left) and emotion effects (right). (Hudlicka 2011)

2.4 Cognitive-Affective Architectures

Emotion models are typically embedded within a broader agent architecture which then
controls the behavior of an associated virtual agent or robot. A number of symbolic
cognitive-affective architecture have been developed, primarily in the context of agent
research (e.g., FaTIMa (Paiva et al. WASABI (Becker-Asano et al. 2008), but also for
basic research (Sloman et al. 2005). Below I briefly describe the MAMID architecture,
to provide a concrete example of a symbolic cognitive-affective architecture (Hudlicka
2007).

MAMIDwas developed tomodel the effects of emotions on cognitive processing, via
a series of parameters controlling the processing within the individual modules (refer
to Fig. 2). MAMID implements a sequential see-think/feel-do processing sequence,
consisting of the followingmodules:Attention (filters incoming cues and selects a subset
for processing); Situation Assessment (integrates individual cues into an overall situation
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assessment); Expectation Generation (projects current situation onto possible future
states); Affect Appraiser (derives a valence and four of the basic emotions. from external
and internal elicitors); Goal Management (identifies high-priority goals); and Behavior
Selection (selects the best actions for goal achievement).

Fig. 2. MAMID Cognitive-Affective Architecture. Left side of the figure illustrates the relation-
ship of the emotions and traits, the parameters controlling the architecture processing, and the
structure of the architecture. Right side shows a more detailed view of the architecture, illustrating
the data flow and the distinct constructs manipulated by the individual modules (in yellow stickies)
(Hudlicka 2007) (Color figure online)

The modules map the incoming stimuli (cues) onto the outgoing behavior (actions),
via a set of intermediate internal structures (situations, expectations, and goals), col-
lectively termed mental constructs. This mapping is enabled by long-term memories
(LTM) associated with each module, represented by belief nets. Mental constructs are
characterized by their attributes (e.g., familiarity, novelty, threat level, valence, etc.),
which influence their processing; that is, their rank and the consequent likelihood of
being processed by the associated module within a given execution cycle; (e.g., cue will
be attended, situation derived, goal or action selected). MAMID models both emotion
generation and emotion effects, but focuses on affective biases on cognition.

3 The Case for Cognitive-Affective Architectures as Affective User
Models in Behavioral Health Technologies

In the context of behavioral health technologies, which often directly address the recog-
nition, regulation and management of affective states, affect-adaptive interaction plays
a central role, and can ‘make or break’ the usefulness of a particular application. For
example, consider a mobile app whose aim is to provide support for individuals with
depression and a situation when the user indicates that they are feeling “sad and hope-
less”. There is great variability in the specific response that different individuals would
find useful and supportive. For some people, a statement showing empathy and under-
standing helps; e.g., “Yes, that sounds very distressing. I’m sorry things are so difficult
for you right now.” For others, a statement combining empathy with psychoeducation
and hope can be helpful; e.g., “Sorry things are so tough for you right now, but you
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know that these feelings won’t last and you just have to get through this brief period.”
For yet others, a ‘downward social comparison’ can be helpful, where they are reminded
that others are worse off and, by comparisons, their situation is not so dire; e.g., “Sorry
things are so difficult for you right now but at least your work is going ok and you don’t
have to worry about getting food on the table.”

What enables psychotherapists to ‘say the right thing’ in these situations is their
knowledge of the specific individuals: their personality, their history (what has or has
not worked in the past), and their general preferences regarding emotional support.
Returning to the example above: for some individuals, a reminder that they have some
things for which to be grateful is all they need to feel some relief, whereas for others this
could exacerbate their depression, make them feel evenmore disconnected and hopeless.
Clearly, providing a mismatched response could seriously exacerbate the situation and
severely increase the individual’s distress.

Thus the key to successful emotional support interventions in behavioral technolo-
gies, and more broadly, effective affect-adaptive interaction in general, is a detailed,
accurate affective model of the user. The model should capture the range of the user’s
affective states, their associated triggers and idiosyncratic expressive manifestations,
and the consequences of each state on the user’s behavior, within the specific interaction
context. For technologies whose aim is to provide emotional support and help the users
with emotion regulation, additional information would need to be included regarding
preferences for specific emotion regulation strategies.

Cognitive-affective architectures have the ability to represent highly detailed infor-
mation about the user’s internal processing, and thus provide the basis for more accurate
and useful adaptations to the user’s changing affective and cognitive states. The fact that
they are executable representations, capable of supporting simulations and predictions,
further augments their utility.

Although the use of cognitive-affective architectures as affective user models has
been suggested (Martinho et al. 2000), the labor-intensive knowledge engineering effort
required for their construction have made this approach difficult or infeasible. However,
the increasing, pervasive use of mobile apps that have the ability to implement momen-
tary ecological assessments (i.e., quickly obtain user data regarding a specific attribute,
such as current emotional state), significantly increases the feasibility of dynamically
constructing user-specific cognitive-affective architectures (Hudlicka 2019).

The availability of specific user data (affective, cognitive, behavioral) that can be
collected via mobile devices (both via self-reports and automatic sensing) provides a
basis for constructing an executable, cognitive-affective architecture based, affective
user model that represents the task-relevant aspects of the user’s cognitive-affective
processing (e.g., anxiety management). The architecture structure and processing can
dynamically evolve and become increasingly accurate as the user remains engaged with
the app, and continues to provide data to populate and refine the model. The user also has
the ability to inspect the model and correct any inaccuracies. In the case of behavioral
health technologies, the fact that an architecture-based user model is executable pro-
vides another distinct advantage, by supportingmore personalized assessment, treatment
planning and outcome monitoring, as illustrated by the examples below.
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4 User-Driven Dynamic Construction of a Cognitive-Affective
Architecture User Model

Below I describe howan affective usermodel, based on a user-specific cognitive-affective
architecture, would be constructed from user data. I then provide several examples illus-
trating how the architecture would support enhanced affect-adaptive interaction with the
user, and improve the app’s effectiveness. Anxiety management is used as the specific
context, and theMAMID cognitive-affective architecture as the architecture framework.
However, the proposed approach applies more broadly to other mental health condi-
tions and other symbolic cognitive-affective architectures. Figure 3 provides a high-
level overview of the overall app system architecture. (Note that the app represents a
conceptual design and has not yet been implemented.)

Fig. 3. High-level overview of the app system architecture

4.1 Functionality of the Anxiety Management MH App

Since the specific objective of the app would be anxiety management, the focus would
be on helping the user identify triggers and manifestations of anxiety, track and become
familiar with the idiosyncratic dynamics of the anxious states, and track the impact of
anxiety management strategies and progress over time. The MH app would thus provide
the following functionalities:

Architecture-Based Affective Model Construction and Refinement

• Help identify anxiety triggers (specific events, individuals, thoughts, sensations)
• Help track the dynamics of an evolving anxiety episode; anxiety onset and decay
• Track the effects of anxiety on thoughts, behavior and subsequent affective states

Delivery and Customization of Interventions

• Provide reminders of anxiety reducing strategies; emotion regulation strategies
• Suggest new emotion regulation strategies, based on user-specific information

Track Progress

• Help track the impact of the emotion regulation strategies
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• Track progress over time by showing changes in the model reflecting new coping
strategies, their ability to reduce anxiety, and more positive expectations and self-
evaluations

Make Predictions and Suggest Causes

• Predict the effects of new stimuli (e.g., events, individuals) and provide this informa-
tion to the user; both positive (“X could make you feel less anxious”) and negative
(“Better be careful in situation Y, as it could make you feel anxious”)

• Use abductive reasoning to help identify causes of problematic behavior or anxiety

4.2 Construction and Refinement of an Architecture-Based Affective User Model

During the initial phase of using the app, the interaction would focus on the construction
and refinement of the affective user model, as represented by a particular architec-
ture framework (in this case the MAMID architecture). The model building process
would begin by asking the user to input anxiety triggering cues. These could be: specific
thoughts, events or situations, individuals, locations, physical sensations (e.g., pain), or
emotions (e.g., awareness of anger could trigger anxiety, and the awareness of feeling
anxious could further increase anxiety, as is the case in panic attacks). The user would
also indicate the intensity of the experienced anxious state, as well as any specific effects
on behavior. For example, a college student might indicate that going to see a professor
during office hours to ask for homework help produces a high degree of anxiety. The
effects on the student’s behavior could include inability to discuss the homework issues,
procrastination and missing the office hours, avoiding seeing the professor altogether,
or avoiding working on the homework (refer to Fig. 4).

This user-provided information would be encoded in the form of directed graphs,
which would be available to the user to visualize the emerging model structure, as well
as to support further data entry during the model refinement phase. The data in these
graphs would then be processed by the “User Data Processor” module (refer to Fig. 3),
and mapped onto the cognitive-affective architecture modules and the knowledge-bases
associated with each module (represented by the dashed vertical arrows in Fig. 4). For
example, the node in the graph “See Prof. during office hours” would be mapped onto
a situation construct represented in the belief nets associated with the Situation Assess-
ment module of the architecture, and the nodes “Expect Criticism” and “Expect Put
Downs” would be mapped onto expectation constructs associated with the Expectation
Generation module.

The app would also support subsequent, and on-going, refinement of the model, by
allowing the user to enter additional data about the felt anxiety, triggers and effects on
behavior, and by modifying the existing model structures. This could be done either
during an active anxiety episode, or during a reflective period, while analyzing past
anxious episodes. For example, upon noticing a feeling of increasing anxiety, the user
would select the ‘Enter Data’ button. The app would then display the existing trigger-
emotion-behavior diagram, and allow the user to either select an existing node in the
graph, to indicate another instance of the same trigger or effect, or enter new data
(new node in the graph). The user would also indicate the level of felt anxiety. For
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Fig. 4. Two versions (initial on the left, augmented on the right) of the “Trigger-Emotion-
Behavior” diagram representing user data (top) and corresponding architecture-based affective
user model (bottom)

example, while getting ready to see the professor during office house, the user might
notice that he expects to be criticized or demeaned by the professor, and these thoughts
further increase his anxiety. Upon further reflection, while not anxious, the user might
realize that receiving criticism makes him feel inadequate, and that the belief of being
inadequate further contributes to his feeling of anxiety. In addition, the user might then
notice that it is during the periods of low-confidence that s/he turns to alcohol. These
additional data would then result in an augmented model (Fig. 4, right), which would
more accurately and extensively represent the elements of the user’s anxious episodes,
either by augmenting existing elements of the model structure, or by augmenting the
model with additional triggers and behaviors.

Note that this process of affective model construction and refinement is very similar
to the process that takes place in psychotherapy, when the therapist works with a client
to identify and articulate the problematic affective states, their causes and dynamics, and
their consequences for the client’s functioning.

4.3 Delivery and Customization of Interventions

The app would be initialized with a generic set of interventions to suggest to the user,
based on existing evidence regarding strategies for reducing anxiety; e.g., take a few deep
breaths, go for a walk, watch a funny video clip, call a friend, remind yourself that the
feeling is transient, remindyourself of your strengths, challenge catastrophizing thinking,
etc. Although many of these strategies may appear self-evident, the challenge for many
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individuals who are experiencing an acute anxiety episode is to actually remember
these strategies. A simple reminder of a coping strategy, possibly including specific
instructions (e.g., for deep breathing), can thus be very helpful.

The app could be configured to display these suggestions in one of several modes:
via an explicit request when the user clicks the ‘Get Help’ button; at any time, when
the user indicates that s/he is experiencing anxiety, possibly anxiety above a specific
threshold; or linked to some other sensor monitoring the user’s physiological state or
behavior (e.g., when the heart rate reaches a specific threshold). The third alternative
would need to be carefully coordinated across multiple sensors, to avoid situations such
as the app encouraging the user to take a walk while the user was on his/her daily 5K
run, which caused the increased heart rate.

The user would have the option to provide feedback regarding the effectiveness
of the suggestion, by clicking the ‘Rate Help’ button. The affective user model would
thus be refined over time, as the emotion regulation strategies would be ranked by their
effectiveness. The app would then suggest strategies that have proved helpful in the past,
thereby providing more individualized suggestions to the user. The strategies would
also be organized by the intensity of anxiety for which they were effective. For example,
anxiety management strategies that emphasize cognition, such as cognitive re-appraisal
of the situation or challenging a particular distorted thinking style (e.g., challenging
catastrophizing thought patterns) may be more effective at lower anxiety levels. Higher
anxiety levels may require more ‘active’ strategies, which directly involve the autonomic
nervous system (e.g., deep breathing, brisk walk).

The model would also support customizing the offered strategies, as well as entering
additional user-specific coping strategies, to augment the default list. An example of the
former would be implemented by asking the user for additional details. For example,
generic suggestions such as “Call a friend” could be customized for a specific person, e.g.,
“Call Bob”, and generic suggestions such as “Try taking a walk” could be customized
to a specific place. In many cases, more concrete suggestions are more likely to be
implemented. An example of the latter would be querying the user for specific anxiety
management strategies that have been helpful in the past, and adding these to the default
list; e.g., “Take a bath”, “Ride your bike”, “Play the guitar”.

In addition to these relatively simple user-adapted interactions, the architecture-
based affective model would support the creation of more sophisticated, user-specific
emotion regulation strategies, based on the information provided by the user during the
model-refining interaction with the app. To generate these customized coping strate-
gies, the ‘Therapy Module’ would use templates based on cognitive-behavioral therapy
interventions to analyze the affective user model for specific anxiety-inducing situation
interpretations, negative self-appraisals, and counterproductive or harmful coping strate-
gies, and possibly query the user for additional information; e.g., previous successes to
counter the negative self-assessments. For example, the augmented user model (refer
to Fig. 4) indicates that one of the factors contributing to anxious feelings is a negative
self-assessment (“Feeling Inadequate”) and that one of the undesirable coping strategies
is substance use (“Abuse Alcohol”). The ‘Therapy Module’ would construct from this
information new, customized suggestions for emotion regulation, such as: “Criticism
does not mean you are a bad student”, “Remember that you did well on the first two
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tests”, and, to try and re-direct the user from harmful coping strategies: “Although it
may seem easier to get a drink, you will feel better in the long run if you take a walk
when you feel anxious.”

4.4 Tracking of Progress

With continued app use, the user would develop more awareness of his/her emotional
states, and begin to explore different anxiety reduction coping strategies. The app would
thus support the process that takes place in psychotherapy: increased ability to make
explicit, symbolic representations of the distressing emotional states, and development
of more adaptive coping behavior (e.g., ‘go for a walk’) instead of the maladaptive
avoidant behavior (‘procrastinate’) or destructive behavior (‘abuse alcohol’). During the
process the users would continue to input data, and be able to visualize their progress.
Figure 5 shows a segment of the initial model shown in Fig. 4, but augmented with a
symbolic representation of the distressing feeling state (anxiety) as an explicit situation
(‘Feeling anxious’), which would then serve as a direct trigger for the newly acquired
coping strategy (‘Go for a walk’). Note that although the explicit awareness of anxiety
also contributes to the feeling of anxiety (hence the arrow to the ‘Anxiety’ node in the
diagram), the link to the coping strategy is much stronger, indicating that this is now the
more frequent behavior and that the link from the coping behavior to anxiety is negative,
indicating that the coping strategy reduces anxiety.

Fig. 5. Augmented user diagram showing the development of anxiety-reduction coping strategies
(left) and further refinements (right)

The user would continue refining the model with additional coping strategies, rep-
resented by additional nodes representing alternative coping strategies (e.g., ‘Thought
Stopping’, ‘Re-appraisal’, ‘Seek reassurance’) (Fig. 5, right). On-going user input would
help define the strength of the links between different anxiety intensities and specific cop-
ing strategies. This would in turn support more customized affect-adapted interaction,
by enabling the app to suggest specific strategy based on the current level of anxiety.

As the user would develop increased confidence in his ability to manage his anxiety,
additional expectation nodes would be introduced; e.g., an expectation ‘Can manage
anxiety’ would be introduced between the ‘Feeling Anxious’ and ‘Anxiety’ nodes, with
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a negative value on the link between the expectation and the anxiety intensity. As the
user would gain increased confidence, the strength of these links would increase; in other
words, a feeling of anxiety would immediately lead to an expectation that this anxiety
can be managed, which would then reduce the felt sense of anxiety.

4.5 Make Predictions and Suggest Causes

The ability to support simulation is one of the key benefits of using a cognitive-affective
architecture as an affective user model. The architecture can perform what-if reasoning,
predicting the effects of particular situations or expectations on emotions, and the effects
of emotions on behavior, based on the data previously entered by the user. Additional
capabilities, such as the ability to generalize across situations, would further enhance
the architecture’s predictive abilities, enabling it to predict the effects of new situations
and warn the user of possible increased anxiety (e.g., a critical colleague or partner), or
point out that the new situation may reduce anxiety.

The architecture would also support abductive reasoning, helping the user identify
possible causes of anxiety or problematic behavior. In addition to suggesting emotion
regulation strategies, the ‘Get Help’ button would also access predictive and diagnostic
(abductive) functionalities. For example, the user would indicate that they are struggling
with procrastination. Using the existing model (refer to Fig. 4), the app would use
abductive reasoning to identify possible causes of procrastination. Suggesting first that
the user may be avoiding anxiety and that the anxiety could be due to an expectation of
criticism. The user could then reflect on these suggestions, and thereby gain additional
insight into the potential causes of the problematic behavior or distressing emotion.
Again, this process resembles the type of systematic analysis of the causes of problematic
behavior and emotions that takes place in psychotherapy.

5 Challenges and Limitations

The feasibility and utility of the proposed user-driven construction of an architecture-
based affective user model would need to be demonstrated via empirical studies with
implemented MH apps. A number of challenges exist, including: maintaining user
engagement required to construct an accurate model; limitations of self-reports in
regards to affective data; and appropriateness of the specific theories implicit in the
cognitive-affective architecture framework.

Maintaining engagement is a recognized challenge inMH apps, and variousmethods
are being explored to address this issue, including gamification, intelligent virtual agents,
and use of augmented and virtual reality. On-going user engagement is essential for the
development of the architecture-based user model. However, it is possible that direct
user engagement in the construction of the customized user model, and the resulting
enhancements of the affect-adaptive interactions, would enhance user motivation to
continue active engagement with the app, and further motivate the user to continue
refining of the model.

Self-reports cannot access automatic processing, which plays an important role in
the maintenance and treatment of mental health disorders. This limitation could be
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partially addressed by augmenting self-reports with on-going, non-intrusive tracking of
physiological signals reflecting arousal level, facial expression recognition, andbehavior,
to detect specific emotions, and identify triggers and effective coping strategies.

The architecture framework necessarily embeds a particular theory about cognitive
and affective processing. These theories might be wrong, or simply inapplicable to the
specific user context. Here again, however, the proposed approach resembles psychother-
apy, for better orworse: each therapeutic approach is (hopefully) guided a specific theory,
which may or may not be applicable to the client’s problem. The on-going, user-driven
model construction offers the means of identifying inaccuracies and refining the model
structure, and thereby also has the potential to refine the associated theories regarding
the processes involved in particular mental health disorders.

It should be pointed out that this approach would not be applicable for all types of
users addressing all types of mental health conditions. For example, individuals suffer-
ing from major depressive disorders would likely lack the motivation required to con-
struct the model, and individuals with attention deficit disorders might find it difficult to
maintain the necessary to engagement.

Last but not least affect-adaptive interaction in general, and behavioral health tech-
nologies in particular, raise a number of ethical considerations. In addition to the serious
issue of affective privacy, risks exist that are unique to the MH app context, including:
possible induction of distressing emotions (perhaps via inappropriate affect-adaptive
strategies); uncovering some disturbing MH issue or vulnerability during the model
construction process; the possibility that the model makes a distressing prediction. In
addition, there is the possibility that the user may rely on technology to address a serious
mental health issue that should be addressed by a professional. It is beyond the scope of
this paper to address the ethical issues in behavioral health technologies. A discussion
of some of these issues can be found in Hudlicka (2016).

6 Conclusions

In this paper I argued that cognitive-affective architectures can serve as affective user
models, and support enhanced affect-adaptive interaction with behavioral health tech-
nologies. The argument is based on the premise these interaction contexts are char-
acterized by a unique set of features that help address the challenges associated with
the construction of cognitive-affective architectures. Specifically: user- and task-specific
context, explicit focus on emotion, ability to collect large amounts of user data (cogni-
tive, affective, behavioral), and ability to support the refinement and corrections of the
evolvingmodel. The ability to represent detailed symbolicmodels of cognitive and affec-
tive processes, and support what-if and abductive reasoning, makes cognitive-affective
architectures particularly well suited for affect-adaptive interactions with mental health
apps. Examples describing the construction and use of an architecture-based user model
illustrated this approach within the context of a notional mobile MH app for anxiety
management, and highlighted its benefits.

As is always the case, the devil is in the details, and the ultimate feasibility and utility
of the proposed approach can only be determined empirically. However, I believe that the
approach outlined in this paper represents a promising area of research, and one with the
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potential to advance the state-of-the-art in affective user modeling, cognitive-affective
architecture development, and behavioral health technologies.
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Abstract. Information technologies are dramatically and rapidly changing our
world. Human well-being is one of the most important factors in our every-
day lives. Although the importance of well-being is widely discussed, there are
very few actual digital services to facilitate human well-being. Remembering
happy moments significantly increases human well-being, so memorizing happy
moments from the past and presenting thosemoments in the present is a promising
future direction for promoting well-being in our everyday lives. In this paper, we
present CollectiveEyes, an invention that allows us to share collective people’s
eyes and ears, and use CollectiveEyes to memorize and present visuals and sound
recordings of various people’s happy moments to explore human well-being. We
first analyze happy moments and introduce an analysis framework for designing
happy moments. We also conduct experiments using a scenario-based analysis to
investigate how to gather happy moments with CollectiveEyes.

Keywords: Collective human eyesight · Virtual reality · Happy moments ·
Positive psychology · Social media · Human wellbeing · Scenario-based
analysis · Smart city and society

1 Introduction

Human well-being is one of the most important factors in our everyday lives [20].
Although the importance of well-being is widely discussed, there are a very few actual
digital services to facilitate human well-being. In particular, recording people’s happy
moments and watching those moments later among friends or family significantly
increase their well-being. As shown in [3], remembering happy moments increases
human well-being significantly, so recording happy moments from the past and present-
ing those moments at an opportune time are part of a promising future direction for
increasing well-being in our everyday lives, and recent information technologies offer
new opportunities to enhance human well-being.

In our research, we have developed various case studies, technologies and design
methods to design alternate reality experiences [8, 15–17, 23]. Alternate reality expe-
riences are typically achieved by modifying our eyesight or replacing our five senses
for others, and these experiences make our world interactive by implicitly influencing
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human attitudes and behaviors. In this paper, we present a new case study named Collec-
tiveEyes that allows us to share collective people’s eyes and ears like a sharing economy
service [6]. The tool can be applied to various use cases, one of which makes it possible
to enhance our everyday life with recorded visuals containing various people’s happy
moments.

We define happy moments as visual and auditory images or videos that are recorded
at the moment when we feel happy. In our current everyday life, people take many
photos when they feel happy and upload them to social media sites such as Facebook,
as shown in Fig. 1. The photos that record individuals’ happy moments are effective
representations of their well-being. While we have fragmented spare time every day and
occasionally have negative feelings, we may look back on our own happy moments from
the past to recover from those negative emotions and to make us feel more positive and
happier. Additionally, if social media automatically and frequently presents us with our
past happymoments, we are reminded that we have experienced a large number of happy
moments in the past. This approach is essential because people can easily decrease their
positive feelings by experiencing negative feelings [12]. So, frequent presentation of
happy moments and viewing those happy moments allows us to experience higher levels
of well-being.

Fig. 1. Happy moments

In this study, we adopt CollectiveEyes to semiautomatically record and present our
happy moments by sharing collective people’s eyes and ears. Our current prototype
makes it difficult to conduct a practical experiment with which we can extract useful
insights by demonstrating the results to the experiment’s participants. Therefore, in the
current study, we adopt a scenario-based analysis to use CollectiveEyes to gather and
present happy moments in order to determine the potential opportunities and pitfalls in
our approach. We analyze the three scenarios developed by participants to discuss happy
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moments in our everyday lives, then we discuss how to use CollectiveEyes to capture
happy moments based on the analysis.

The rest of the paper is structured as follows. In Sect. 2, we present an overview
of CollectiveEyes. In Sect. 3, we introduce an analysis framework to investigate happy
moments in our everyday lives. The framework organizes these moments into five cate-
gories. The framework can be used to analyze the scenarios developed in the next section.
Section 4 presents three scenarios: in the first scenario, we use CollectiveEyes to mem-
orize a user’s personal happy moments and occasionally remind that user to increase
his/her positive emotions. In the second scenario, we useCollectiveEyes tomemorize the
happymoments of a user’s familymembers and occasionally remind that user to increase
his/her positive emotions. In the final scenario, we use CollectiveEyes to memorize the
happy moments of a user’s friends and occasionally remind that user to increase his/her
positive emotions. The purpose of the analysis is to reveal a good strategy with which
our tools can gather and present appropriate happy moments at the opportune time. In
Sect. 5, we present some related work, and, finally, Sect. 6 concludes the paper.

2 CollectiveEyes

CollectiveEyes is a digital platform used to capture collective human visual perspectives
[11].We assume that each person is equippedwith awearable device containing a camera
and microphone, typically wearable glasses. The current version of CollectiveEyes uses
a head-mounted display (HMD) and puts a camera and microphone in front of the
HMD. The HMD projects the view captured by a camera. However, the future version
of CollectiveEyes will use lightweight smart glass to improve the ease of daily use. One
popular existing smart glass is Google Glass1, and eSense [10] is a research oriented
smart earphone platform.

2.1 Finding an Appropriate Eye View

While each person’s eye view is captured by his/her HMD through the camera attached
to the device, the person periodically submits appropriate keywords that can be seen in
his/her viewashashtags forCollectiveEyes. The future versionof the platformwill extract
the keywords automatically from the captured visuals by using a method described in
[14] or annotate the videos and find similarities in them by using a crowdsourcing
platform similar to [24]. However, for the purpose of discussing the feasibility of the
proposed approach, in the current prototype platform, the person whose visuals are
captured registers the keywords into the platform manually.

The extracted keywords are clustered by usingRelatedWords2 and presented through
WordCloud3.A user canwatchmultiple clusteredword clouds extracted from the visuals
of crowds of peoplewhowearHMDs in a virtual space, as shown in Fig. 2.Auser chooses
one of the word clouds, and he or she sees the selected word cloud through his/her HMD.
Finally, he/she chooses a word in the word cloud to present a related view in front of
him or her.
1 https://www.google.com/glass/.
2 http://relatedwords.org/.
3 https://www.wordclouds.com/.

https://www.google.com/glass/
http://relatedwords.org/
https://www.wordclouds.com/
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Fig. 2. Finding an appropriate view

2.2 Gaze-Based Gesture

One of the most essential characteristics of CollectiveEyes is the use of gaze-based ges-
tures for all controls. We defined the following five basic commands. The first command
is the select command. This command is employed by the user to select a target person
by moving the user’s eyesight from top to bottom. The second command is the deselect
command. This command is used to return to the previous view by the user moving
his/her eyesight from bottom to top. The third command is the hijack command. This
command is employed by the user to choose another person whose perspective the user
wants to hijack by watching a selected person andmoving the user’s eyesight from top to
bottom around the person. The fourth command is the change command. This command
is used to change the current view to the view of another randomly selected person near
the user by the user moving his/her eyesight from top to bottom in the current view. The
fifth and final command is the replace command. This command is used to remove a
view that the user wants to replace by moving the user’s eyesight from bottom to top on
the view.

2.3 Watching Multiple Eye Views

When showing multiple views, the views are shown in a virtual space. CollectiveEyes
offers two modes with which to present the multiple eye views. The first mode is the
spatial view mode. The second mode is the temporal view mode, as shown in Fig. 3.
When using the spatial view mode, the four views are automatically selected and shown
in the virtual space. Another view is shown instead of the removed view if one of views
does not interest a user. Additionally, the change command can replace all views at the
same time.When using the temporal mode, one view is selected and displayed. The view
can be successively changed to another one until the most desirable view can be found.

2.4 Layered Multiple Eye Views Representation

The proposed approach requires diving into a virtual reality space to access multi-
ple views. To use this approach in our everyday lives, a more lightweight method for
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Fig. 3. Watching multiple eye views

accessing a virtual reality space is desirable. Our approach can use layered representa-
tion, such as [19], which provides a new way to present multiple people’s perspectives
simultaneously, as shown in Fig. 4.

Fig. 4. Layered representation

3 An Analysis Framework for Examining Happy Moments

In this section, we present an analysis framework for examining happy moments in our
everyday lives. First, we want to show how our framework is introduced. A person who
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offers data in the experiment has tried to publish various photos taken at moments when
he felt happy on his Facebook timeline. His happymoments are recorded from January 1,
2019 to December 31, 2019 for one year. The total number of published happy moments
within the one year is 296.

After collecting his happy moments, we tried to categorize them by using affinity
diagrams [13]. We finally classified them into the following five categories: personal
belongings, foods, curiosity, families/communities and landscape. Thus, the proposed
analysis framework contains the five categories, as shown in Fig. 5. The first category
is personal belongings, which typically shows people’s newly acquired goods or their
favorite goods that are used every day. Some examples recorded in the one year experi-
ment are shown on the left side in Fig. 6. The second category is foods, which typically
shows some fantastic foods eaten by people. Some examples are shown on the right
side of Fig. 6. The third category is curiosity, which shows some things that aroused
curiosity in people regarding the circumstances surrounding those things. Some exam-
ples are shown on the left side of Fig. 7. The fourth category is families/communities,
which typically shows some events with people’s families or close communities. Some
examples are shown on the right side of Fig. 7. The last category is landscape, which
typically includes photos taken while visiting pleasant places. Some examples are shown
in Fig. 8.

Fig. 5. Happy moment analysis framework

Figure 9 shows the number of happy moments in each category from every month
from January to December 2019. This person mainly submitted happy moments related
to food and landscapes, but he also published various photos on his Facebook timeline.
Therefore, the data are sufficient to extract materials for the necessary categories.

The extracted analysis framework is used to examine happymoments in our everyday
life. As shown in Sect. 4, we can use the framework to analyze scenarios in our every-
day life. In particular, we can discuss which scene in the scenario encourages happy
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Fig. 6. Personal belongings and foods

Fig. 7. Curiosity and communities/families

moments and which category is essential in each scenario. The analysis is also useful
for understanding appropriate strategies indicating how to record and remind us of each
happy moment in CollectiveEyes.

4 Analyzing Scenarios with the Happy Moment Analysis
Framework

In the experiment to investigate insights to capture and record the appropriate happy
moments, we asked participants to develop three scenarios. In the first scenario, they
used our service to memorize personal happy moments and remind them to increase
their positive emotions. This scenario describes a person’s favorite idol group. In the
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Fig. 8. Landscapes

second scenario, they used our service to memorize their happy family moments and
occasionally remind them to increase their positive emotions. In the final scenario, they
used our service to memorize happy moments involving their friends on social media
and occasionally remind them to increase their positive emotions. With this scenario-
based analysis based on the research through designmethod [4],CollectiveEyes has been
designed to access people’s recorded happy moments. The aim of our investigation is to
determine how these happymoments can be gathered in order to increase our well-being.
Additionally, the analysis discusses which strategies are appropriate for capturing and
remembering happy moments in order to increase a user’s positive emotions.

Based on the scenario analysis, we hope to answer the following two research
questions in this paper.

• What is the best way to record happy moments?
• When should happy moments be remembered?

The following subsections show several scenarios and analyze them with the happy
moment framework. Finally, we will summarize the answers to the above research
questions.

4.1 Personal Scenario and Its Analysis

Personal Scenario: Akari is a young woman who likes an idol group named “Chain.”
Chain is a trio of male idols who perform singing and dancing. In May of this year, Chain
was performing their concert for two days at Tokyo Dome for the first time. Akari went
to Tokyo Dome to see the live concert of Chain with her friend. Tokyo Dome is the most
famous baseball field in Tokyo, where only the most popular musicians can perform their
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Fig. 9. Every month’s happy moments

live concerts. She was the first to go to see Chain’s live concert. Her favorite song “Lily”
was performed in front of her, and she enjoyed the live performance. After watching the
live show, she bought some of the group’s merchandise to remember the concert. Then,
she recorded her thoughts on the scenes that she saw during the show and held on to that
fun memory. A week later, Akari replayed the scenes recorded during school holidays
and recalled her feelings of fun when “Lily” was performed.

Scenario Analysis: In this scenario, Akari visited her favorite idol group’s concert and
enjoyed her good memories from the concert. In this case, for her, various scenes before,
during, and after the concert became her happy moments because the scenes allowed
her to recall her positive feelings during the concert. The landscapes shown in Fig. 10
that are related to the concert, personal belongings bought at the concert, foods that she
ate before/after the concert with her friends, and friends who went to the concert with
her all became part of her happy moments. Additionally, some specific announcements
(ex. future event schedules) during the concert became, for her, strong happy moments.
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Fig. 10. Happy moments in the personal scenario

4.2 Family Scenario and Its Analysis

Family Scenario: Akira is Akari’s father. Akari is currently studying at a Japanese
university, but Akira lives in Sao Paulo as an overseas representative of a major Japanese
company, Takada. Akira traveled to Machu Picchu with Akari’s sister, Sachi, during his
December vacation. Machu Picchu is a world heritage site in Peru and is located at an
altitude of 2430 m. There were many llamas on the way to Machu Picchu, and Akira and
Sachi enjoyed interacting with them. Additionally, the day that Akira headed to Machu
Picchu was clear, and he could see the entirety of the ruins. He was impressed by these
miraculous sights and recalled the scene he saw at that time as a fun memory. Akari was
able to share Akira’s fun experience by watching the scenes that her father and sister
saw and recorded during the holidays.

Scenario Analysis: In this scenario, Akari empathizedwith her father’s happymoments
during his holiday travel. Themost important aspect of the scenario is that she alsowanted
to visit to Machu Picchu with her father. Therefore, the scenes from her father’s travels
became happy moments for her as well; the landscapes that her father saw became her
happy moments because she is strongly interested inMachu Picchu. For other categories
in the happy moment framework, we found that the following two aspects are essential.
The first aspect is that the scenes contain her father’s favorite things, such as his personal
belongings or his favorite foods. Additionally, some specific moments related to her
father’s hobbiesmay become her happymoments if she knows her father’s favorite things
well. In particular, if the scene contains her father, she may particularly empathize with
that scene, as shown inFig. 11. The second aspect is that the scenes containing her father’s
favorite things may become her happy moments. If the scene contains his favorite foods
and goods, the scenes become her happy moments. Additionally, the scenes containing
things related to her hobbies may become her happy moments as well.

4.3 Friend Scenario and Its Analysis

Friend Scenario: Makoto is an Akari’s friend on Facebook. Makoto took a holiday in
November and went to the Christmas market in Nuremberg, Germany. Nuremberg has
an annual Christmas market during the advent of Hauptmarkt in the central square of
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Fig. 11. Happy moments in the family scenario

the old town and in the adjacent squares and streets. The Christmas market is full of
ornaments, wood crafts, food stalls, and other accessories for decorating a Christmas
tree. Makoto went around the stalls selling miniature ornaments and recorded the scenes
he liked. Akari watched Makoto’s recorded scene from the “Christmas” tag and shared
in Makoto’s fun experience by imagining that she would someday visit various stalls at
the Nuremberg Christmas Market.

Scenario Analysis: The happy moments in this case seem to be different depending
on whether the person in the scenario is Akari’s close friend or not. If Makoto is her
very close friend, and she knows his favorite things well, the various scenes witnessed
by Makoto have a high possibility of becoming Akari’s happy moments, similar to her
father’s travel scenario. However, if Makoto is not her close friend, whether a scene
becomes a happy moment or not is determined by whether or not she empathizes with
that scene. For example, the landscape of a scene she has wanted to visit for a long time
or one she sees when she comes to visit may become her happy moment. Similarly, the
scenes containing her favorite/curious goods, foods or events may become her happy
moment. For example, Akari is strongly interested in the food stalls shown in Fig. 12,
so that scene might become Akari’s happy moment.

4.4 Investigating Research Questions and Future Issues

In this section,wewould like to discuss how to detect andgather happymoments captured
frompeople’s perspectives throughCollectiveEyes.From the scenario analyses presented
in the above subsections, the most important aspect when gathering happy moments
depends on how people empathize with certain scenes.

What Is the Best Way to Record Happy Moments? For each individual, there aremany
factors influencing which visuals become that user’s happymoments. In particular, when
they feel happy—for example, when they attend some of their favorite events or staywith
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Fig. 12. Happy moments in the friend scenario

people close to them such as good friends or families—the landscape, foods, goods, or
curious things all become happy moments. Additionally, the view containing the people
close to them during their happy time may become their happy moments.

On the other hand, when observing other people’s views, whether the views become
happy moments depends on whether that person is close to the user. If the person is
close to the user, such as a good friend or a family member, the views containing that
person’s favorite things or landscapes may become the user’s happy moment. On the
other hand, when observing the views of people who are not close, whether those views
become happy moments depends on whether the view contains the user’s favorite things
or landscapes.

Based on the above discussions, in order to develop a practical happymoment service,
the service needs to know whether a person offering views feels happy, whether the
person is close to the user, and whether views are interesting to the user.

To extract the user’s happy moments from others’ views, the views are classi-
fied as their respective events, i.e., travelling or attending ceremonies. Then, the ser-
vice categorizes the views based on whether they contain the user’s favorite things or
landscapes.

When Should Happy Moments Be Remembered? The user wants to recall happy
moments while they have a short period of spare time, such as when they are wait-
ing for a train. One of the important issues is that recalling happy moments frequently
may decrease any present negative feelings. Thus, the service should use the user’s
fragmented spare time to watch happy moments. Personal happy moments are the most
effective for helping users maintain their positive feelings, but the happy moments of
those close to users are useful because these happy moments also remind users of their
social relationships with close friends and family.

On the other hand, others’ happy moments can be useful for stimulating the user’s
happiness and curiosity because these happy moments allow the user to see landscapes,
goods and foods that they do not know well.

In the next study, we need to investigate an actual algorithm to detect the user’s happy
moments and to evaluate the accuracy of the algorithm.
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4.5 What Is the Best Way to Use CollectiveEyes to Collect Happy Moments?

CollectiveEyes can capture and gather users’, their families’ and their friends’ views
anytimeandanywhere.Extractinghappymoments from thegatheredvisuals is necessary,
but it is hard to automate the gathering processwith only image processing techniques.Of
course, we may use various sensors to retrieve real-world information to capture happy
moments, but the collected visuals become useless if they contain many moments that
do not make people happy. In particular, anything that might recall negative emotions
should be avoided. With the current image processing technologies, it is hard to avoid
the incorrect collection of happy moments.

When pursuing a happy moment to put on Facebook, a user usually takes many
photos and chooses desirable photos from those taken. Users are very conscious of this
process, and they very carefully select photos to capture moments that are important to
them. However, this process is not easy for typical, more casual users, so it is necessary
to consider a simpler method for capturing happy moments.

One promising approach is to use a hand gesture to select happy moments from all
captured eye views, but in many cases, users may forget to perform gestures when they
feel a deep emotion in themoment, as shown in the left of Fig. 13.An alternative approach
is to capture a user’s eye views when he/she feels deep emotion by using biosensors.
Then, CollectiveEyes presents multiple views by using the spatial view mode. The user
chooses appropriate happy moments from the captured and simultaneously shown eye
views through the gaze-based gesture, as shown in the right of Fig. 13.

Fig. 13. Capturing happy moments with CollectiveEyes

In the next step, we will compare the above two approaches through user studies and
capture user experiences collecting happy moments with CollectiveEyes.
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5 Related Work

5.1 Positive Psychology

Positive psychology is the scientific study of human flourishing and an applied approach
to optimal functioning. It has also been defined as the study of the strengths and virtues
that enable individuals, communities, and organizations to thrive. The critical positivity
ratio is a largely discredited concept in positive psychology positing an exact ratio
of positive to negative emotions that distinguishes flourishing people from languishing
people [1]. Fredrickson et al. hypothesize that positive emotions undo the cardiovascular
effects of negative emotions [2]. If people do not regulate heart rate, blood sugar, and
changes to immunosuppression once stress has passed, theymay experience illness, such
as coronary disease, and heightened mortality. Research indicates that positive emotions
help people who were previously under stress relax back to their physiological baseline.
Seligman proposes a well-being theory that consists of five elements of “well-being,”
which fall under the mnemonic PERMA: Positive emotion, Engagement, Relationships,
Meaning, Achievement [20].

5.2 Jack-In Head

Jack-In is a concept for augmenting human capability and human existence [9]. The
concept enables immersive connection between humans and other artifacts or between
humans. The technique of hijacking another person’s eyesight that is used in our approach
is similar to the Jack-In concept.

5.3 KinecDrone

AKinecDrone enhances our somatic sensation of flying in the sky [7]. A video captured
by drone is transmitted to a user’s smart glasses. While a user behaves as though they
are flying in the sky, they can watch the scene captured by the flying drone while still in
a room. Thus, the user feels as though they are truly flying in the sky.

5.4 HoloMoL

HoloMoL (HoloLens’s Method of Loci) supports a human memorization technique that
combines the method of loci (MoL) and MR [22]. The main objective of the HoloMoL
prototype is 1) to support MoL with MR technologies based on the Microsoft HoloLens
and 2) to enable utilizing the MoL with minimal training.

5.5 Micro-crowdfunding

The approachproposes a newmobile socialmedia infrastructure formotivating collective
people to participate in the flourishing of our society [5, 18]. The proposal is to use a
layered approach in which an entire community consists of many microcommunities.
If each independent community is encouraged to contribute to its society, the entire
community will be motivated to achieve a flourishing society. The most important idea



Gathering People’s Happy Moments from Collective Human Eyes and Ears 221

is that microtasks that allow community members to achieve higher levels of well-
being are automatically added, then the members increase their sense of well-being by
performing the microtasks.

6 Conclusion and Future Direction

In this paper, we presented CollectiveEyes, a system that allows us to share various
people’s eyes and ears and reports how to use those observations tomemorize and present
eye views containing various people’s happy moments. We analyzed happy moments
and used five categories to organize them. We conducted a user study to investigate the
potential possibilities of our approach based on the scenario-based analysis.

In [21], the authors found that the negativity bias in reframing attenuated as age
increased. The result shows that presenting happy moments is more effective for elderly
people. In the future, research on an aging society is essential in accordance with the
increase in the number of elderly people. In particular, elderly people’s well-being is an
essential issue because people will live for a longer period after retirement in the future.
We will investigate the effects of our approach on elderly people in the next study.
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Abstract. In this paper, we propose a training method to improve the stammer-
ing symptom, which automatically adjusts the rhythm of speech using vibrational
stimulation linked to heart rate through a smart watch. We focus on the rhythm
control effect by vibration, confirmed by the tactile stimulation training, and pro-
pose a training method to improve the symptoms of stammering while automati-
cally adjusting the rhythm of the utterance based on the heartbeat-linked vibration
stimuli. In addition, a system using the proposed method is constructed, and its
effects on the heart rate by providing vibration stimulation to stutterers and on
stammering symptoms are investigated. We present the effectiveness of stammer-
ing improvement training through vibration stimuli by experimenting with eight
subjects.

Keywords: Stammering · Computer-aid · Delayed auditory feedback ·
Smartwatch

1 Introduction

In this paper, we propose a training method to improve the stammering symptom, which
automatically adjusts the rhythm of speech using vibrational stimulation linked to the
heart rate through a smart watch. A disorder in which a person is not able to speak
smoothly is called stammering. There are training methods that use delayed auditory
feedback (DAF), a hooked metronome, and other mechanisms to improve the symptoms
of stammering [1]. In addition, tactile stimulation training is proposed as a method to
improve stammering using something other than hearing [2]. We focus on the rhythm
control effect through vibration confirmed by tactile stimulation training, and propose a
training method to improve the symptoms of stammering while automatically adjusting
the rhythm of the utterance based on heartbeat-linked vibration stimuli. In addition, a
system using the proposed method is constructed, and the effects of providing vibration
stimulation to stutterers on the heart rate and stammering symptoms are investigated.
It is examined whether stammering improvement training through vibration stimuli is
effective.
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Stammering symptoms include repeating a particular sound involuntarily during
speech, or uttering with a stammer or timid hesitancy. In these symptoms, speech fluency
is compromised. This condition is said to affect approximately 1% of adults, regardless
of nationality and language. Symptoms can be broadly divided into three types: problems
with words and phrases that are difficult to start with, prolongation of repetitive sounds,
and repeated occurrences of the same sound. Stuttering occurs most often occurs in
childhood at elementary school and is often repeated at first. However, as a child grows,
the block reaction to the utterance gradually becomes stronger due to anxiety after
being pointed out by others, and an uncomfortable feeling about their utterance. The
rate of departure increases; therefore, stuttering in adults is difficult. Because stutterers
are more likely to have social anxiety disorder (SAD) or depression due to insecurity
about interpersonal relationships, which may hinder social life, effective improvement
measures are desired.

Training methods to improve or reduce stammering include DAF that enables speak-
ing while listening to the uttered voice with a momentary delay, shadowing (repetition),
and sound emitted at a constant tempo from a hearing aid-type device. There are ear-hung
metronomes that speak together. However, DAF is difficult to use in situations where
first voice is difficult to emit in the first place, shadowing is not used in situations where
speech is actually required, and ear-hungmetronomes inhibit the feedback of a speaker’s
own voice by voice. In addition, similar to DAF, there is a problem that metronomes
have to be placed on the ears; hence, young people are particularly resistant to its daily
use.

In this study, we focus on the symptoms that are common in adults, and propose a
training method that solves the above problems. In addition to the degree of stuttering
symptoms, using the heart rate as biological information related to the state of speech
and considering large individual differences, we show the efficacy of the oscillator in
improving stuttering, and at the same time, we conduct an oscillator training in a more
practical way. Furthermore, we conduct an experiment in which not only vibration is
generated at a fixed tempo but also the tempo of vibration is changed by the fluctuation
of heart rate, and confirmed whether the heart rate can be stabilized through this.

2 Proposed Method

Several methods have been proposed to improve the symptoms of stammering. In [1],
stammering training using an ear-hung metronome was conducted for one subject for
100 days. In this study, stuttering symptoms began to decrease about one month after
use. However, a comparison between the cases of not wearing and wearing an ear-
hung metronome suggests that the effect of wearing a metronome is obtained from the
beginning of use; therefore, in this study (which was a short-term experiment), it is
observed even when using vibration stimulation. Similarly, it is important to compare
the non-mounted state with the mounted state to obtain the effect. Other experimental
conditions differ when a plurality of subjects is considered. The utterance is considered
a speech instead of a telephone response, and heart rate information is used in addition
to stuttering symptoms.

In [3], improvements of stuttering symptoms by conducting a short-term shadowing
training are discussed. This study analyzed the effects on the stuttering symptoms and
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psychological aspects of 16 adult stutterers who listened to model sounds that were con-
tinuously heard and played back orally in parallel. The short-term stuttering symptoms
can be expected to improve and alleviate, and the frequency of stuttering in shadow-
reading tasks after shadowing is lower than that before shadowing. This differs from this
study in that it uses speech tasks that are considered more practical than reading-aloud
tasks.

The relationship between heart rate variability (HRV) andmental stress has also been
studied. Stuttering symptoms are thought to be greatly affected by psychological pres-
sure. Therefore, the result of measuring heart rate in a speech situation is important. The
researchers in [4] investigated the correlation between the intensity of mental stress and
the magnitude of HRV at rest, at the time of presentation practice, research presentation,
and question-and-answer sessions in subjects involved in research. In any of the factors
representing the magnitude of the fluctuation of the heart rate, a negative correlation is
shown with the intensity of mental stress. In other words, the fluctuation of the heartbeat
reduces as the mental stress increases, and the fluctuation increases as the mental stress
reduces.

In this study, we focus on the symptoms that are common in adults, and propose a
training method that solves the above problems. Figure 1 shows the overview of the pro-
posed method. The system proposed in this paper consists of a sensor that acquires heart
rate information, and a vibrator that generates a vibration stimulus. The acquired heart
rate information is linked to the vibration stimulation interval, and the users are provided
with a vibration at a constant rhythm to improve stuttering. The heart rate information is
obtained using the Android app “Heart Rate Monitor Ware”. In addition, the smartwatch
“HUAWEI WATCH 2” is used as a device. The proposed system generated a vibration
stimulus at a constant tempo or automatically changed the tempo of a vibration stimulus
according to the change in heart rate from a preset reference value. The vibration tempo
of the latter type was designed to decrease by 1 bpm as the heart rate increased by 1 bpm.
The vibration tempo range is the vibration reference value±10 bpm. The heart rate I at
this time is represented by the following equation:

I = k − (HB− i)

where i is the reference heart rate, k is the reference vibration tempo, and HB is the
current heart rate.

3 Experiment

An experiment was conducted to evaluate whether the proposed system is effective in
improving stuttering, which included eight subjects who stutter (five men and three
women).

3.1 Experimental Method

The experiment was conducted in a closed conference room. There were occasions
when external sounds were heard, but there was no problem with recording. The exper-
imenter and the subject were seated equally in a rectangular conference room consisted
of multiple tables.
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Fig. 1. Overview of the method of a system in which vibration tempo changes automatically.

The subject reads aloud a manuscript prepared by the experimenter for about 1 min.
At this time, we examined the effect of the heart rate-linked vibration stimulus gener-
ated by the proposed system on the generation of stuttering. First, each subject intro-
duced himself/herself to other subjects to get accustomed to the speech. Subsequently,
the following three experimental tasks were performed sequentially. For speech to be
read aloud, the subjects selected different speech for each task from multiple speech
manuscripts prepared by the experimenter.

• Task 1: Read the selected speech aloud.
• Task 2: Generate a vibration stimulus at a constant tempo from a smartwatch, and
read aloud according to the tempo.

• Task 3: Generate a vibration stimulus that changes the tempo according to the change
in heart rate, and read aloud according to the tempo.

During this, the heart rate of the subject was measured using a smartwatch, and at
the same time as the beginning of the measurement, a timer was used to record the heart
rate data and the start time of the utterance. Simultaneously, the heart rate was measured,
and the time was measured using a stopwatch. Next, the time of the stopwatch was noted
at the same time as the beginning of the utterance to know the point of the heart rate
data at which the utterance started. In Tasks 1 and 2, the utterance started 20 s after
the beginning of the heart rate measurement, but in Task 3, the utterance started after
about 1 min for preparation, as described later. The utterance content was selected by the
subject from each of the 15 speech themes prepared by the experimenter. The reasonwhy
we chose speech as a taskwas that we thought that it was an important scene in social life,
and it was easy to prepare an experimental environment, especially for stutterers who
struggled with this scenario. Although the speech time was set to be 1 min as a guide,
it varied in the experimental results because the subject gave priority to giving speech
from beginning to end rather than time. Table 1 shows the prepared speech themes. All
utterances in these experimental tasks were recorded using an IC recorder.
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Table 1. List of speech themes.

Themes

Current goals and efforts

Episode that was moved

What I am good at

The interesting features of the school I came
from

Hobbies I have brought

How to spend the year-end and New Year
holidays

Memories of club activities (circles)

If you use 10 million in a day

City where you want to live

Life failure stories

Scary experience

My favorite (dislike) place

Life success experience

Commitment that cannot be yielded

Favorite (dislike) food

Furthermore, after performing three types of tasks, all subjects were asked to respond
to an experiment evaluation questionnaire distributed in advance. Table 2 shows the
contents of the questionnaire. We asked them to respond to the stuttering situation when
not wearing an ear-hung metronome, evaluate this device using the 7-step semantic
differential (SD) method [5], and freely give their specific impressions and hopes for the
experiment in the free description column.

3.2 Experiment Results

The stuttering frequencywas calculated by dividing the number of stutters in the recorded
speech content by the total number of phrases. Symptoms were classified into the
following four groups based on the stuttering method [6]:

1) Rarely-onset symptoms (prevention, discontinuity, preparation, duration, with-
drawal)

2) Repeated symptoms (sound repetition, partial word repetition)
3) Insertion symptoms (insertion, repeated words)
4) Other non-fluid symptoms (excluding the other three groups of symptoms)

In addition, repeated words were not added as phrases, and when two or more symp-
toms appeared at the same time, the one with the strongest intensity was selected. For
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Table 2. Contents of the questionnaire of SD method.

Left answer Question items Correct answer

Became painful 1) Did the utterance change? It became easier

Deteriorated 2) Did you notice any improvement while
using the system?

Improved

Could not control speed 3) Did you feel that you could control the
speed of the utterance yourself?

Did it

Could not calm down 4) Did you speak calmly because the
tempo of the vibration was adjusted
automatically?

Calm down

Felt uncomfortable 5) Did you feel uncomfortable while
feeling the vibration on your wrist
when speaking?

There was no discomfort

Dissatisfied 6) Are you satisfied with this training
method?

Is pleased

the heart answers of each subject to the questions described in the questionnaire of the
SD method rate data, the average and variance of the heart rate during the utterance of
each subject in each task were obtained, and then compared for the three tasks.
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Fig. 2. Average heart rate and standard deviation of each subject’s task.
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For the heart rate data, the average heart rate and standard deviation during utterance
in each subject for all subjects were obtained, and then compared for the three tasks.
Figure 2 shows the results.

Table 3. Answers of each subject to the questions described in the questionnaire of theSDmethod.

Subjects Q1 Q2 Q3 Q4 Q5 Q6

Sub1 4 4 4 4 4 4

Sub2 4 4 4 4 4 4

Sub3 6 7 3 6 7 7

Sub4 4 4 4 4 3 3

Sub5 4 4 3 5 5 6

Sub6 4 4 4 4 6 5

Sub7 4 4 2 3 5 3

Sub8 4 4 5 5 4 4

Avg. 4.25 4.38 3.63 4.38 4.75 4.50

*values: 1: disagree ~ 7: agree

Table 3 shows the answers of each subject to the questions described in the
questionnaire of the SD method.

4 Discussion

As a result of the experiment, the frequency of stuttering in Task 2 and Task 3 was lower
than in Task 1 among five of the eight subjects (Subjects 1, 2, 5, 6, and 8). Four of them
(subjects 1, 5, 6, and 8) showed a decrease in stuttering frequency as the task progressed.
In Task 3, the frequency of stuttering decreased in all seven subjects, except Subject 7,
who failed to record. In the stuttering system with stuttering as the core symptom, and in
the continuous system, at least seven out of eight subjects recorded the lowest symptom
incidence in Task 2 or Task 3 with vibration. In particular, in the refractory system in
which adult stutterers tended to have the highest symptom, six out of seven subjects,
excluding subject 7, showed the lowest symptom incidence in Task 3.

As shown in Fig. 2, the average heart rate of six subjects out of eight is lower in
Task 3 than in Task 2, and three subjects show a decrease in the heart rate as the task
progresses. It was suggested that the height of the numbermay be related to the frequency
of stuttering, and in the standard deviation of heart rate, Task 3 showed the highest value
(the heart rate fluctuated greatly). Many subjects showed less mental stress in Task 3
because the variation was large. As mentioned above, by changing the vibration tempo
during speech, it is suggested that there are two effects of a greater decrease in themental
stress relaxation of the stuttering frequency.

As shown in Table 3, many subjects feel it difficult to control the speed of utterance.
Many subjects answered that there was not much discomfort at the time of wearing. In
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the open-ended description, the points that were popular in this experiment were those
when they used a wristwatch, unlike the ear-hung metronome, and that they could relax
by attaching the device. On the other hand, there are many criticisms and points of
improvement. It can be observed from the results in Table 3 that it is difficult to adjust to
the tempo because subjects were not familiar with the experiment method. Hence, more
training is required, and it is better to shorten the experiment.

Effectiveness of Vibration Stimulation: Five subjects showed that the frequency of stut-
tering in Tasks 2 and 3 with vibration was lower than that in Task 1 without vibration,
suggesting that vibration stimulation has the effect of reducing stuttering. It is possible
that the effect of the habit of having performed a number of speeches may be involved,
but it is considered that the influence of habituationwas suppressed to some extent during
the self-introduction by each subject before starting the experiment. The two subjects
whose stuttering frequency in Task 2 exceeded the stuttering frequency in Task 1 had the
highest stuttering frequency among the subjects, and the effect of vibration stimulation
may differ depending on the severity of stuttering. Was suggested. However, in both
cases, the frequency of stuttering in Task 3 was clearly lower than that in Task 1, and
it is conceivable that either the stuttering effect was slightly slower than that of mild
stutterers or the effect was specific to the condition of Task 3. In any case, the utterance
at the tempo of the vibration stimulus is expected to have an effect of improving the
stuttering symptoms of many stutterers.

Effect of Changes in Vibration Tempo: Compared to Task 2 in which the vibration
tempo was constant, Task 3 in which the vibration tempo changed was more effective
for difficult-to-treat symptoms. The frequency was lower, and six out of eight subjects
showed a lower average heart rate in Task 3 than in Task 2, so that changing the vibration
tempo was more effective in reducing the effect. This possibility was suggested. In addi-
tion, many subjects showed a high standard deviation (variation) of heart rate in Task 3.
A previous study [5] showed that the lesser the mental stress, the greater the fluctuation
of the heart rate. It can be said that there were many subjects who had less mental stress
in Task 3. In addition, although the standard deviation of the heart rate of subject 4 in
Task 3 was small, the average value of the heart rate showed a considerably low value,
indicating that the heart rate in Task 3 was always low and stable. It is determined that
Task 3 was also more effective mentally in Task 3 than in Task 2. These results suggest
that changing the vibration tempo during speech has two effects: a greater reduction in
stuttering frequency and a reduction in mental stress.

Relationship Between Stammering Frequency and Heart Rate:
Although no direct comparison between stuttering frequency and heart rate has been
found, a previous study [7] that examined the relationship between stuttering and anx-
iety found that stuttering frequency increased during higher anxiety situations, that is,
greater mental stress. A previous study [8] that examined the relationship between high
heart rate and mental stress showed that higher the mental stress, the higher the heart
rate. Together, these studies predicted that higher the heart rate, the higher the frequency
of stuttering. Based on these facts, in this experiment, five out of eight subjects showed
similar trends in the transition of stuttering frequency between tasks and the transition of
the average value of heart rate. It was suggested that thismight be related to the frequency
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of stuttering. The correlation between the heart rate standard deviation and stuttering
frequency was not as high as the average heart rate (only two people showed similarity).
Considering that the target stress is less, it is difficult to say that there exists a relationship
between the magnitude of heart rate variability and the likelihood of stuttering.

Practicality of Vibration Stimulation Training Based on Subject Impressions:
Finally, we will evaluate the practicality of vibration stimulation training for stuttering
symptoms based on the results of the experimental evaluation questionnaire of subjects.
According to the results of the experimental evaluation questionnaire, many subjects
felt it difficult to speak according to the vibration tempo. However, it was found that
stuttering frequency reduced by speaking according to the rhythmic vibration. There-
fore, as one becomes accustomed to the utterance timing through long-term training,
further improvement can be expected, as shown in a previous study [2]. In addition,
because many subjects did not feel discomfort from the vibration stimulus, their mental
discomfort was less and they could be used for long-term training without any prob-
lems. Furthermore, some subjects were interested in using a wristwatch as a device.
Therefore, it was suggested that it could be a tempo stimulator instead of the ear-hung
metronome. All three subjects who responded favorably to this vibration stimulus in the
free description column (Subjects 3, 5, and 8) had a large standard deviation of the heart
rate in Task 3; therefore, they were subjective and objective. It can be observed that the
effect was also obtained in from the above. It is considered that vocal training in which
the vibration stimulus tempo is changed by a change in the heart rate is an effective and
practical method for improving stuttering.

5 Conclusion

In this study, we aimed to improve stuttering and conducted an experiment to utter
at the tempo of vibration stimulation. Consequently, it was confirmed that stuttering
decreased by changing the vibration tempo according to the change in heart rate during
an utterance. This means that providing a vibration stimulus to the stuttering person
based on the heart rate information is more effective in reducing stuttering symptoms
than simply providing vibration at a constant tempo.

In future studies, it will be necessary to consider its use in long-term training. In
this study, although it was shown that changing the vibration tempo according to the
change in heart rate was more effective in reducing stuttering than a constant tempo,
it was not possible to examine the appropriate tempos for individuals. A tendency was
observed in the subjective evaluation of subjects and the stuttering reduction effect
of the vibration stimulus with the changing tempo. Therefore, if a subject adjusts to an
appropriate tempo by subjective judgment during long-term training, a more appropriate
experimental design can be realized. Consequently, it can be used as effective stuttering
improvement training that replaces the ear-hung metronome.



232 S. Matsuno et al.

References

1. Sakai, N., Mori, K., Ozawa, E., Mochida, A.: Stuttering treatment with a behind-the-ear type
metronome for an adult stutterer. Jpn. J. Logop. Phoniatr. 47(1), 16–24 (2006)

2. Doseki, K.: Global and dynamic structuring methodology in aphasic therapy. Jpn. J. Commun.
Disord. 23(1), 17–22 (2006)

3. Rong-Na,A., Sakai,N.,Mori,K.: Short-termeffects of speech shadowing training on stuttering.
Jpn. J. Logop. Phoniatr. 56(4), 326–334 (2015)

4. Takatsu, H., Munakata, M., Ozeki, O., Tokoyama, K., Watanabe, Y., Takata, K.: An evaluation
of the quantitative relationship between the subjective stress value and heart rate variability.
IEEJ Trans. Electron. Inf. Syst. 120(1), 104–110 (2000)

5. Ichihara, S.: The perspective of the research for the semantic differential and the problems to
be solved. Jpn. J. Ergon. 45(5), 263–269 (2009)

6. Ito, S., Umehara, M., Matumoto, S., Murakami, H.: Trials toward estimate stuttering-by
examining the inspection method of stuttering. Jpn. J. Logop. Phoniatr. 25(3), 243–251 (1984)

7. Homma, T., Aoki-Sasaki, S., Yamada, J., Imaizumi, S.: Anxiety response, vowel space and
stuttering rate for persons who stutter and do not stutter under high and low anxiety conditions.
Jpn. J. Logop. Phoniatr. 52(1), 19–25 (2011)

8. Omori, S., Kobayashi, T.: Observers’ effects on subjective emotion and physiological response
during mental stress task. J. Res. Inst. Bunkyo Gakuin Univ. 14, 159–161 (2012)



Guided Mindfulness: Using Expert Schemas
to Evaluate Complex Skill Acquisition

Mina Milosevic(B), Katherine Rau, Lida P. Ponce, Nicholas A. Moon, Nisha Quraishi,
Alexandria Webber, and Richard L. Griffith

Florida Institute of Technology, Melbourne, FL 32901, USA
jmilosevic2015@fit.edu

Abstract. This paper presents qualitative data regarding the experiential learning
process, including how this process can be enhanced through an individualized
learning approach we refer to as Guided Mindfulness (GM). GM works as a
facilitating mechanism where specific self-regulated learning opportunities are a)
identified as learning events, b) reflected on, and probing questions on the event
are c) asked to heighten experiential learning. Specifically, frequent experiential
learners (FELs) were interviewed regarding their learning process, comparing that
process between expert and novices and providing preliminary identification of
the differences between expert and novice schemas. Finally, the five GM inter-
vening processes (i.e., situational awareness, self-awareness, social awareness,
sensemaking, simulation) were mapped into each of these stages. Future direc-
tions are proposed regarding understanding these expert schemasmore thoroughly
and applying this understanding across cultures.

Keywords: Guided mindfulness · Experiential learning · Cognitive schema ·
Complex skills

1 Introduction

Today’s global work environment is characterized by an unprecedented pace of tech-
nological change and increasingly complex jobs. To keep up, workers must acquire
and develop a variety of highly complex skills, ranging from analytical and critical-
thinking skills to interpersonal and leadership skills. There is a growing consensus that
the development of such complex skills requires learning beyond the classroom envi-
ronment, specifically in settings where there are opportunities to experience the context
in which skills are applied, refined, and practiced [1]. In fact, research supports the con-
ventional wisdom that complex skill acquisition is greatly enhanced with the addition
of experiential learning [2].

Experiential learning, the practice of learning through reflecting on experiences [3],
has several notable advantages compared to traditional classroom instruction: a) learning
is inherently more relevant as it based on personal experiences, b) more transferable as
it occurs in the settings where skills are immediately applied, and c) more generalizable
as it exposes the learner to variety of real-world situations where acquired skills are

© Springer Nature Switzerland AG 2020
D. D. Schmorrow and C. M. Fidopiastis (Eds.): HCII 2020, LNAI 12197, pp. 233–256, 2020.
https://doi.org/10.1007/978-3-030-50439-7_16

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-50439-7_16&domain=pdf
https://doi.org/10.1007/978-3-030-50439-7_16


234 M. Milosevic et al.

repeatedly tested, refined, and adapted to different circumstances [4, 5]. In practice,
however, these benefits of experiential learning are not easy to achieve. First, exposure
to potential learning events is unplanned and is not uniform, resulting in learning that
is opportunistic, unstructured, and difficult to evaluate. Second, the idiosyncratic nature
of experience-based learning means that self-directed learners are likely to selectively
attend to personally relevant or emotionally charged moments and not necessarily to
those experiences directly tied to job performance. Finally, “learning while doing” puts
additional demands on cognitive and motivational resources, and, when resources are
stretched, the need to complete the task often outweighs the need to learn. In fact,much of
the effectiveness of experiential learning depends on the learner’s ability to self-regulate
available resources [6, 7].

Self-regulation, the inhibition or activation of affective, behavioral, and cognitive
processes, allows the learner to focus attention, reflect, and achieve goals [8, 9]. In
essence, effective self-regulation is a cornerstone of learning in general and when of
acquiring complex skills in particular. Thus, it is reasonable to conclude that promoting
and strengthening self-regulatory processes can greatly enhance experiential learning.
We have previously proposed a new individualized learning approach that improves the
effectiveness of experiential learning through enhanced self-regulation [10]. Our pro-
posed artificial intelligence (AI)-assisted platform, Guided Mindfulness (GM), is envi-
sioned to direct an individual through a learning experiencewith prompting questions and
activities before, during, and after a specific experiential learning event [11]. By prompt-
ing event-based preparation and reflection, GM is expected to trigger self-regulatory pro-
cesses necessary for self-paced directed learning of any type of competency or targeted
complex skill.

The aim of the current study is to better understand event-based preparation and
reflections processes, identify strategies that enhance self-directed experiential learn-
ing, and map these processes and strategies onto five intervening GM processes: 1)
self-awareness, 2) situational awareness, 3) social awareness, 4) sensemaking, and 5)
simulation. To accomplish this, we interviewed and analyzed how experts in self-directed
learning approach complex skill acquisition and then modeled GM’s event-based prepa-
ration and reflection questions and activities onto experts’ cognitive schemas related
to learning. Next, we aligned the five proposed GM intervening processes with related
self-regulationprocesses at different stages of complex skill acquisition. Finally,wehigh-
lighted differences in instructional pathways effective in improving the competencies of
novice versus more experienced learners.

2 Complex Skills

Complex skills or tasks are sparsely defined in the literature, and these terms are often
used as hypernyms to a wide variety of skills and tasks with commonalities among
them. These commonalities of complex skills and tasks are described by Wulf and
Shea [12] as those that “generally cannot be mastered in a single session, have several
degrees of freedom, and perhaps tend to be ecologically valid,” (p. 186). Distinctions
or certain types of complex skills have been specified in the literature, such as complex
motor skills and technical versus non-technical [12, 13]. Due to the nature of today’s
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work (i.e., the shift towards automation and an enhanced focus on STEM work), our
focus is on enhancing the acquisition of both complex technical and non-technical skills
through GM. Technical skills refer to those that require specialized knowledge in a
specific area of expertise [13, 14] and include skills such as software coding, medical
billing, or statistical analysis. Non-technical skills, conversely, do not require specialized
knowledge and are often unrelated to science or technology [13]. While the definition
of non-technical complex skills may signal a lack of importance or value to some, non-
technical skills also include leadership, communication, interpersonal, decision-making,
situational awareness, professionalism, and teamwork skills, making up a large portion
ofwhat are often referred to as “soft” skills that are highly important in today’sworkforce
[13]. Despite the distinctions between technical and non-technical skills that have been
made in the literature, evidence suggests that these distinctions may be arbitrary when
evaluating the effects of interventions on complex skill acquisition [15]. As such, we
instead focus our current research efforts on complex skills (i.e., whether technical or
non-technical) that are best suited to be learned experientially. Such skills are those
where preliminary knowledge might be taught in formal settings but are highly reliant
on actual hands-on practice, simulation, or observation of others in order for a learner
to become proficient in that particular skill. Thus, acquiring such skills typically occurs
over a period of time, rather than at one learning event, specifically through multiple
phases discussed in the following section.

2.1 Complex Skill Acquisition

In order to facilitate learning of complex skills, it is important to understand the process
of complex skill acquisition. A prominent framework of skill acquisition is that of Van-
lehn [16], which was originally framed for cognitive skill acquisition but fits the broader
context of complex skills. To clearly convey the skill acquisition stages, we will dis-
cuss them in the context of cognitive skills (i.e., the ability to attain and solve problems
when it comes to intellectual tasks, specifically) [16]. This framework explains that skill
acquisition occurs in three phases: a) the early stage, b) the intermediate stage, and c)
the late stage. These phases blend into each other (i.e., as an individual strengthens in
one, they enter the following stage). The first stage, or early stage, is marked by com-
prehending the knowledge domain without actually applying what has been learned yet,
where individuals tend to experience cognitive overload by the amount of information
being exposed to them. As proficiency in the cognitive skill increases, a learner enters the
intermediate phase, whereby problem solving occurs because the learner begins to call
forth examples of problems that have been solved. By now, the learner has acquired some
relevant knowledge on how to solve problems but also has some flaws in the knowledge
domain (i.e., missing knowledge or incorrect knowledge). The final stage, or the late
stage, is where learners continue to improve in accuracy and speed of cognitive skills
as they practice. During this stage, the same style of gathering knowledge and problem
solving is still employed; however, transfer and practice effects are the main occurrence
[16]. As expected, the stages of complex skill acquisition are only neatly defined and
organized when written about theoretically, and for many working individuals, learning
new skills rarely follows any structured patterns. In fact, practitioners suggest that as
much as 70% of learning should happen through on-job experiences in comparison to
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the 10% suggested to occur in formal settings [17]. Since experiential learning is highly
recommended and often utilized, it is imperative that any tool that wishes to aid an indi-
vidual’s experiential learning considers the stages of complex skill acquisition to better
assist the learner.

3 Experiential Learning

Experiential learning refers to the practice of learning through reflection on previous
experiences [3]. Particularly, experiential learning can take place while on-the-job. It is
often one of themost effectiveways that adults capitalize on the outside-of-the-classroom
learning opportunities that comprise a significant portion of adult learning [17]. While
experiential learning is an effective way in which adults can learn, there are also draw-
backs to learning through experience. Specifically, being exposed to experiences does
not inherently translate into learning. The learning from an experience greatly depends
on the learner’s self-regulatory processes [6, 7].

Learning from experience is not a new concept; however, experiential learning theory
was not conceptualized until recent years [3]. Despite advances with the development of
the modern classroom, learning from experience is still a very effective method of learn-
ing. Experiential learning comprises two ways of extracting experiences, concrete (i.e.,
observations) and abstract (i.e., implications of observations) conceptualization, and two
ways of transforming experiences, reflective observation (i.e., reflecting on observations)
and active experimentation (i.e., testing these experiences in new situations) [18]. These
processes encompass the four stages of experiential learning (i.e., concrete experience,
reflective observation, abstract conceptualization, and active experimentation) [19].

Taken together, experiential learning can play an instrumental role in developing
complex skills. Specifically, at each stage of complex skill acquisition (early stage,
intermediate stage, and late stage), different resources need to be allocated for learning
to occur. For example, experts, in the late stage, might need fewer concrete experiences
and more abstract conceptualization and active experimentation, whereas novices, in the
early stage, needmore concrete experience and reflection. Effective learners are expected
to self-regulate throughout this experiential learning cycle by allocating resources to
optimize learning and subsequent performance. Thus, in order to successfully learn
from experiences, learners must employ self-regulatory processes.

When considered with other types of learning utilized to prepare the workforce
(e.g., classroom settings), experiential learning has a number of benefits during complex
skill acquisition. First, experiential learning allows learners to understand and practice
complex skills in greater depth than what is possible in traditional classroom settings.
Second, experiential learning enables the learner to bemore directly involved in his or her
learning experience [3]. This approach is inherentlymore relevant because each learner is
directed by their unique personal experiences allowing them to engage with information
and tasks in different ways; thus, this learning approach is more representative of the
real world. Third, experiential learning offers opportunities for learners to apply their
newly acquired knowledge and skills into real-life situations or challenges that they
may encounter. Experiential learning encourages deep reflection and provides learners
with the opportunity to seek and receive instant feedback. Lastly, this learning approach
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allows learners to identify their mistakes and encourages them to focus their attention
on action and reflection [4, 5].

Despite these benefits of experiential learning, learning from experience is not guar-
anteed and therefore has limitations. First, learners can experience the learning event in
several ways, eliciting unstructured learning. Second, due to the lack of certainty and
structure in learning opportunities, experiential learning can sometimes be difficult to
assess. Lastly, learning and doing act as competitors when using cognitive and self-
regulatory resources. Learners must use self-regulatory processes to effectively learn by
doing [6, 7]. Thus, a successful approach to experiential learning of complex skills must
consider and attempt to overcome the barriers associated with experiential learning.

4 A Self-Regulatory Approach to Experiential Learning

Self-regulatory processes are critical for the effectiveness of learning and developmen-
tal intervention [6, 7]. Self-regulation is rooted in control theory whereby an individual
acts within a negative feedback loop where he or she compares their current state to
their desired state. If a discrepancy occurs between the two states, the individual will
adjust his or her behavior to reach the desired one [20]. Complex learning environments
require individuals to have an awareness of their current state via both internal and
external sources. The internal source determines their skill and competency state, while
the external source refers to the social and situational factors. For the individual to be
successful in reaching their desired state, they must gather all relevant feedback from
the assessment of their state, reflect on it, and effectively integrate it into their reper-
toire of learning experiences to further improve and attain their goals [10]. However,
in the context of fast-paced work environments, many individuals lack the resources
(e.g., time, energy, self-awareness, knowledge) to engage in these self-regulatory pro-
cesses, which is ultimately to the detriment of their own learning. As such, taking a
targeted, self-regulatory approach to experiential learning can enable an individual to
capitalize on opportunities to learn beyond the traditional instructional setting. Next, we
discuss how our proposed GM approach does just that: enhances learning from events
through insightful preparation and reflection that ultimately develops and strengthens
self-regulatory processes.

5 Guided Mindfulness

GM is an individualized approach to experiential learning designed to enhance complex
skill acquisition by facilitating and strengthening the self-regulatory processes of the
learner.More specifically,GMis envisioned as a technology-assistedplatform that guides
an individual through a learning experience with prompting questions and activities
before, during, and after a specific experiential learning event [11]. Thus, the central
activity of GM approach is event-based learning involving preparation and reflection
around these events [21].

Event-based preparation and reflection is expected to trigger and, over time,
strengthen self-regulatory processes by prompting a learner to engage in 5 intervening
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processes: (1) self-awareness, (2) situational awareness, (3) social awareness, (4) sense-
making, and (5) simulation [10, 21, 22]. Self -awareness refers to the understanding of
one’s beliefs, assumptions, bias, emotions, skills, values, strengths, andweaknesses [23].
In general, self-awareness enables an individual to accurately assess their current state
in terms of their abilities, skills, or emotions, and to identify where resources should
be allocated to obtain desired outcomes. Situational awareness represents a dynamic
understanding of a situation in a way that recognizes and incorporates environmental
and situational changes quickly and effectively thus continually updating one’s under-
standing of the situation and of a larger context in which a particular situation occurs
[24, 25]. Similarly, social awareness refers to the ability to recognize tacit social cues in
order to understand social dynamics of an interpersonal environment and select behaviors
appropriate for the given social situation [26]. Learning complex skills often involves
navigating socially dynamic interpersonal environments regardless of whether the skills
per se are inherently social (e.g., leadership) or simply learned or practiced in a social
environment. For example, on-the-job learning may occur in an environment comprised
of individuals with diverse backgrounds, competing motives, and different behavioral
styles, all of which can impact the process of skill acquisition. Consider an example of
a novice surgeon. Although the complex skill being learned is technical in nature (i.e.,
performing surgery), the operating room in which the skill is learned, performed, and
perfected represents a dynamic social environment that still needs to be navigated by
the surgeon.

Improved self-awareness, situational awareness, and social awareness leads to more
effective sensemaking, the key process in experiential learning [27]. Sensemaking is a
process by which people infer meaning from an event and then use this newly derived
connotation to guide their future decisions. Effective sensemaking requires extrapolation
of meaning from a complex combination of situational, social, and internal cues [28].
Cues are organized, clarified, and interpreted using existing mental models; in turn,
the existing mental models are continually tested against new interpretations. Thus,
sensemaking is an active process that, over time, evolves our understanding of the stimuli
around us and enables us to adapt and prosper in complex and changing environments.

Finally, simulation refers to enactment or re-enactment of perceptual, motor, and
introspective states that are either anticipated or have already been experienced during
a learning episode. In experiential learning context, simulation can take the form of
mental rehearsal prior to the event and it typically includes an “if, then” internal dialogue.
Simulation can also occur after the event in the form of re-enactment. In this case, the
learner may think through, or simulate, alternative courses of action that lead to different
outcomes. Inmanyways, simulation helps the learner connect one learning episode to the
next by testing out mental models which have been updated based on prior experiences
before subsequently deciding on the best course of action in the next episode.

5.1 How GM Operates

We propose that our GM approach can trigger these five intervening processes with
prompting questions and activities before and after specific experiential learning events
[11]. The core mechanisms underpinning five intervening processes is self-regulation.
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Practicing self, situational, and social awareness essentially requires that learners delib-
erately and conscientiously process information frommultiple sources to determine their
current state. Post-event reflection allows for a comparison to pre-event expectations of
the event itself and anticipated versus actual state in the event. During sensemaking,
learners synthetize feedback from themselves and the environment, identify discrepan-
cies between current and desired state and outcomes, and determine where next to direct
resources and how much effort to expend. Simulation allows learners to test out alter-
native solutions thus optimizing the use of available resources and maximizing desired
outcomes in the future episodes.

There are several ways in which our proposed GM approach is expected to address
known barriers to experiential learning. First, GM can assist with allocation of cognitive
and self-regulatory resources. During the preparation phase, GMwill direct the learner’s
attention to relevant self, situational, and social cues, which will, in turn, free cognitive
and self-regulatory resources during the actual experiential learning episode. Research
has shown that one of the greatest barriers to experiential learning is cognitive overload
that occurs when a learner is tasked with performing and learning at the same time [29].
Attempts to simultaneously process significant amounts of information and extract what
is relevant for both performance and learning puts additional strain on self-regulatory
resources and often result in a failure to learn. With GM, learners can identify before the
event what is relevant for learning andwhat to pay attention to, thus reducing information
processing and a need for increased self-regulation during the event.

Next, GM can provide structure and organization for the information received during
the learning episode. Specifically, through event-based preparation, GM activates mental
modelswhich helpswith encoding of the information during the event and decoding after
the event. In other words, GM assists learners to store and later retrieve information
effectively enabling learners to memorize information obtained during the experience.

Finally, GM facilitates self-feedback during the event-based reflection. Feedback is
a core self-regulatory process that drivers learning and performance improvements [30].
Feedback provides individuals with standing on their competencies, helps identify gaps,
and prompts the learner to engage in behaviors that reduce discrepancies and ultimately
close the gaps [31]. In the context of experiential learning, feedback may be difficult to
obtain as learning opportunities are often unpredictable and the lack of clearly estab-
lishedmetrics makes it difficult to evaluate performance. GM addresses these challenges
by facilitating and guiding self-feedback. Guided self-feedback is similar to the team-
level intervention known as guided team self-correction [32], which has been shown
to greatly improve team processes and performance. With GM, an individual learner
is encouraged to continually self-assess performance by integrating various cues from
self and the environment. Additionally, GM prompts the learner to evaluate the match
between pre-event expectations and post-even insights thus setting the stage for further
action. Finally, when mistakes are identified, GM enables learners to self-correct by
testing out alternatives through simulation.

Through our current research efforts, we aim to explore the cognitive schemas of self-
directed learning experts to validate the theoretical underpinnings of the GM platform.
As such, we employed qualitative methods to describe the learning process of experts,
specifically how they prepare for an event, how they engage in learning during an event,
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how they reflect on their learning following an event throughout the lifespan of learning
(i.e., early, intermediate, and late stage) [16], and barriers or challenges they face when
learning in or from an event. By identifying the successful and unsuccessful learning
processes and strategies of self-directed learning experts, it allows us to more effectively
guide learners using purposeful and targeted preparation and reflection tactics that are
rooted within the five underlying processes of GM.

6 Method

6.1 Development of Protocol and Procedure

Twelve Ph.D. graduate students in Industrial-Organizational Psychology developed
interview questions based on experiential learning and GM literature. A total of 31
interview questions were developed. Through discussion of the relevance, research aims,
and practical considerations (e.g., time allotted for interviews, ability of participants to
effectively answer each question), the final interview protocol was reduced to include 11
unique questions with additional prompting questions as necessary. The interview ques-
tions were framed into 3 categories regarding experiential learning and complex skill
acquisition: learning from experience, experiential learning across skill levels, and bar-
riers to experiential learning. The frequent experiential learners (FELs) who were inter-
viewed were instructed to think of a skill specific to their occupation as they answered
each question. The goal of the interview questions was to identify an expert schema
of how experts learn from experience, similar to a cognitive task analysis (CTA) or a
structured recall activity [33]. The categories of interview questions, the description and
purpose of each category, and example questions for each can be found in the Appendix
(Table 2).

Following the development of the interview protocol, the researchers compiled a list
of occupations thatmet the criteria of high-stakes, highly-complexpositions.Researchers
then utilized the existing social networks of the team to identify individuals who could
be considered FELs within their respective fields. The list of contacts was prioritized
by the occupations that were of most interest to the current research effort (i.e., with
highest priority given to the occupations that were considered to be the most complex
and have the highest stakes). Researchers then personally contacted each individual
FEL to introduce the study and schedule a 1-hour interview session. Each interview was
conducted by a researcher, recorded and subsequently content analyzed using thematic
analysis methods [34]. FELs were continuously contacted and interviewed until a point
of saturation was reached [35], where further interviews were beyond the scope of this
manuscript and would not contribute additional subject matter.

6.2 Coding Process

Once each of the interviews were transcribed, data was prepared for coding. Specifi-
cally, seven Ph.D. graduate students in Industrial-Organizational Psychology coded and
transcribed the interview data. First, the coders reviewed the data and met to discuss
the initial themes through an initial pilot test. Although this approach is not ideal, it is
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considered an acceptable alternative to coding [36]. Second, the coders met together to
discuss definitions and example themes and subthemes. Third, the coders were paired
together for each of the interviews where each coder independently coded the interview.
Finally, these themes were combined and are presented in the Results section below.

Specifically, these themes were centered around the mental models of these experts.
Mental models refer to a network of representations of knowledge about an individual’s
environment and experience [37–39]. In this case, these themes were designed to outline
the process of experiential learning and developing expertise. Specifically, these themes
were examined through the differences between experts and novices, such that experts
have specificmental models and processes that are unique [40]. The expert mental model
is meant to contain diagnostic clues and be qualitatively superior to the novice mental
model [41].

6.3 Sample

Twelve FELs were invited to participate in the semi-structured interview process.
Of these twelve, ten FELs representing each occupation invited were subsequently
interviewed using the questions referenced above (i.e., 83.33% response rate). FELs
occupations included pilots (e.g., airline pilots and flight school instructors), health-
care providers (e.g., X-ray technicians, emergency medicine physicians, pediatricians),
entrepreneurs, and consultants. The interviews ranged in experience level in their respec-
tive fields, but each interviewee was considered an expert in experiential learning based
on their experiences within their occupation.

7 Results

After each interview was coded by two raters, a total of 25 broad themes were found
that consisted of multiple sub-themes grouped under the broad themes. A total of 140
themes were found including both broad and sub-themes. See the Appendix for a full
list of themes (Table 3).

7.1 Learning from Experience Process

Four general themes were found for the process of experiential learning: attending to
cues, mindset, process-based learning, and task-based learning. Attending to cues rep-
resents responses that involve paying attention to one’s environment, situation, and/or
the individuals in the situation or environment in order to learn from experience. Sub-
themes included examining context, adapting behavior, focusing on details, learning
from peers, etc.Mindset represent responses that entail getting into the right headspace
to learn from experience. Sub-themes include staying focused, dealing with ambiguity,
staying open-minded, remaining calm, etc. Responses entailed a “need to be alert, have
the right mindset, and have good attention to detail.” Process-based learning represents
steps taken to facilitate the experiential learning process. Task-based learning represents
preparing for specific tasks to facilitate the experiential learning process.
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7.2 Learning¯Across Skill Levels

Experiential learning across skill levels was broken down into two categories: novice
and expert. This helped identify and highlight the differences in the experiential learning
process between these two stages. Ten broad themes were found for experiential learning
froma novice’s perspective: learning and practicing steps, goals,mindset, feedback, time
spent preparing and reflecting, checking understanding against others, focusing on fun,
self-motivated, and commitment. Learning and practicing steps represents steps taken at
the novice level to facilitate the experiential learning process.Goals represent responses
that include goals that novices are trying to accomplish to better facilitate the experiential
learning process. For example, one FEL stated, “If you look at thesemicro episodes, each
step has a goal, it has a method, and has commonmistakes. If you can break down things
like that and attack one little thing at the time, I think it helps the learning.” Mindset
involves the types of mindset novices have during the experiential learning process.
Feedback consists of the feedback process a novice takes into account when trying to
facilitate experiential learning. Results regarding howmuch time novices spent preparing
and reflectingwere inconclusive; some interviewees indicated that, as novices, they spent
more time whereas others suggested they spent less time on preparation and reflection
compared to experts. Additionally, some FELs felt that the difference between novices
and expertswas in howmuch time they spent on preparing versus reflecting. For example,
one FEL stated, “As a novice, you may take more time preparing, but less time reflecting
because you’re still overwhelmed by the learning experience.” Checking understanding
against others represents how novices attempt to validate their knowledge. Focus on fun
represents responses that discuss seeking elements of fun in the learning experience. Self-
motivated represents responses that entail motivating oneself to facilitate the experiential
learning process for novices. Commitment entails responses that require commitment to
a task or situation to better facilitate the experiential learning process for novices.

Five broad themes were found for experiential learning from an expe”rt’s perspec-
tive: goal change, process improvement, spending less time preparing and reflecting,
seeking feedback on the process, and having more resources to draw on when preparing
and reflecting. Goal change represents responses that entail goal shifts in the experi-
ential learning process for expert learners. Sub-themes include goal or focus becoming
efficient once the task is extremely familiar, goal becomes self-improvement (more ana-
lytical, forward thinking), and honing what you know. Process improvement represents
responses that allude to a process shift in experiential learning once a novice becomes
an expert. Sub-themes include applying skills to new situations, questioning the system,
adapting quicker, etc. Spending less time preparing and reflecting represent responses
that suggest experts spending less time preparing and reflecting versus novices. Seek-
ing feedback on the process represents responses that depict how experts seek feedback
in their experiential learning process. Having more resources to draw on prepare and
reflect represent responses where experts described a cognitive shift to more resources
once one gets better at preparing and reflecting.

7.3 Barriers to Experiential Learning

Six general themes were found for barriers to experiential learning: learning from oth-
ers, speed of the situation, lacking feedback, forced performance, lack of guidance,
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and within-person barriers. Learning from others represents barriers to the experien-
tial learning process when it comes to learning from others. Sub-themes include being
dependent on those around you and your awareness. Speed of the situation includes
responses that represent time constraints as a barrier to the experiential learning pro-
cess. Lacking feedback represents responses that discuss lack of feedback as a barrier to
the experiential learning process. Sub-themes include not knowing when a mistake was
made and if feedback was not framed as mistakes or was too broad (i.e., not in step-by-
step fashion as preferred). For example, one FEL said, “In a situation where a patient
dies, it’s hard to decipher whether you made a mistake or what else may have been at
fault.” Forced performance represents practicing when one is not ready as a barrier to
the experiential learning process. Sub-themes include being forced to execute without
having prepared (either through simulation or practice) and performing an action you do
not want to do. For example, another FEL described the problem with having to perform
a task that is “beyond your skill set.” Lack of guidance represents responses that dis-
cuss a need for more guidance to better capitalize on the experiential learning process.
Within-person barriers represent responses that vary within individuals that may act as
barriers to the experiential learning process. Sub-themes include physical exhaustion,
mental exhaustion, anxiety, ego, distractions, and pressure.

8 Discussion

The aim of the current studywas to better understand event-based preparation and reflec-
tions processes, identify strategies that enhance self-directed experiential learning, assess
if and how experts’ processes and strategies map onto our five proposed GM processes,
and identify barriers to experiential learning. Our interviews with experts in experiential
learning revealed a number of relevant themes resulting in several conclusions we will
discuss next.

8.1 Process of Experiential Learning

First, we were able to confirm that our five proposed GM processes (i.e., self-awareness,
situational awareness, social awareness, sensemaking, and simulation) are indeed key
drivers of effective experiential learning. As part of the event preparation, our FELs
frequently discussed paying attention to internal states and processes, to the anticipated
elements of the upcoming situation, or to the specific aspects of the task, activity, or
behavior that they were about to perform. Thus, awareness seems to play a critical part
in the preparation stage of experiential learning. When reflecting on experiences, the
experts seemed to focus their attention on making sense of the past events. In particular,
FELs discussed identifying patterns, reinforcing the existing knowledge, incorporating
new information, and making necessary adjustments. The reflection phase also had a
clear forward-thinking component as FELs frequently described developing an action
plan for future events as well as simulating step-by-step how a new event could or should
unfold.

Second, another important finding was that effective learners spend time thinking
about both the process of learning and the behavior needed to be performed. This was
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particularly evident in the intermediate stage of learning when learners had compiled
enough knowledge about the skill that they seemed to benefit from focusing on specific
details and engaging in repeated practices. Interestingly, our FELs also indicated that
they spend considerable time during this phase thinking about the learning process and
developing and implementing strategies to aid in learning from the events. For example,
they described taking notes, at times even mental notes, creating diagrams, practicing
visualization, and breaking learning into smaller episodes.

Third, the temporal distinction between pre- and post-event does not translate neatly
into a process distinction. In other words, processes taking place during preparation and
reflection seem to form a continuous loop, where reflection feeds into preparation for
the next event and preparation for the future events builds on the reflection of the past
event(s). Similarly, we found that, while perhaps more pronounced at certain stages, all
five intervening processes played an important role throughout the experiential learning
process. When designing a GM system, there may be trade-offs between enhancing all
intervening processes simultaneously and exposing the learner to potential cognitive
overload, which is precisely what GM is designed to avoid. Thus, a successful approach
to enhancing experiential learning would likely need to promote the right processes at
the right time to maximize benefits to the learner.

However, one finding that disconfirmed our initial assumption was the lack of sig-
nificant differences between learners of technical versus non-technical skills. In general,
our FELs described similar processes when learning from experiences, regardless of the
skill that was being learned. There were also quite a few similarities in strategies that
they used to optimize their learning. However, we did find some occupational differences
in terms of the systems put in place to facilitate experiential learning. Pilots, more than
any other professionals we interviewed, seemed to have a well-designed system that
enhances experiential learning. For example, during training, pilots have pre-brief and
debrief after every flight, regardless of whether it’s in a simulator or in the actual plane.
Most of the pre-brief and debrief activities are centered around the same themes we pro-
pose in GM: self, situational, and social awareness, sensemaking, immediate feedback,
and plan of action. Additionally, pilots engage in simulator training designed to allow
them to practice their skills, identify errors, and self-correct in the next event.

Overall, the process of experiential learning employed by FELs can be described
as an iterative process, entailing all five intervening processes in a continuous feedback
loop and is largely driven by self-regulation.

8.2 Experiential Learning Across Skill Levels

Our results suggest that there are significant differences in what makes experiential
learning effective for novices compared to experts. Although both novices and experts
engaged in the five processes over the course of event preparation and reflection, there
were differences in what their overall goals were, what they focused on, which strategies
they used and the level of detail in their preparation/reflection activities. Additionally,
we concluded that the three-phased skill acquisition framework proposed by Vanlehn
[16; i.e., early, intermediate, and late stage) was well suited for the experiential learning
process and that it captured progression of learning better than just the two categories
(i.e., novice and expert).
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In the early stages of learning, our interviewees predominantly discussed focusing on
one’s internal states. In the preparation phase, they seemed to be primarily concernedwith
reducing anxiety, tolerating ambiguity, bolstering an open mindset, invoking calmness,
and gearing themselves toward learning. Possibly since learners at this stage have limited
information, if any, about the upcoming event, their thoughts are turned mostly inward.
These findings suggest that self-awareness is the key process in the early stages of the
event-based preparation and that GM questions should be centered around this type of
insight. In the reflection phase, novice learners relied heavily on sensemaking to extract
relevant information, identify patterns, and derive meaning. FELs frequently discussed
identifying what’s important, identifying relevant tasks, and analyzing available and
necessary resources. Thus, it seems that in the event reflection stage, novices might
benefit from GM questions that assist them in identifying critical elements of the past
experience. The questions will then guide novice learners to use these critical elements
as foundations for preparing for the future learning experience.

The next, intermediate, phasewas described as the timewhen learners had some prior
learning experiences to draw from but have not yet reached the proficiency level neces-
sary to be considered experts. In this phase, the focus has clearly shifted from the self
to the situation and task at hand. FELs described focusing their attention on the critical
elements identified in the prior reflect stage. This stage was characterized by increased
specificity and greater level of detail. Our learners discussed breaking down experiences
into micro-episodes of learning and, for each micro-episode, identifying what the goal
is, the steps needed to be performed, and the potential mistakes. Experiential learners in
this phase seemed to integrate internal, situational, and social cues to make sense of the
experienced events and prepare for the next event. Several interviews mentioned visual-
ization and mental practice, thus supporting our fifth process, simulation. They made a
clear connection between identifying critical elements, practicing those elements (e.g.,
acting out specific behaviors, mentally testing alternatives and related consequences,
imagining “if, then” scenarios) and then paying attention to these elements during the
next event. When reflecting on the event, learners in the intermediate stage focused on
evaluating how they performed during the event and making sure they auto-corrected.
Specifically, the learners described thinking about the event or re-enacting the event in
their mind (i.e., simulation) with the purpose of evaluating their performance (i.e., self-
feedback), identifying discrepancies, and determining what they needed to pay attention
to in the next event (i.e., sensemaking). One particularly interesting finding was that
learners in this phase seemed preoccupied with mistakes made and focused their atten-
tion on correcting those mistakes in future events. Overall, the intermediate phase of
experiential learning seemed to be the most active phase when most learning seems to
occur. In this stage, learners are relying on self, situational, and social awareness to make
sense of the events and learn from the experiences. This phase was characterized by the
great amount of detail regarding specific strategies learners use to facilitate and expedite
experiential learning. Thus, learners in this stage might benefit from GM prompts and
questions centered around evaluating one’s performance, developing specific strategies
to enhance performance, and then practicing through simulation.

Later stages of experiential learning are characterized by refinement of skills and
expansion of skill application. At this point, most learners havemastered the skill enough
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to be considered experts. For them, preparing for the event entails focusing on specific
elements, or minor details that can help them perfect the skill. Several FELs described
thinking about and anticipating infrequent, atypical situations and then preparing for
them mentally. When reflecting on the event, experts are still performing self-evaluation
and assessing if their competencies are a match for the situation they encountered. Some
are looking for information that may challenge the assumption of expertise. In many
ways, experts seem to be focused on refining their skills by testing them, or on expanding
their skills by trying to apply thembeyond the original context. Thus, elements ofGMthat
facilitate self-evaluation and assist learners in integrating and synthesizing experiences
would still be quite beneficial in these later stages of learning. It is worth noting that
some experts turn their focus inward again, similar to the early stages of learning, but
this time from a deeper meta-cognitive perspective. However, there were several experts
in our sample that described turning attention to others and becoming mentors, informal
coaches, or advisors. Therefore,we conclude thatGMcan also be beneficial in promoting
broader critical thinking, self-regulation, and mindfulness beyond the specific event to
helping others (Table 1).

8.3 Barriers to Experiential Learning

The final objective of the current research effort was to identify the biggest challenges to
experiential learning for this particular demographic. Our purpose in identifying chal-
lenges to experiential learning was twofold: not only would these perspectives help us
better understand the cognitive schemas of experts, but these answers would also assist
us in addressing the needs of GM’s target population. FELs responses regarding barriers
to experiential learning revolved primarily around 6 themes: the ability and willingness
to learn from others, the speed of the situation, lack of feedback, performance without
adequate preparation, guiding one’s own improvement, and within-person barriers.

The challenge of having the ability and willingness to learn from others can be
explained by the inherent nature of learning on the job; a person who is learning-by-
doing by watching or working with others is highly dependent on those around them.
For example, a surgeon who is observing a colleague perform a new procedure is at
the mercy of the colleague and the colleague’s ability to effectively discuss the actions
of the procedure, the underlying thought processes, nuances of the task, and so forth.
Further, the learner has to be willing to learn from another person or the circumstance
itself, which requires paying attention to cues, effectively organizing the information
that is being gathered, and the inclination to learn, especially in situations that may
cause feelings of nervousness, stress, or anxiety. GM has the opportunity to alleviate
this broad category of challenges by addressing specific needs. For example, while GM
may not be able to choose who a person shadows or works alongside, the use of guided
preparation and reflection provides insight to a learner into ways to better guide their
own learning (e.g., guiding a user to identify his or her own needs to effectively learn and
how to enact necessary learning strategies). For those who are less willing to try to learn
experientially, GM may also aid in improving motivation by enhancing self-regulatory
processes and boosting self-efficacy in specific competencies, either through recorded
progress and successes in past events or through gamified assessments where users will
receive badges in coins for making progress or completing competencies.
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Table 1. Mapping main themes on stages of experiential learning and intervening processes

Prepare Reflect Guided mindfulness
processes

Early Reducing anxiety
Tolerating ambiguity
Bolstering open mindset
Invoking calmness
Gearing up for learning

Sensemaking to extract
relevant information,
identify patterns, and
derive meaning from
information given
Identifying what is
important
Identifying relevant tasks
Analyzing available and
necessary resources

Self-Awareness
Sensemaking

Intermediate Breaking down
experiences into micro
episodes of learning
Identifying goals,
necessary steps to be
performed, and
identifying potential
mistakes within each
learning episode

Evaluating performance
during the event and
making sure performance
is auto-corrected
Thinking about the event or
re-enacting the event in
their mind with the purpose
of evaluating their
performance
Identifying discrepancies
and determining what they
needed to pay attention to
in the next experience

Situational Awareness
Simulation
Social Awareness
Self-Awareness

Late Focusing on specific
elements, or minor
details that can help
them perfect the skill
Thinking about and
anticipating infrequent,
atypical situations and
then preparing for them
mentally

Self-evaluation and
assessing if competencies
are a match for the
situation encountered
Looking for information
that may challenge the
assumption of expertise
Refining skills by testing
them
Expanding skills by trying
to apply them beyond the
original context

Situational Awareness
Simulation
Social Awareness
Self-Awareness
Sensemaking

In a similar vein, the speed of the situation was consistently identified as a barrier to
effectively learning from experience. Learning that occurs during experience, especially
in the context of highly complex and high-stakes environments, happens quickly and
often without time to adequately process all elements or information. Guided reflection
within theGMplatform allows designated time for a user to contemplate their experience
in an event, identifying successes, areas for improvement, ultimately reinforcing the
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accurate memory of the learning event by asking a user to recall and once again encode
the event through the lens of the particular reflection questions asked of them.

An additional challenge mentioned by FELs was the lack of feedback one typically
receives during experiential learning episodes. Interestingly, this theme contradicts pop-
ular experiential learning literature, where extracting feedback in real time is noted as
an advantage to taking an experiential approach to learning [3]. FELs indicated that the
lack of feedback is particularly harmful in contexts where feedback is needed for process
improvement and a lack of feedback fails to inform oneself of their own performance.
GM’s underlying processes are specifically designed to aid a user in soliciting feedback,
whether it is by identifying unique outlets to ascertain feedback from or by reflecting
inward to use internal cues as a source of performance or process feedback.

Another challenge faced by our intervieweeswas having to perform during a learning
event despite not being ready to do so, either because of knowledge or experience
level or a lack of preparation for that particular event. GM’s underlying processes are
intended to aid synthesis of existing knowledge across domains and situations to result
in better performance in novel situations. Through the use of GM, users should be better
prepared to access necessary knowledge and skills to apply in new learning situations
or performance episodes where they do not have prior experience.

Guiding one’s own improvement, an additional challenge noted by FELs, is char-
acterized by having to know how to improve, potentially without the help from others.
Experiential learning is a very active form of learning that requires proactivity by the
learner. However, learners may find themselves to be complacent, passively learning by
not practicing outside of learning episodes, or lacking specific goals without effective
guidance or knowledge of how to effectively improve. The GM platform provides a
roadmap of guidance and structure that prompts users to proactively learn but also gives
them effective tools to do so.

Within-person barriers such as physical exhaustion, mental exhaustion, anxiety, ego,
distractions, and pressure comprised the final theme of barriers to experiential learning.
These elements impede on learning through challenging effective functioning of self-
regulatory processes or by diverting one’s focus away from learning. As discussed,
GM has the opportunity to quell mental unrest through reinforcing a calm and collected
mindset for the user and also providing effective tools to boost self-efficacy. The platform
is also designed to require minimal time from participants outside of learning episodes
in an effort to not further drain energetic resources of the user.

9 Future Directions

Our current research effort, while it produced invaluable insight, also spurred directions
for future research. First, validation of the themes we found in our qualitative interviews
against a larger, more diverse sample is needed. While we purposely chose to interview
individuals who are employed in high-stakes and highly complex occupations, we ulti-
mately believe these findings should generalize to other highly complex jobs. Further
testing this concept by interviewing and surveying experts in experiential learning will
provide insight into the usefulness and utility of the GM concept. Additionally, further
research using a larger, more diverse sample may help answer the question as to whether
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or not the GM platform is better suited to aid in the learning of particular types of skills
(e.g., technical versus non-technical) andwhy.Usefulness ofGMshould also be assessed
for the type of skills that have long been considered best acquired through practice, such
as cross-cultural competence, global leadership, and interpersonal skills.

Second, further research utilizing qualitative methods and cognitive task analysis
is needed to capture the cognitive schemas of individuals across the continuum of skill
acquisition stages to better inform theGMplatform. Specifically, in an effort tomake any
future use of AI viable, we want to continue mapping GM’s underlying processes (i.e.,
situational awareness, self-awareness, social awareness, sensemaking, and simulation)
against the processes of learning complex skills. Doing this will allow us to validate the
assessment metrics of GM as it pertains to evaluating a user’s learning progress within
a particular competency. As such, expert schemas of specific competencies become a
standard in which novices or intermediate learners are quantifiably compared against.
Creating such a standard informs how GM will effectively interact with an individual
and ultimately guide a user’s learning, which is paramount to the success of the GM
platform in aiding skill acquisition.

Finally, one of the significant areas for future research would be exploring how GM
can be supported with technology, and ultimately with Artificial Intelligence, so that the
platform can be optimized to prompt both the processes that are most effective in each
stage of the learning and those that are most useful to the individual learner. If so, AI
technology can further increase the effectiveness of GM in enhancing self-regulatory
processes required to become a more effective learner.

10 Conclusion

We observed and analyzed how experts in self-directed learning approach complex
skills acquisition and subsequentlymodeledGM’s event-based preparation and reflection
questions and activities on experts’ cognitive schemas related to learning. By engaging
in guided preparation and reflection, one can create stronger cognitive schemas to better
facilitate the experiential learning process to better learn from on the job experiences.
Next, we aligned the five proposedGM intervening processeswith related self-regulation
processes in different stages of complex skill acquisition. Finally, we highlighted dif-
ferences in instructional pathways effective in improving the competencies of novice
learners versus more experienced learners. Future research directions include validating
the findings of the current study in a larger, more diverse sample and further use of
cognitive schemas as a way to measure and more effectively guide the learning process.
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Appendix A

Table 2. Interview Questions by Categories

Interview topic Description and purpose Example questions

Process of Experiential
Learning

Identify process of
experiential learning
Identify elements of
preparation before and
reflection after learning events
Identify success metrics for
learning

Think of a time when you
learned something on-the-job;
what does that look like?
How do you prepare for the
learning experience?
What do you do during the
learning episode?
What do you do after the
learning episode?
How do you know you’re
actually successfully learning
from your experiences?

Experiential Learning Across
Skill Levels

Identify differences in
learning between novices and
experts

Think of a time when you
were not experienced in a
particular skill: was your
learning different at this stage?
How much time do you spend
preparing and reflecting at
your skill level? Is it different
at a novice-level in
comparison to an expert-level?

Barriers to Experiential
Learning

Identify challenges of
complex skill acquisition that
are unique to experiential
learning
Identify needs and
opportunities for an
experiential learning tool

What are some barriers or
challenges to learning from
experience?
Think of a time you didn’t
successfully learn from
experience or you missed an
opportunity to learn: what
made it difficult to learn from
experience? In hindsight, what
would have been helpful to
you before to avoid missing an
opportunity to learn?
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Table 3. Interview topic and resulting themes

Interview topic Resulting themes

Process of experiential learning 1. Attending to cues
• Environmental
• Examine context
• Identify the purpose
• Adapt behavior
• Examining others’ behavior
• Observing behavioral mannerisms
• Learning from peers
• Take mental notes
• Drawing attention to cues that will provide feedback
• Looking at experience at higher level
• Focusing on the bigger picture
• Focusing on the details
• Situational awareness
2. Mindset
• Staying focused
• Developing cognitive path
• Identifying critical steps
• Dealing with ambiguity
• Open-minded
• Remaining calm
• More metacognitive
• Self-evaluation
3. Process-based learning
• Seek feedback
• Reflect/debrief on past experiences
• Identifying patterns
• Develop action plan
• Identifying mistakes
• Reinforce existing knowledge
• Prioritizing
• Breaking down steps into smaller episodes
• Process is automatic
• Take your time
• Put effort
• Practice process
• Stay current
4. Task-based learning
• Simulating tasks (more for expert)
• Preparing for specific experience (task)
• Anticipating tasks

(continued)
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Table 3. (continued)

Interview topic Resulting themes

Experiential learning across skill
levels

Novice 5. Learning and practicing in steps
• Break task down into procedural steps as
way to organize information

• As a way to really learn the task;
• As way to prioritize energy
• Prioritize attention/energy at perfecting
doable steps (can’t be immediately perfect);

• Smaller chunks/components
• Simulating step-by-step how a new event
would unfold

• Identify what’s important
• Identifying relevant tasks
6. Goals
• Accomplish the task
• Track goals
• Watch procedures
• Improving skills
• Longer
• Self-aware
• Focus on building skills
7. Mindset
• Nervousness
• Anxiety as splitting cog faculties
• Stress
• Being open-minded
8. Feedback (wherever you can get it)
• Asking questions is really important
• More practice and then ask questions
9. Spend more time preparing/reflecting
• Focus on building skills
• Analyze available resources
• Taking notes during/after learning
• Slower
10. Checking understanding against others
• Examine mistakes
11. Might spend less time reflecting than

preparing (overwhelmed, need break as
novice)

• Apply what you learn
• Less risk taking
• Want to win game
• Trial and error
12. Focused on fun
• Forget your problems
13. Self-motivated
14. Commitment

(continued)
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Table 3. (continued)

Interview topic Resulting themes

Expert 15. Goal change
• Goal/focus becomes efficiency once the
task is extremely familiar

• Goal becomes self-improvement (more
analytical, forward thinking)

• Honing what you know
16. Process improvement
• Apply skills to new situation
• Build on previous experiences
• Question the system
• Clearly identify things
• Adapt quicker
• Less stressed out
• Multitask
• Applying critical thinking
• More about application
• More clarity
• More confidence
17. Spend less time preparing/reflecting
• Strategy might be the same
• Self-reflection automatic process
• Improving errors
• Self-awareness
• Situational awareness
• Maintaining new info
• Incorporating new info
18. Seek feedback on process
• Know how/where to seek out feedback
• Know which feedback matters
19. Have more resources to draw on to

reflect/prepare
• Connect present knowledge to past
• Focusing on bigger picture and
• Key takeaways

(continued)
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Table 3. (continued)

Interview topic Resulting themes

Barriers to experiential learning 20. Learning from others
• Dependent on those around you and your awareness
• Level of motivation to learn
• Too much material
21. Speed of situation
• Time constraints
22. Feedback is lacking
• May not know when a mistake was made
• Feedback – not framed as mistakes or too broad/need
step-by-step

23. Forced performance
• Being forced to execute without having prepared (either
through simulation or practice)

• Perform action you don’t want to do
24. Lack of guidance
• Requires thinking of how to improve (potentially
without feedback or help from others)

• Complacent
• Not practicing
• Lacking goals
• Close-mindedness
• Failing to prepare
25. Within-Person barriers
• Physical exhaustion
• Mental exhaustion
• Anxiety
• Ego
• Distractions
• Pressure
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Abstract. In this overview of the two neurodevelopmental disorders, intellec-
tual disabilities and autism spectrum disorders we systematically searched the
literature for scientific publications of group-based designs that tested various
interventions through the use of Virtual Reality technology. After screening of
a total of n = 366 publications, n = 13 studies (intellectual disabilities n = 7,
autism spectrum disorders n = 6) were included in the final analyses. We present
descriptive data in terms of type of intervention content for the various studies
as well as information regarding research design, number of participants enrolled
in the studies, age cohorts, and outcome measures. We discuss the findings as
a whole but also by comparing the studies that are published within each of the
two neurodevelopmental disorder groups. Finally we discuss some challenges and
opportunities for future research.

Keywords: Autism Spectrum Disorder · Intellectual disabilities · Virtual
Reality ·Measurement · Intervention

1 Introduction

Virtual Reality (VR) is defined as ‘artificial environment which is experienced through
sensory stimuli (such as sights and sounds) provided by a computer and in which one’s
actions partially determine what happens in the environment’ [1].
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VR has not only become popular for the gaming industry but has been continuously
developed to implement educational and interventional approaches, with a strong focus
on certain psychiatric disorders. VR interventions for individuals with psychiatric diag-
noses and its effectiveness have repeatedly been reported for diagnostic groups such as
anxiety and depression [2]. VR interventions allow for controllable and safe exposure
that are difficult to construct in real world settings.

Typical intervention settings for children and adolescents with neurodevelopmen-
tal disorders such as autism spectrum disorder (ASD) and intellectual disability (ID),
are one-to-one training sessions. Target of these interventions for neurodevelopmental
groups vary but usually include specified training within areas of language, non-verbal
communication and social skills, learning of specific academic skills as well as daily
living skills. All these areas of training can be supported by using VR technology [3].
Common outcomemeasures assessed in VR-supported therapeutic interventions include
behavioral and emotional functioning levels, typically obtained via observation, ques-
tionnaires, or parental reports. Although there is no shortage of available measures [4],
no consensus exists regarding which measures should be used to appraise therapeutic
success [5]. For a first discussion and overview of intervention research within neu-
rodevelopmental disorders we chose to focus on autism spectrum disorders (ASD) and
intellectual disability (ID) as twomajor conditions of interest to be studied inVR research
(Table 1).

Table 1. Diagnostic criteria for ASD and ID from DSM-5 [6]. *IQ may not always be an exact
feature, has to be seen in relation to the qualitative indications of the other functions.

Autism Spectrum Disorders (ASD) Intellectual Disability (ID)

Deficits in communication and social
interaction

Deficits in intellectual functions

Repetitive patterns in behaviour and activities Deficits in adaptive functions compared to
developmental standards

No criteria regarding IQ, however, the IQ may
indicate level of severity

Onset of the above mentioned deficits during
the developmental period

IQ>70*

VR systems are not yet widely used in clinical interventions and when VR is being
used in clinical studies it is rather an implementation of an already existing therapeutic
concept. Further, significant outcomes are not always expected [7] as most interventions
are short-term pilot-studies. Also, most behavioral intervention studies for individuals
with neurodevelopmental disorders indicate that although there might be an effect of
the intervention at short-term follow-ups, this effect tends to fade out when longer term
follow-ups are carried out [8].

In their review of the 31 published articles on VR in children and adolescents with
ASD, Mesa-Gresa and colleagues [7] mentioned over 25 different standardized eval-
uation forms, and an additional 46 specifically constructed/newly designed evaluation
forms of effectiveness and outcome measures. The findings extracted from Mesa-Gresa
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et al. illustrate the lack of consensus in regard of the use of common outcome measures.
As noted earlier, this is however not only a problem within VR-research and ASD but
the intervention research in general. In this study we conduct a systematic search for
empirical intervention studies that used VR technology in children and adolescents with
neurodevelopmental disorders.We investigated what type of designs, intervention types,
sample size, age cohorts and outcomemeasures that have been used in intervention trials
using group-based research designs for individuals with ASD and ID. Our intentions for
conducting this review is to get an overview of intervention studies within two of the
most common neurodevelopmental disorder groups. We address implications for future
research using VR in interventions studies with individuals with neurodevelopmental
disorders.

2 Method

2.1 Literature Search

We systematically searched for empirical VR-based intervention studies. The literature
search was conducted in the second week of January 2020. We searched the databases
PubMed, PsycINFO, and ERIC that are broad-based but with a focus on articles related
to medicine, health, psychology, and education. The search string below with Boolean
operatorswas used to search titles and abstracts: autismORautisticORasdORasperger*
OR pervasive development* disorder* OR pdd OR pdd-nos AND virtual reality OR
vr OR virtual world OR cyberspace OR hmd OR head-mounted display* OR virtual
learning environment OR immersive virtual environment OR augmented reality OR
artificial reality OR oculus OR display technolog* OR immersive technolog* ORmixed
reality OR hybrid reality OR virtual environment OR immersive virtual reality system
OR 3d environment OR htc vive OR cave OR virtual reality exposure AND intervent*
OR treat* OR therap* OR train* AND experiment OR randomized controlled trial OR
randomised controlled trial OR controlled clinical trial OR group*OR quasi experiment.
We used the same search string only substituting the first part related to autism diagnosis
with: intellectual impairment OR intellectual disability* OR intellectual dysfunction OR
developmental disabilit* OR intellectual developmental disorder OR mental deficiency
ORmental* retard*ORmental* handicap*ORmental* disab*ORmental* insufficiency
OR mental impair* OR mental* subnormality OR learning disabilit*. In addition to the
structured search, we conducted an ancestry search of all authors of relevant papers.
A search string like this enabled us to compare empirical evidence across the autism
spectrum diagnosis and intellectual disability.

2.2 Inclusion Criteria

Following the literature search relevant articles on VR and therapeutical interventions
were selected based on the following inclusion criteria: publications had to include
therapeutic interventions with human participants with a diagnosis of ASD or intellec-
tual disability (if participants had syndromic variations such as Down Syndrome but
were categorized and met general criteria for an ID diagnosis, these studies were also
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included); studies had to be in English language and published in peer-reviewed jour-
nals; we included group comparison studies, with participants assigned to at least two
groups (case-control designs).

2.3 Screening and Study Selection

The total number of studies from the initial search was N = 366. We removed all
duplicates and one of the authors (LB) screened the remaining titles and abstracts.
Another author (AN-H) double-screened 45 titles and abstracts (approx. 15%) of the
titles and abstracts for reliability purposes. Agreement was met on 43 of the 45 abstracts
and the two publications where there was disagreement were included for closer full-text
inspection. Full-texts were assessed for eligibility by two authors (AN-H and AD). After
full-text screening 13 (ASD n = 6, ID n = 7) publications were included in the final
review and included in Tables 2 and 3. The screening process is depicted in Fig. 1.

2.4 Criteria for Included Participant Numbers

Thenumber of participants thatwere included in thefinal analyses are reported separately
for the respective studies. We report the number of participants in the intervention after
dropouts were excluded. This leads to reporting the true size of the study sample on
which results are based.

2.5 Analysis

In this article we report descriptive results of the included studies. For each of the studies
reported we list study design, number of participants, type of intervention, age range
of participants, as well as outcome measures used. We compare the studies conducted
for the two different disorders with each other to indicate trends within the intervention
research.

3 Results

Details of the included studies are reported inTables 2 and 3 below.A total of six interven-
tion studies for persons with ASD and seven studies for persons with ID were included
for final analyses (Fig. 1). The prevailing study design was of pretest-posttest structure
with non-randomized groups, with small sample sizes (range 8–105 meaning smallest to
largest N in ASD and ID and overall). The total number of participants in all ID-studies
were n = 502, whereas for the ASD-studies the total number of participants were n =
182. The age range in ID-studies was 7–60 years, and 2–60 years in ASD-studies. Only
one out of seven ID-studies, and half of the ASD-studies (3/3) were randomized con-
trolled trials.We found a broad spectrum in terms of scope in the included research work.
In most of the applications, the intervention target aimed to alter a specific well-defined
behaviors, such as physical fitness, motor-skills or particular skills such as job interview
training or space navigation. The typical measures of outcome for the majority of these
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studies were measures that can be considered proximal to the intervention target, mean-
ing that there is a great overlap of the intervention content and the operational definition
of outcome. Three of the ASD-studies [24, 25, 27] were considered broader than the
remaining ones, as the intervention type and content addressed social communication
in general and as such per definition targeted a core symptom and diagnostic criterion
of the disorder. The outcome measures used in the three studies were also more general
as the measures used are designed to capture a more global, as opposed to specifically
defined skill set within social communicative behaviors.

Fig. 1. Flowchart of the screening process.
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4 Discussion

Even though there has been a substantial increase in the use of VR in studies with neu-
rodevelopmental disorders (e.g. Autism; [9]). Empirical evidence to support the efficacy
of its implementation is however still scarce and unsystematic. Only one out of seven ID-
studies and half of the ASD-studies were randomized controlled trials, which also results
in the need to interpret all findings on a cautionary note. Future research with greater
sample sizes will shed light on details regarding this new approach, to date the total
number of participants in all ID-studies were n= 502, whereas for the ASD-studies the
total number of participants were n= 182. In addition, to the age range of VR application
studies ranges from 2–60 years (ID-studies: 7–60 years; ASD-studies: 2–60 years).

There was a large difference of participants enrolled in the ID-studies (n= 502) com-
pared to ASD-studies (n= 182). A closer inspection of the age ranges in the studies also
shows that, to a large extent, the studies were conducted with older children, adolescents
and young adults. It is perhaps natural that the youngest children are under-represented,
especially since head-mounted wearables can be difficult to use for a long time for this
group. Still, Lorenzo et al. [24] did include participants as young as 2 years of age.
Thus, augmented and virtual reality studies are also possible to conduct with very young
children.

Using VR-devices for persons with neurodevelopmental disorders such as ASD and
ID is not necessarily straight forward or easily applicable. For instance, head mounted
displays can be difficult to use if the participant is reluctant or feel anxious. There can
be many reasons for this, such as feelings of unease of wearing such equipment. For
instance, different age-groups might react differently. In particular, as noted, with young
children it can be challenging to use VR-equipment. Individuals with neurodevelop-
mental disorders can also experience unease such as sensory issues. However, there are
individual differences in terms of the acceptability for use among this group. In fact, as
is reported elsewhere in this volume [9] many studies report that acceptability of use of
VR-technology is high for groups with neurodevelopmental disorders such as ASD.

Few of the included studies had older adults as participants. This age cohort are
generally under-researched within the neurodevelopmental field [10], and hence in need
of more focus from researchers whether conducting VR-studies or not. It is also worth
noting that, in particular within the ID-studies, the studies are quite old and mainly
conducted in the 2000s. For the ASD-studies, there were also some older studies but
newer studies such as Lorenzo et al. and Maskey et al. indicate that interventions that in
one way or another use augmented reality and virtual reality studies and different studies
are in the pipeline.

4.1 Intervention Type and Outcome Measures

Assessing the studies reported here some trends emerge regarding intervention type
and outcome measures deployed in the studies. All publications with ID-participants
included interventions that targeted a well-defined specific skill or behavior. The mea-
sures used to assess the outcome from these studies were proximal to the intervention
target, meaning that the outcome measure used highly resembles what was being trained
in the intervention (e.g. fine-motor skill task as measure of outcome in an intervention
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targeting fine-motor skills). Specifically defined skills as intervention targets and over-
lapping measures of outcome were also used in the studies conducted by Humm et al.,
Josman et al., and Self et al. in the included ASD-studies. Such studies have high value
as they go on to show that training particular skills can be taught and many of these skills
can be lifesaving on its own, as well as many of the studies give clear indices that using
VR for training skills can be used effectively. The studies of Lorenzo et al., Maskey
et al., and Strickland et al. are somewhat different as the outcome measure are more
distally, as opposed to proximal, to the intervention target [11]. Further, a dimension is
added in that these studies aim to increase social communicative abilities more broadly
and as such alter core diagnostic symptoms more globally [12].

5 Future Considerations

There is a need formore intervention studies usingVR-technology as the bodyof research
to date is too small. Most of the studies reported in this review have small sample sizes.
Also, the studies go over a short time span and there is a particular need for studies
that investigate longer terms effects following intervention. Further, the development
of measures that capitalize on VR technology can potentially be used for objective
outcome assessments and may compensate observational measures or parent reports.
For instance, in headmounted displays used in VR-interventions it is possible to develop
and capitalize on measures such as eye-tracking through the built-in technology which
records for instance eye-gaze “live” during intervention [13].However, little attention has
been given to investigate the strengths and weaknesses of such assessments, nor to their
potential in intervention research for children and adolescents with neurodevelopmental
disorders.

6 Conclusion

Although there are some intervention studies published using VR-technology for indi-
viduals with ASD and ID, and that there are some promising results it is still difficult to
conclude on the efficacy and effectiveness of such interventions. This is not surprising
given the relatively short time span that VR-technology has been available for use in
interventions.

Technological advancements are moving fast and opportunities for non-traditional
measures are being developed. These advancements can lead to more precise outcome
measures with potential clinical relevance available. However, creating a need for more
systematic research on their respective validity, reliability and practical-clinical appro-
priateness. This may lead to better precision in terms of lower measurement error as for
instance eye-tracking devices [14] and similar measures do not rely on arbitrariness in
terms of subjectivity such as can be the case when observers score behavioral acts in
observational scoring paradigms. This may in turn pave the way for more solid conclu-
sions regarding the relevance and sustainability of effects following VR interventions in
individuals with neurodevelopmental disorders.
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Abstract. In the last decade, robotic surgery has enhanced doctors’ capabilities
and enabled surgeons to operate complex procedures even through smaller inci-
sions. Due to the increasing trend of using of robotic surgery there is a need for
training the surgeons of different disciplines including urology, general surgery,
gynecology, cardiovascular surgery, endocrine surgery and thoracic surgery. Train-
ing surgeons with the robotic surgery simulator (RSS) is the common and initial
procedure. This study focuses on monitoring training effect of robotic surgery
simulators with neurophysiological assessment via functional near-infrared spec-
troscopy (fNIRS) andwith the embedded scoring systems of theRSS. fNIRS allow
researchers to record hemodynamic responses within the prefrontal cortex (PFC)
in response to stimuli. Cortical oxygenation changes of the PFC from participants
were monitored while they were performing suturing tasks with various difficulty
levels. Twenty four resident surgeons from two different disciplines without prior
robotic surgery experience (mean age ± SD = 28.25 ± 1.98 years19 OB&GYN
residents, 5 general surgery residents) completed the experimental protocol con-
sisting of two standard training blocks. On both blocks, participants completed
suture sponge tasks on three different difficulty levels. Simulator scoring provided
task performance assessment of each trainee. Participants’ oxygen consumption
levels were higher on the first block, where they familiarized themselves with
the suturing task using RSS. On the second block, oxygen consumption levels
decreased while performance scores significantly increased compared to the first
block.
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1 Introduction

In the last decade, there is an increasing demand for use of robotic surgery that allows
surgeons to operate several complex procedures even through smaller incisions, and has
been successfully implemented in many hospitals around the globe. 650,000 surgical
procedures were performed worldwide in 2015 [1]. This technique provides advantages
for the patients such as shorter hospitalization, reduced pain and discomfort, faster
recovery time and reduced risk of infections [2]. Themajor advantages of robotic surgery
for the surgeons are higher image quality, better depth perception, comfort, better surgical
ergonomics, dexterity, precision of motion, speed of motion, and range of motion [3–
5]. These advantages are acquired by three-dimensional vision with up to ten times
magnification, with instruments with seven degrees of freedom, a software allowing
motion scaling avoiding tremor and intuitive hand–eye alignment [6].

Due to the increasing trend of using of robotic surgery different disciplines includ-
ing but not limited to, urology, general surgery, gynecology, cardiovascular surgery,
endocrine surgery and thoracic surgery there is a demand for training surgeons [1]. A
structured curriculum including basic robotic skills and complex maneuvers, allows is
required for the development of these skills in a safe environment to increase patient
safety [1].

Appropriate robotic surgery training ensuring surgical competency is essential to per-
form safe surgery [7]. Before performing operations with robotic surgery the surgeons
have to complete course modules like Robotic Training Network (RTN), the Funda-
mentals of Robotic Surgery (FRS) Program, the Fundamental Skills of Robotic Surgery
(FSRS) Program and the Morristown Protocol [8, 9].

FRS program is the most widely used robotic surgical skills education, training, and
assessment program. FRS is a multi-specialty, proficiency-based curriculum of basic
technical skills to train and assess surgeons to perform robotic-assisted surgery [7, 8].

Training surgeons with robotic surgery simulators (RSS) is the first important step
of all these training protocols. The available simulators for the (RSS) have embedded
scoring systems for each training scenario. This study focuses on measuring differ-
ences of hemodynamic responses of trainees during the trainings accompanied by the
embedded scoring systems of RSSs. Functional Near Infrared Spectroscopy (fNIRS)
has been chosen as the appropriate modality for this purpose among similar commonly
used neuroimaging techniques like Electroencephalography (EEG), Functional Mag-
netic Resonance Imaging (fMRI), Magnetoencephalography (MEG), Positron Emission
Tomography (PET). fNIRS is a non-invasive, affordable, and practical cerebral hemo-
dynamic monitoring system technique and measures neuronal activities in human brain
by using near-infrared light by recording differentiation in blood volume, and the aver-
age hemoglobin-oxyhemoglobin equilibrium [10]. fNIRS monitoring system uses light
emitting diodes (LED) as light sources and photodiodes for collection of radiated light
from the brain. The amount of absorbed and radiated light from the brain tissue can be
calculated by using modified Beer-Lambert Law [11, 12].

The fNIRS is a noninvasive, safe and affordable optical brain imaging modality
which allow researchers to record hemodynamic responses within the prefrontal cortex
(PFC) in response to stimuli [13, 19]. Optical brain imaging techniques have been used
in healthcare and surgical training simulations to assess trainees’ cortical oxygenation
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changes [14, 15]. The objective of this studywas to assess the effectiveness of the robotic
surgery training simulator and explore differences of hemodynamic responses associated
with the different task difficulty levels.

2 Methods

2.1 Participants

Twenty-four surgeons were recruited to participate our study (mean age ± SD =
28.25 ± 1.98 years, 18 female, 6 male). The participants provided voluntary written
informed consent for participation in the study, which has been reviewed and approved
by the Ethical Committee of Acıbadem Mehmet Ali Aydinlar University. All partic-
ipants were resident surgeons from two different disciplines, 19 OB&GYN residents
and 5 general surgery residents. Participants had no prior robotic surgery training or
experience.

2.2 Experimental Protocol

Prior to the experimental protocol begins, all participants had a familiarization session,
in which an expert robotic surgery instructor showed participants basic operations of the
surgeon console. Robotic arms control, surgeon console adjustment, camera targeting,
zoom in and zoom out were the operations that were covered during the device familiar-
ization session, which lasts between 10–12 min. Participants then performed a ring walk
exercise on easiest level – level 1 – in order to acclimate themselves to the simulator.
Finally fNIRS headband is placed on the forehead of the participants before the protocol
begins.

Experimental protocol consists of two blocks. Both blocks have the same sponge
suturing tasks, however each block presented tasks on different order. First block pre-
sented the tasks on an ascending difficulty order, participants startedwith easy, continued
with medium and completed the block one with hard level suture sponge tasks. Second
block presented same easy, medium and hard level tasks, however on second block tasks
were presented in a randomized order (see Fig. 1).

Fig. 1. Experimental protocol timeline
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Robotic Surgery Simulator (RSS). Simulator, which was utilized in this study is an add-
on component to the surgeon console of the Da Vinci Surgical System (Intuitive Surgical
Inc., Sunnyvale, CA, USA). RSS has its own scoring system, which provided objective
assessment for each task performance. Simulator scoring system collects and evaluates
data on 7 different aspects of the procedure, these are time to complete exercise, economy
of motion, instrument collisions, excessive instrument force, instruments out of view,
master workplace range, instrument drops and missed targets. Upon finishing a task,
RSS combines the scores from above aspects and generates a composite score, which
shows the overall performance of the participant. A maximum of 1440 points could be
obtained from the RSS composite scoring system.

Functional Near-Infrared Spectroscopy. fNIRS is a non-invasive optical brain imaging
modality. It is a safe and a portable modality, which allows researchers to acquire data
from the natural environment of the participant, rather than performing on the experi-
mental protocol in a lab environment. The hemodynamic response from the prefrontal
cortex of the participants were recorded with fNIRS Imager 1200 continuous wave
system (fNIRS Devices LLC, Potomac, MD, USA). A headband with 4 LEDs and 10
detectors, a control box for electronic circuitry and a computer for acquiring data were
the three components of the fNIRS system (Fig. 2).

Fig. 2. A participant is performing on a task while fNIRS headband is collecting data

2.3 Data Analysis

This study combined three different metrics (simulator scores, tasks completion times
and cortical oxygenation changes from the prefrontal cortex) to evaluate the perfor-
mances and monitor improvements on the performances of the participants while they
were using robotic surgical system.

Statistical Analysis. Descriptive statistics were presented using mean, standard devia-
tion, median, minimum, maximum scale variables. Wilcoxon test were utilized for the
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comparison of two non-normally distributed dependent groups. While comparing two
normally distributed dependent groups Paired Samples t-test was used. Statistical signif-
icance was accepted, if the two-sided p value was lower than 0.05. MedCalc Statistical
Software version 12.7.7 (MedCalc Software, Ostend, Belgium, www.medcalc.org) were
utilized to run statistical analysis tests.

fNIRS Data. A finite impulse response (FIR) filter was applied to the light intensity data
(raw fNIRS data) to eliminate high frequency changes. With the aim of clearing noise
caused by the motion artifacts, sliding window motion artifact rejection filter were also
utilized to the fNIRS data [13, 14]. The filtered light intensity data from each of the
16 channels were then processed with the Modified Beer Lambert Law [19]. For the
data analysis of fNIRS, spatial average of the 16 channels of the OXY values (OXY =
oxyHb − deoxyHb) were used.

3 Results

In this study, the differences in participants’ performance (simulation given scores and
completion times) and the differences in participants’ hemodynamic responses between
two blocks were investigated (Table 1).

Table 1. Comparisons of block measurements.

Block 1
Mean + Std.Dev.
Med.(Min −Max)

Block 2
Mean + Std.Dev.
Med.(Min −Max)

P value

OXY
(HbO – HbR)

1.28 ± 1.1
0.92 (−0.18 − 4.24)

−0.07 ± 0.59
−0.04 (−1.12 − 1.16)

<0.002*

Simulation score 480.17 ± 179.1
468.23(171.23 − 921.6)

637.29 ± 227.76
577.04(328.3 − 1195.2)

< 0.001

Completion time (ms) 493.14 ± 127.45
504.96(233.67 − 829.77)

303.75±69.03
302.72(202.33 − 442.77)

<0.001

Paired Samples t test, *Wilcoxon test

There is statistically significant difference between Block 1 and Block 2 measure-
ments in terms of Oxy, Score and Completion time (p < 0.05). The average of Oxy and
Completion Time is higher for Block 1 measurement. The average of Score is higher for
Block 2 measurement (see Fig. 3).

http://www.medcalc.org
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Fig. 3. Graphical comparison for the averages of oxygenated hemoglobin changes, simulation
given scores and task completion times between blocks.

4 Discussion and Conclusions

Optical brain imaging is nowadays accepted as an additional tool to measure changes
of oxygenation from PFC in order to measure mental and cognitive workload of sur-
gical novices [16–18]. Although existing studies reported use of the fNIRS measure-
ments during laparoscopic surgery trainings [16, 17], our study focuses on revealing the
training effect of robotic surgery simulation techniques by neurophysiological assess-
ment via fNIRS and embedded RSS scores. As reported in the previous studies for the
laparoscopy trainings, our results also indicated training effect of the RSS. Both the
performance scores obtained from the RSS and fNIRS data from the prefrontal cortex
revealed the increase of performance scores and while decrease in the oxygen consump-
tion when the trainees become proficient in use of the RSS. We hypothesized that the
RSS should be effective and beneficial while the participants increase their performance
score yet utilizes less oxygenation in the PFC region following RSS’s standard tasks.
These preliminary results were in agreement and indicated that the participants required
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and consumed less oxygen on the second block, while they completed tasks faster and
more accurately.

Based on these promising results, we aim to increase the sample size in our upcoming
study. We plan to classify the data into the groups based on task difficulty and compare
the tasks across training blocks. Finally, the future study will include modification of the
experimental protocol in order to study the effects of workload induced by the RSSs.

Disclosure. fNIR Devices, LLCmanufactures the optical brain imaging instrument and
licensed IP and know-how from Drexel University. Dr. K. Izzetoglu was involved in
the technology development and thus offered a minor share in the startup firm, fNIR
Devices, LLC.
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Abstract. In this paper the authors discuss how to create a preparation schedule
for exercises (PSE) to support EXCON-teams and instructors for full-scaled com-
bined crisis management and cyber-exercises. The process to create the prepa-
ration schedule starts by performing vulnerability analysis to identify the most
relevant and likely threats to the organization, before processing historical threats
and attacks to further focus our simulation scenario development by planning and
designing a socio-technical scenario. Moreover, a plan for simulation that are real-
istic and based on the organization’s maturity will be considered, and finally, in
terms of a societal crisis impact exercise necessary lectures will be prepared.

After this framework has been reviewed by the HCI International 2020, we
plan to test the model when planning for exercises at the Norwegian Cyber Range
(NCR) environment. NCR will be an arena where testing, training, and exer-
cise will be used to expose individuals, public and private organizations, govern-
ment agencies to simulate socio-technical cyber security events and situations in
a realistic but safe environment.

Keywords: Exercices · Cyber exercices · Cyber management exercices · Cyber
crises · Cyber crises management exercices

1 Introduction

The Norwegian Directorate for Civil Protection (DSB) recommends that full scale crisis
management exercises consist of two major components: an exercise directive, and a
scenario (DSB 2016). An exercise directive sets the framework for the exercise, whilst
the scenario sets the content and timeline for the exercise.

The ENISA Good Practice Guide on National Exercises outlines in the initiation and
planning phases of exercises that an organization should prepare an exercise directed to
the needs of the organization but does not give guidelines how these needs should be
identified (ENISA 2009).

The authors have from years of experience of planning for crisis management exer-
cises, done vulnerability analysis on the organizations, and prepared and executed lec-
tures beforehand the exercises based on such analyses. Recent research has also sug-
gested the need to usematuritymodelling to prepare for exercises, to plan the exercise for
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an appropriate level for the participating organizations (Østby and Katt 2019). Addition-
ally, other recent research suggests preparing scenarios in a socio-technical root cause
analytical context to prepare for different types of exercises (Østby et al. 2019).

By providing a clear step-by-step guide to follow, the authors suggest that such
planning framework can provide a more effective and efficient learning environment for
exercises.

After the introduction we present background and relevant literature in Sect. 2,
before presenting the research approach in Sect. 3. In Sect. 4 we present the suggested
preparation schedule for exercises, and in Sect. 5 we conclude and present our future
plans on the topic.

2 Background and Relevant Literature

The scope of the authors’ research is to investigate information security awareness and
cyber security preparedness in society and public organizations like municipalities and
counties and to investigate cyber-management in the public emergency organizations in
both the organizations themselves and cyber-operations centers. To meet the scope, we
will arrange cyber-incidents exercises at the Norwegian Cyber Range (NCR) (NTNU
2019).

At the NCR, we want to develop and offer near to real life exercises, i.e. full-scaled
exercises in a secure environment, to train organizations on strategic, tactical and opera-
tional levels together. We plan to copy – paste the organizations socio-technical control
structure into a safe environment at the cyber range, and train the teams on system
incident handling, incident information escalation and crisis management.

To prepare for such exercises, we plan to test our suggested Preparation Schedule for
Exercises (PSE) - framework as presented in this paper. Preparation for cyber exercises
often centers around the cyber test bed and a fictive scenario (Micco et al. 2002; Vykopal
et al. 2017), and the cyber exercises are often executed as competitions (Bei et al. 2011;
Patriciu and Furtuna 2009). The author’s approach is however, to focus on status in the
organization that will be trained, to make the exercise as realistic as possible, but also
aligned with the organization’s level of awareness and knowledge.

In Jason Kick’s Cyber Exercise Playbook (2014), the training audience is divided
into 5 different challenge levels, and suggest impact and resolution on how to address the
audience based on these challenges. In this paper the author suggests using vulnerability
analysis and maturity modelling to find the training audiences/organizations level of
expertise or lack of expertise.

System vulnerability analysis involves discovering a subset of the input space with
which a malicious user can exploit logic errors in an application to drive it into an
insecure state (Sparks et al. 2007). Vulnerability analysis in this paper also includes
physical/material, social/organization and motivational/attitudinal analysis similar to
those presented by Twigg (2001), and will be comparable with Norwegian guidelines
for risk – and vulnerability analysis made by The Norwegian Directorate for Civil Pro-
tection (DSB) (DSB 2014). The author also consider Shah and Mehtre’s Vulnerability
Assessment and Penetration Testing (VAPT) relevant for some organizations of which
is competent to consider and relate to such approach (Shah and Mehtre 2013).
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In preparation for full-scale exercises it is also relevant to investigate the organi-
zation’s experience with crisis in general and cyber-crisis in particular. Additionally,
societal trends of which may impact the organization should be considered. To run such
investigations, the use of threats - and opportunities analysis can be justified. In a study
by Jackson and Dutton (1988) designed to investigate the use of threats and opportuni-
ties analysis among decision makers, the authors suggests that managers are being more
sensitive to issue characteristics associated with threats than to those associated with
opportunities. We suggest however, that by combining threat and opportunity analysis
with vulnerability analysis like those previously presented, or together with a vulnera-
bility functional assessment analysis as presented by Depoy et al. (2005), opportunities
and vulnerabilities can be presented together.

According toLiao et al.,Gartner defineCyberThreat Intelligence (CTI) as “evidence-
based knowledge, including context, mechanisms, indicators, implications and action-
able advice, about an existing or emerging menace or hazard to assets that can be used
to inform decisions regarding the subject’s response to that menace or hazard” (Liao
et al. 2016). Research on managing CTI by CTI-sharing (Brown et al. 2015; Burger
et al. 2014), and use of SIEM’s systems to present and evaluate threats (Al Sabbagh and
Kowalski 2015), are relevant practice to consider when preparing for cyber exercises.
The authors consider in this paper how to bring this information from ICT-management
to the organizations top management to prepare for cyber incidents and exercises which
affects the organizations ability to still run their daily business or activity and thereby
require top management involvement.

Since the beginning of 2011 DSB has published annual description of possible crisis
scenario that could have major impact on Norway (DSB 2019). There are three major
developments in the society, which are presented in the 2019 analysis, and one of these
is the security consequences from rapidly increasing digitalization. Such development
has led to a number of security analysis and techniques (Mahmood and Afzal 2013),
and it is difficult for organizations which do not have ICT-security as their main tasks,
to keep track with these trends. As a preparation for cyber incidents and exercises, the
author suggests conducting trend analysis targeting the organizations to be trained as a
part of the overall CTI-analysis.

In previous research Østby et al. suggests that socio-technical scenario building can
be useful in understanding and defining training scenarios as it gives a good indication
on both social and technical challenges from real life cases (Østby et al. 2019). A socio-
technical system considers both social and technical aspects of change as presented in
Fig. 1.

In preparation for exercises the socio-technical approach is useful for making sce-
narios to highlight possible imbalance between the component and may give the orga-
nizations directions of how to bring their system back into balance. On the social side
of the approach ISO standards like ISO 27005 (ISO 27005 2018) and ISO 27035 (ISO
2016) can be used to investigate culture and structure, and on the technical side standards
like presented by the Telecommunication Standardization sector of ITU (ITU-T) (ITU-T
2019) about protection assurance (Chapter 5) can be used to investigate the methods and
machines in the organization.
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Fig. 1. Socio-technical approach (Kowalski 1994)

Recent research by Walhgren and Kowalski in Sweden indicates that there is a lack
of cyber security incident readiness and that most organizations are at such a low level
of maturity to deal with information security incidents that it may not even be beneficial
for the organization to start off by running full scale exercise (Wahlgren and Kowalski
2016). Østby and Katt (2019) recently tested Wahlgren & Kowalski’s model (Wahlgren
and Kowalski 2016) in the Norwegian Inland Hospital trust, and the results indicated
a diversity in needs and knowledge on strategic, tactical and operational layers in the
organization.

Van Laere and Lindblom (2018) suggest theoretical education sessions via table-top
discussions to role-playing, to give the trainees a fair chance of building skills and con-
fidence before the exercise starts. This is also supported by the authors experience of
running crisis management exercises both with and without theoretical lectures before-
hand the exercises, and we suggest better learning from the exercise when preparing
with lectures.

The Poorvu Center for Teaching and Learning at Yale (Yale 2019) presents how to
write intended learning outcomes from lectures, and suggests that by writing specific,
measurable takeaways, learning outcomes improves (Richmond et al. 2016). This is
from a cyber security perspective also supported by ENISA’s guidelines on assessing key
objectives for operators of essential services (OES) and for the digital service providers
(DSP) (ENISA 2018). The assessment is presented in the order of 1) security measures,
2) questions and 3) evidence.

In this paper we present an adaption of the Backward Design framework, presented
by The Porvu Center for Teaching and Learning at Yale (Yale 2019).
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3 Research Approach

In this paper, we approach the cyber security exercise design and execution challenge
by using the design science research in information systems (DSRIS) (Kuechler and
Vaishnavi 2012). Design science research (DSR) is a methodology which can be con-
ducted when creating innovations and ideas that define technical capabilities and product
through which the development process of artifacts can be effectively and efficiently
accomplished (Kuechler and Vaishnavi 2012).

How to work on DSR was presented in a thesis written by G. R. Karokola (Karokola
et al. 2011). He visualized this approach as outlined in Fig. 2.

Fig. 2. Design research methodology - modified

The main goal of the research is to develop a step by step preparation framework for
planning for cyber full-scale exercises.

The authors approach the goal by what can be referred to as a naive inductivist
approach. The naive inductivist approach starts by first observing a phenomenon and
then generalizing about the phenomenon which leads to theories that can be falsified or
validated (Kowalski 1994).

Our proposed artifact in this paper is a framework to prepare for exercises which
involves

1) vulnerability analysis to identify the most relevant and likely threats to the
organization, both from an overall perspective and those specific to the organization,

2) work with the cybersecurity teams to understand historical threats and attacks to
further focus our relevant simulation scenario development,

3) plan and design a socio-technical scenario for the exercise,
4) plan for simulation that are realistic and based on the organization’s maturity,
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5) and finally, in terms of a societal crisis impact exercise; look into the organiza-
tion’s responsibility (laws and regulations), crisismanagement roles and responsibilities,
and suggested escalation continuity plans (involving information continuity plans), to
prepare for exercise lectures.

4 Preparation Schedule for Exercises (PSE)

The proposed artifact is based on relevant literature presented and practical experience
in planning for exercises. In this section we present the five-step preparation sched-
ule for exercises (PSE) for full-scale cyber-incident exercises that will be executed for
both strategic, tactical and operational participants from the organizations that are being
trained.

4.1 Vulnerability Analysis

To identify the most relevant and likely threats to the organization, both from an overall
perspective and those specific to the organization, the authors suggest using an over-
all SWOT-analysis (strengths and weaknesses, opportunities and threats) together with
information from SIEMS systems and systems architecture overviews. Additionally, we
want to investigate existing risk- and vulnerability analysis or prepare such if none exist.
The suggested vulnerability analysis is presented in Fig. 3.

Fig. 3. Vulnerability analysis before exercises

We also suggest executing penetration testing as a part of the vulnerability analysis
before exercises. Such reports will outline all the system and cyber vulnerabilities in a
more detailed context and will give the organization more detailed results to work with
after the exercise.
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4.2 Historical Threats and Attacks

To approach analysis of historical threats and attacks both from within and from the
outside of the organization, the authors suggests implementing reporting escalation pro-
cesses from Security Incident and Event Management Systems (SIEMS) - to improve
information flow and indicate what relevant information should be provided from a cyber
incident to the crisis information management systems used.

In future research, a socio-technical escalation framework (STEF) to support syn-
chronizing Security Incident and EventManagement Systems (SIEMS) and Crisis Infor-
mation Management Systems (CIMS) as suggested in Østby et al. (2019) could be
implemented.

It is also important to evaluate trends in threats both within the organization and in
the society in a national and international context similar to the DSB’s incidents analysis
(DSB 2019).

4.3 Socio-Technical Scenario Building

InØstby et al. (2019), different socio-technicalmodels are suggested for different types of
exercises. In our planning for exercises at the NCR, wewill test how this approach works
compare them to other scenario-building models. The socio-technical models, however,
needs measurement standards when setting up the scenarios. We intend to use learning
outcomes as described in Sect. 4.5 as measurement. We want to use ISO-standards to
measure the status of the social part of the organization, and the ITU-T-standards to
measure the technical part of the organization. Our approach can be visualized like
presented in Fig. 4.

Fig. 4. Socio-technical standardization scenario measurement
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The scenario will combine the results from the social and technical measurements
to provide a total-concept scenario for the full-scale exercises. By this approach it will
be possible to also measure the scenario incident handling process during the exercise.

4.4 Escalation Maturity Analysis

When analyzing the mentionedmaturity escalation study executed at the Inland Hospital
trust in Norway (Østby and Katt 2019), the authors focused on the weakest scores.
However, the authors suggest that it is also important to focus on the high scores, to
find the organization’s strengths, and find the prioritization to the management to find
an action strategy within the regulations of crisis management in the organization.

This is especially important when preparing for the exercise, to give the participants
the possibility to perform successfully on their strengths. In planned research we want
to suggest improvement-work during and after the exercise (Østby and Katt 2019).

It is however important to give the participants the possibility to train on their matu-
rity weaknesses, and when preparing for the exercises, there will be a need to provide
suggestions on how to handle the organizations biggest challenges on both strategic,
tactical and operational layers. This process can be presented as in Fig. 5.

Fig. 5. Maturity results to be trained

For the exercise itself it can be organized with time-outs when these specific tasks
are put in focus. That is, time to reflect on specific tasks and to document lessons learned
experiences.

4.5 Lectures

In an evaluation after a recent table-top exercise for the tactical/emergency ICT-
management team at our university, most of the participants answered relevant, very
relevant and huge relevance when asked about relevance in lectures beforehand the
exercise. The results are presented in Table 1.

When planning the lectures for the organization participating in exercises at the
Norwegian Cyber Range, it will be necessary to plan the lectures to support both the
strategic, tactical and operational teams. However, the focus in the lectures will still
be responsibilities, roles and escalation procedures. In this research we suggest prepar-
ing lectures as executed in this mentioned exercise, of which is a modified version of
Backward Design, in a socio-technical context, as presented in Fig. 6.
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Table 1. Relevance in lectures beforehand exercisesa

No relevance Some relevance Relevant Very relevant Huge relevance

Regulations in
security and
emergency at
Universities and
Colleges (laws,
regulations and
guidance’s), and
other tasks crises
management
should be
prepared for

0% 16,7% 50% 16,7% 16,7%

Crisis
management and
work in crisis
staff: Situational
analysis, need of
recourses
(personnel and
material), roles
in crises and
operative
management

0% 0% 33,3% 50% 16,7%

Information in
emergencies,
crisis
management
brief, crises
communication
and CIM

0% 0% 16,7% 66,7% 16,7%

Emergency
plans, task lists
for roles in crisis
(critical analysis
of the team’s
emergency plan)

0% 0% 33,3% 50% 16,7%

6 out of 10 participants answered the evaluation form.

By using this approach, the learning experience may flow into the exercise. That
is that we don’t need to “stop” the lectures when starting the exercise, as much of the
learning experience will take place in the actual exercise in so called teachable moments.
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Fig. 6. Backward Design, modified in a socio-technical context (Wiggins et al. 2005)

5 Conclusion and Future Research

In this paper the author discusses a work in progress, to create a preparation schedule
for exercises (PSE) to support exercise control (EXCON) teams and instructors for
full-scaled combined crisis management and cyber-exercises.

After this framework has been reviewed and presented at the HCI International
2020 we plan to implement, test and evaluate the framework when setting up cyber
crises exercises in the Norwegian Cyber Range (NCR) environment. We shall test the
relevance of the framework for different types of organizations in Norwegian public
sector and help develop interoperability standards so that scenario and exercises can be
exchange both with in Norway and around the world.
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Abstract. The prevalence of information systems and the resulting increase in
continuous notifications have blurred the lines of work and leisure, resulting in
increased stress. These changes in the work environment have had detrimental
effects on workers ability to sustain attention and remain productive. Despite
academic interest in both IT-mediated interruptions and technostress, there has
been little research on the juncture of both of thesewhile also utilizing eye tracking.
We propose an experimental design on a sampling of undergraduate students in
order to study the relationship of IT-mediated interruptions on task performance
and the moderating effect of technostress on this relationship. In addition to we
will utilize eyetracking (pupillary dilation and gaze duration) to tie the level of
IT-mediated interruptions to cognitive resources in low and high technostress
individuals.

Keywords: Technostress · Interruptions · Eye tracking · NeuroIS

1 Introduction

Technology has increasingly infringed on the distinction between work and leisure with
concepts such as bring your own device (BYOD) and telecommuting [1, 2]. Personal
phones with work email, work social media accounts, and work collaborative software
are increasingly prevalent in our society. The convenience and availability of work has
changed our work-life balance in favor of work. These devices have led to increased
interruptions throughout an individual’s day which leads to family-to-work conflict [3].
Meanwhile, individuals react to technology in different ways, with some embracing new
technologies and others reticent of adoption. Technostress, stress caused by or impacted
by technology, is a measure of an individual’s ability to cope with technology [4].
Individual responses to coping with technology has further changed the nature of work
[5]. Taken together, individual technostress and increasing IT-mediated interruptions
may interact, creating a compounding negative effect on work performance.

In fact, a recent call for research in the area of technostress suggested more empir-
ical explanation is needed on indirect variables, as well as, any mediating effects on
how technostress is formed [6]. The specific empirical explanations of how and why
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technology creates stress is still being identified [6]. However, technostress has been
linked to decreased job satisfaction and job performance [7]. This study aims to show
how technostress is itself a mediator of specific task performance.

One such intervening variable could be the increased interruptions imputed by tech-
nology and the shift in attention that interruptions require, which increases cognitive load
[8]. Interruptions have been shown to increase an individual’s workload when they are
interrupted mid-workflow [9]. Research has shown perceived IT-mediated interruptions
to be inversely related to perceived task accomplishment, meaning the more one feels
they are interrupted the less they feel they accomplish [10]. These two studies show that
interruptions increase perceived workload while decreasing perceived task accomplish-
ment, but empirical evidence connecting these findings to diminished task performance
is limited.

While both technostress and IT-mediated interruptions are linked to lower task per-
formance, scant research exists examining the interaction of these increased interruptions
and technostress on work performance. In this study, we examine a potential moderating
role of technostress on IT-mediated interruptions and task performance. In this study,
we aim to address the following research questions:

1. Do IT-mediated interruptions impact task performance?
2. Does technostress play a moderating role in relationship between IT-mediated

interruptions and task performance?
3. How do IT-mediated interruptions of varying complexity affect the attention and

cognitive load of individuals working on a task?

The remainder of the paper proceeds as follows. First, we review the theoretical foun-
dation and research surrounding IT-mediated interruptions, technostress, and neuro
information systems (NeuroIS). Next, we propose a study to elucidate the relationship
between IT-mediated interruptions, technostress, and task performance. Using insights
from eyetracking, we propose tying the findings to overall cognitive load and atten-
tional resources. The findings will contribute to the literature in two primary ways.
First, we hope to establish the moderating role of technostress in IT-mediated interrup-
tions and work performance. Second, the study will provide insights into the extent to
which IT-mediated interruptions disrupt the work process, potentially leading to poor
task performance.

2 Theoretical Background

2.1 IT-Mediated Interruptions

IT-mediated interruptions (i.e., interruptions caused by technology) have been found to
occur frequently in the workplace, costing managers up to ten minutes of work per hour
and creating about 70 suspensions of work per day for office workers [11]. Knowledge
workers are particularly susceptible to IT-mediated interruptions, which can last up
to 30 min and, in some cases, the individual may never come back to the task once
interrupted [12]. IT-mediated interruptions can be problematic outside of work as well.
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For example, in a study of after-hours work related IT-mediated interruptions resulted
in impacts to both work and home, causing exhaustion and decreased performance [2].

Not all interruptions are the same, some represent a minor distraction while others
can completely derail a task. These interruptions require varying amounts of cognitive
resources to resolve. A distraction, for example, only briefly interferes with one’s task
but is easy to come back like signing a paper or answering a question. A total interruption
results in a complete break from the primary activity and a shift in mindset, such as meet-
ing with one’s supervisor or attending to a new patient [12]. In interruption studies, one
found physician’s that are interrupted results in an increase in errors for prescriptions and
laboratory tests [13], while another showed interruptions of complex decision-making
tasks took longer and were less accurate [14]. However, interruptions are not always
detrimental to task performance. If an interruption is relevant to the primary task it may
in fact improve the task performance [15, 16].

The level of IT-mediated interruption influences how quickly one returns and
becomes re-immersed in their primary task. The delay in returning to the primary task
is referred to as the switching cost caused by the interruption [17]. In a study of radi-
ologists, a telephone call interruption asking for an urgent parallel image diagnosis led
to an increased time on the original task versus the control tasks, but not a decrease
in accuracy of diagnosis [18], or more time to complete, but no change in outcome.
Last, in another study on IT-mediated interruptions and a creative output task, those that
were interrupted with a demanding task (i.e., a task requiring more cognitive resources)
performed significantly worse on the primary task when compared to those with a lower-
level interruption (i.e., a task requiring less cognitive resources) [19]. So, it shows that
both the primary task and the interrupting task have various effects on task performance.
The switching cost for more complex interruptions is higher and are proposed to bemore
harmful to overall task-performance. Therefore, we hypothesize:

H1: The complexity of the IT-mediated interruption is related to overall task perfor-
mance, such that complex interruptions worsen task performance more greatly than less
complex interruptions.

2.2 Technostress

Stress is a complex physiological response to the environment that includes increased
affective arousal and is generally associated with negative emotional valence [20]. Tech-
nostress is the stress put upon workers while utilizing Information Communication
Technologies (ICT) [21]. There are 5 dimensions to technostress: techno-uncertainty,
techno-overload, techno-complexity, techno-invasion, and techno-insecurity. Techno-
uncertainty is the stress caused by technology changes in an organization. The more
changes of workflows, systems, logons, and software add to the stress of an individual.
Techno-overload is the stress from toomany information channels incurred by utilizing a
variety of ICTs.Most have experienced thiswith notifications fromdifferent socialmedia
sites, game notifications, text messages, and laptop emails all while attempting to han-
dle all simultaneously. Techno-complexity is the stress caused by one’s ability to use and
understand technologies to perform one’s own job. Some systems are overly complex, do
not have a great user interface and add stress and anxiety. Techno-invasion is the stress a
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technology can incur as it extends work into the home; taking time away from family,
friends and leisure activities. Techno-insecurity is the stress caused by one’s perception
that not having technology skills may cause one to perform poorly or be fired [21].

In the foundational study of technostress, it was found that both gender (men) and
age (younger) affect technostress at a higher rate [21]. Tarafdar et al. [7] found certain
technostress was negatively correlated with individual productivity and role stress. In
the follow-on study, Tarafdar et al. [22] found that technostress was also related to job
dissatisfaction, role conflict, decreased innovation in theworkplace, less job productivity,
reduced commitment to an organization and dissatisfaction of IS. Another study found
that compulsive usage of a smartphone also increased technostress [23].

Despite these linkages to task performance, little research has been done in the
moderating and conditional effects that technostress is involved in [6]. This study pro-
poses the relationship between IT-mediated interruptions, technostress, and task perfor-
mance is more complex. We propose that technostress will moderate the relationship
between IT-mediated interruptions on task performance similarly to how computer self-
efficacy moderates techno-invasion on job anxiety [24]. Higher levels of technostress
will exacerbate the effective of IT-mediated interruptions on task performance (Fig. 1).

Therefore, we hypothesize:

H2a: Technostress will moderate the influence of IT-mediated interruptions on task per-
formance, such that higher level of technostress will strengthen the negative relationship
of IT-mediated interruptions and task-performance

Furthermore, as the complexity of an interruption increases, we expect the mod-
eration effect to increase, having a greater negative impact on task performance.
Thus,

H2b: For complex IT-mediated interruptions, technostress will moderate the effect of
IT-mediated interruptions on task performance, such that greater levels of technostress
will worsen task performance when interruption complexity is high.

We further hypothesize that due to the nature of our interruptions inducing multiple
streams of information that may impact technostress’ techno-overload, techno-overload
may itself directly influence task performance. The hypothesis stated another way is
the less an individual perceives the technology is causing an overload the better the
performance on the primary task.

H2c: Techno-overload will directly influence task performance, such that the higher
techno-overload the lower the task-performance.

2.3 NeuroIS

NeuroIS uses the tools of cognitive neuroscience to investigate how the brain and body
respond to information systems [25]. In the context of human-computer interaction,
employing this set ofmethodologies can shed light onhow individuals respond to changes
in systemdesign.NeuroIS studies have been used to understand locations of IS constructs
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Fig. 1. Research framework of behavioral factors

[26], uncover bias in collaborative decision-making [27], and evaluating the effects of
age on web design [28].

In this study, we use eye-tracking to help understand the effect of IT-mediated inter-
ruptions on cognitive resources. Previous studies have used gaze duration, pupillary
dilation, and saccades to establish visual attention, increased cognitive load, and to
record distraction [29].

In the radiologist study, eye tracking was utilized to see how interruptions affect the
gaze of the radiologist. They found that immediately after an interruption more time
was spent rereading prior dictation notes instead of going back to the radiological image
[18]. In a study looking into interruptions and eye-tracking on reading, when individuals
were interrupted by a 60 s audio story, they spent more time rereading previously read
material and increases overall reading length [30]. Therefore, we hypothesize:

H3a: The post-interruption gaze duration will be positively related to higher complexity
interruptions
H3b: Increased pupillary dilation, with a greater delay returning to baseline, will occur
in higher-complexity interruptions.
H3c: Individuals with a high-level of technostress will experience greater disrup-
tions in gaze duration and pupillary dilation when interrupted with a high-complexity
interruption.

3 Method

The goal of this study is to understand how individuals respond to IT-mediated inter-
ruptions while conducting data entry and whether technostress plays a role. The unit of
analysis will be the individual. Given this focus, we will set up a study in a controlled
environment to avoid many external biases. We will utilize Rissler et al’s framework on
IT-mediated interruptions as a basis [31]. The boundary conditions will be the person,
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looking at demographics, traits, and abilities. The task-type being data entry, lower com-
plexity, 6 min in duration, and 5 separate tasks. The manifestations of the IT-mediated
interruption will have the initiator be the system initiator, actionable for 3 of the 4 inter-
ruptions, irrelevant to the primary task, visual (not auditory/tactile), with user actionable
resumption. The manifestation of time will be present in the form of scheduled interrup-
tions, without subject control of it occurring, frequency of 90 s, and duration being time
to complete the interruption task. Lastly, utilizing the framework the consequences will
manifest itself in task performance measured by speed and accuracy.

3.1 Participants

The participants will come from a student participant pool at a large research university
in the United States who are currently enrolled in introduction courses in business and
technology. We aim to collect data on 80 subjects in a within-subjects design. The
participants will be consented and then randomly assigned to a treatment order.

3.2 Task

Our participants will be required to transcribe five patient encounter notes into a
Qualtrics-based survey. The patient encounter notes follow a popular note takingmethod
of evaluation called SOAP. SOAP breaks down a patient encounter into the Subjective
assessment, Objective information, final Assessment, and Plan forward. Each participant
will be randomized into a random ordering of the types of interruptions that will occur
during the data input but will be the same across the 3 interruptions in that data entry.
The interruptions will differ in anticipated cognitive load and interruption task (e.g. a
low-level interruption would be basic demographic survey questions). Each data entry
will be limited to 6 min total time, 90 s of task work followed by an interruption and
return to task. In a pilot testing, the average input time for each encounter notes were
8 min and 42 s for the 1035 average character length of the input. One of the data entries
will receive no interruptions in order to compare task performance to a control (Fig. 2).
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Fig. 2. Example experimental flow (Interruption categories will be counterbalanced between
subjects to remove ordering bias)

3.3 Variables

There will be two treatments: high level of interruption, low level of interruption and
a control treatment. There are two types of interruptions in each of the treatments. The
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treatments will be counter-balanced across participants to control for any task order
effects.

Independent Variable. The independent variable in this study are the level of interrup-
tion and technostress.

The high cognitive interruption will be broken into two types of tasks. One will
be a classification task, the second divergent thinking/creativity task. The classification
interruption will be a requirement to classify 10 different animals into separate groups.
For example, given animals {crocodile, sparrow, gecko, pigeon} and the participant
must categorize them into either Bird or Reptile. Each of the interruption will include
well-known animals and will not overlap with previous interruptions.

The divergent thinking cognitive interruption will utilize 3 common divergent think-
ing questions as shown in Table 1. These are adapted from both Guilford and Torrance
Test of Creativity in a more recent study on the reliability validity of the measures [32].
The divergent thinking questions are meant to tap into creativity and have shown to have
a higher alpha power change in nearly all areas of the brain over more simpler tasks [33].
The tasks will be timed for no more than 3 min but will not show the return to primary
task button until after 2 min of the task.

Table 1. High interruption - divergent thinking questions

Divergent thinking Question excerpt

Unusual Task – Interruption 1 For this task, you should write down all of the original and
creative uses for a brick that you can think of

Instances Task – Interruption 2 For this task, you should write down all of the original and
creative instances of things that are round that you can think
of

Situations Task – Interruption 3 For this task, imagine that people no longer needed to sleep.
What would happen as a consequence? Write down all of the
original, creative consequences of people no longer needing
to sleep

The low cognitive interruption will be a demographic survey and a non-relevant,
passive interruption. The demographic survey will be separated into 3 instances of 2
questions in each instance (Table 2). This falls in line with other research utilizing quick
information retrieval such as “Which country in the world has the largest number of
people? [19].

The second low cognitive interruption will be non-relevant, passive interruptions.
This falls in line with a call to research in IT-mediated interruptions regarding informa-
tional interruptions gaining little attention and identifying a unique aspect of our study
[31]. These interruptions will take the form of a short fact that is interesting, but com-
pletely unrelated to the data entry. For example, “A Blue Whale is longer than 3 school
busses lined up end to end (Blue Whale 30 m, School Bus 9.1 m).” Upon reading the
fact, they can press a button to return to their primary task.
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Table 2. Low interruption - demographic questions

Interruption # Question excerpt

Interruption 1 What is your age?

What is your gender?

Interruption 2 What is your current college Major?

Which is your dominant hand?

Interruption 3 What is your primary spoken language?

Are you Hispanic, Latino/a, or of Spanish Origin?

What is your race? < select all that apply>

The IV Technostress and its five creators will utilize an adapted scale taken from
Ragu-Nathan et al. as shown in Appendix A [21]. These measures need to be adapted
slightly due to the inference of jobs in some of the measures. For example, in techno-
insecurity a question is “I feel constant threat tomy job security due to new technologies.”
By changing “job security” to “grades” it remains applicable to our student sample. We
will conduct confirmatory factor analysis to ensure statistical similarity. The student’s
will be directed to consider all ICTs used for schoolwork as the context.

Dependent Variables. The dependent variables for this study are task performance and
eye-tracking. Task performance will be measured by two factors, task accuracy and task
speed.

Task accuracy will be measured using a mathematical concept called Levenshtein’s
Distance. This concept measures how many substitutions are needed from a given string
(e.g. participant’s data entry) and a reference string (e.g. original paper copy). The output
of this is a ratio that is essentially a percentage and allows for comparisons amongst our
sample in terms of task accuracy.

Task speed will be measured by taking the characters typed in the allotted time and
dividing by either 6 min or the total completion should it be less.

In addition we will utilize the NASA Task Load Index (TLX) to measure the mental
and temporal demands of the primary task, as well as, their perceived performance, effort
and frustration [34].

Eye-tracking will be measured utilizing the Gazepoint GP3HD desktop eye-tracker
and capture data to include eye gaze over time, heat map, percent of time on screen and
pupillary dilation over time. Pupillary dilation will be used as a measure of cognitive
load and gaze location and duration will be used to measure visual attention.

Controls and Manipulation Checks. In order to maintain control of our variables,
we will control for age [35] as it has been found to be significant between older and
younger populations. However, this affect will likely be nonexistent as the undergraduate
population is rather similarly aged.

We will also control for technology experience, as that has also been found to impact
technostress [36].
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3.4 Procedures

Participants will complete the experimental procedure after being provided the informed
consent approved by the university’s Institutional Review board. The experiment will
take place in a laboratory room set up for psycho-physiological analysis. The session
will take no longer than 60 min.

Each participant will be provided with paper copies of the patient encounter SOAP
notes, clearly labeled and in the order that will be presented to them. They will also be
given an ergonomically efficient office chair for comfort and a standard keyboard and
mouse for data entry. At this time, we will calibrate the eye tracking software. Should it
not calibrate the first time, we will try a second time and if still not successful annotate
the results in our laboratory log.

The participant will be shown the Qualtrics start page with their deidentified subject
ID inputted. They will be instructed the data entry task has a set length and will be
measured on both speed and accuracy. They will also be told that they must complete
any task that may interrupt them. This should avoid questions to the experimenter when
the survey automatically advances, which would further hinder the task performance
and switching cost versus not being told about the interruptions.

Next the participant will conduct the data entry tasks, followed by the surveys. Upon
completing both, they will receive a debriefing notice on screen in Qualtrics, as well as,
a paper copy for their records and thanked for their time.

3.5 Data Cleaning and Analysis

Eye-tracking data will be separated into each task-interruption combination and com-
pared Data will be aggregated across participants to elucidate average gaze duration on
interruptions by treatment.

We will also calculate several other fields to include interruption time length cal-
culated by subtracting the first click from the submission time. Repeated for all 12
interruptions. As well as, averaged for each type of interruption task (4 values), and
perceived cognitive load (2 values). Task accuracy and task speed will be calculated as
indicated above in section Dependent Variables. Technostress items will be averaged per
sub item. Descriptive statistics will be drawn from the demographic survey.

The resulting cleaned data will be inputted into SPSS 25 for analysis utilizing
ANCOVA.

4 Potential Implications

This study seeks to elucidate the relationship between, IT-mediated interruptions, tech-
nostress and task performance. In addition to identifying the moderating effect of tech-
nostress on IT-mediated interruptions and task performance. Lastly, tying the level of
IT-mediated interruption to cognitive resources in low and high technostress individuals
by utilizing eyetracking. This adds to the body of knowledge in regards to technostress
by adding eye-tracking for data entry and IT-mediated interruptions on this specific task.
In addition, this study may show how technostress is a moderator. Practice may find
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that these findings could help identify low performers by targeting technostress over the
inevitable interruption, since studies have shown technical support provisions, technol-
ogy involvement facilitations and innovation support are inhibitors of technostress [22].
The eyetracking data will provide insight into how the level of task interruptions effects
overall cognitive and attentional resources, which will further elucidate the relationship
between IT-mediated interruptions and technostress.

In our research there may be some way’s forward to build a clearer model. This
could include using different types of tasks, as there is evidence supporting interrupting
a higher cognitive load task is harder to come back to. Another could be adding EEG data
that could further isolate psycho-physiological data while conducting the experiment.
Another could be to add other measures such as Computer Self-Efficacy or Computer
Anxiety as additional factors that influence the task performance in a technology setting
or adding burnout for a longer-term indication and impact.

Appendix A: Technostress Survey Items

Construct Item

Techno-overload adopted from Ragu-Nathan
et al. [21]

I am forced by this technology to work much
faster

I am forced by this technology to do more
work than I can handle

I am forced by this technology to work with
very tight time schedules

I am forced to change my work habits to adapt
to new technologies

I have a higher workload because of increased
technology complexity

Techno-invasion adapted [21] I spend less time with my family or friends
due to this technology

I have to be in touch with my school even
during my breaks due to this technology

I have to sacrifice my vacation and weekend
time to keep current on new technologies

I feel my personal life is being invaded by this
technology

Techno-complexity adapted [21] I do not know enough about this technology
to handle my school-work satisfactorily

I need a long time to understand and use new
technologies.

I do not find enough time to study and
upgrade my technology skills

(continued)
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(continued)

Construct Item

I find new students know more about
computer technology than I do

I often find it too complex for me to
understand and use new technologies

Techno-insecurity adapted [21] I feel constant threat to my grades due to new
technologies

I have to constantly update my skills to avoid
failing

I am threatened by classmates with newer
technology skills

I feel there is less sharing of knowledge
among classmates for fear of failing

Techno-uncertainty adapted [21] There are always new developments in the
technologies we use at school

There are constant changes in computer
software in our organization

There are constant changes in computer
hardware in our organization

There are frequent upgrades in computer
networks in our organization
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Abstract. Situational awareness is a crucial aspect for the survivability of combat
vehicles and soldiers in the battlefield, aswell as for the prevention of fratricide and
collateral damage.Optical, radio and acoustic sensors formonitoring the battlefield
can significantly increase situational awareness byproviding further information to
the crew.However, in time-critical situations, a crew can encounter problemswhen
attempting to make meaningful use of this information, as cognitive resources are
otherwise occupied during other operations, e.g. controlling a vehicle. Research
from various fields clearly indicates that the correct use of Augmented Reality
(AR) enables the crew to pay significantly greater attention to the current tasks,
while maintaining an overview of the tactical situation. Adaptation strategies for
presenting AR symbols as well as a multi modal approach can be used to distribute
the workload. This paper deals with the use of AR in the Field, especially in a
military context. It describes the practical use of AR, the exploratorymethodology
for creating new cues and gives an outlook on further possible uses.

Keywords: Augmented Reality · Adaptive systems · Human systems integration

1 Introduction

1.1 Motivation

Even before the 21st century, humans have made use of computer-aided systems that can
relieve themof certain tasks. The application ranges from simple cues to automated assis-
tance systems [1]. Especially in the 21st century,AugmentedReality (AR) technologyhas
become increasingly important in the industry, research and military domains [2].

On modern battlefields, AR has the advantage that information of any kind can be
presented directly to the crew, which can significantly assist in the understanding of the
situation. Using this approach, the crew can keep up to date with the tactical situation
while also performing other tasks.
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The use of AR can also bring tactical and operational advantages while coordi-
nating multinational efforts, such as within the NATO. Different nations with differ-
ent languages can share the same repertoire of AR elements and develop a common
understanding.

However, the wrong use of AR can also have disadvantages, e.g. if the information
is not adequately provided, it can lead to cognitive overload. If the cognitive workload
is too high, the crew tends to postpone one or more low priority tasks to a later time
(workload debt). If these postponed tasks reach a certain amount, the crew can be more
stressed and the failure rate will increase (workload debt cascade) [3]. In addition, if
used incorrectly, it can lead to inattentional blindness [4].

In order to ensure the practical use ofAR in different scenarios, technologies, humans
and AR cues must interact in symbiosis with each other. Therefore, a methodology, Use
Cases and an explorative field trial were designed. As the design and use space of
human & AR systems is rather large and only partially investigated with experiments,
an explorative approach with participation of potential users is more effective to come
to working prototypes. An overview of the exploration paradigm can be found in [5], a
description of its instantiation as an Exploroscope is provided in [6].

1.2 Methodology and Background

Schwarz and Fuchs [7, 8] present how assistance systems can adapt to the human state
using multiple measurements to determine multiple dimensions of the human state, such
as situation awareness, attention, fatigue, emotional state, workload and motivation.
Depending on the human state, assistance systems can support the human more or less
to fulfill their tasks. An option to bi-directionally adapt human and automation behavior
are patterns (e.g. [9, 10]) and more specifically interaction patterns (e.g. [11–15]).

Specifically, situational awareness (SA) is a decisive aspect of survivability for com-
bat vehicles and soldiers in the battlefield. The introduction of optical, radio and acoustic
sensors for monitoring the battlefield, and in particular the fielding of Battlefield Man-
agement Systems (BMS) which provide an overview of the tactical situation, has signif-
icantly improved the situational awareness for combat vehicle crews. However, in some
cases, the information in the BMS is displayed separately from other sensor feeds, e.g.
periscope, leaving the crew to fuse these two key sources of information. In time-critical
situations, it is difficult to fully exploit the information provided by the BMS and other
information systems, since crew members have to concentrate on the scene where the
action is taking place. Ideally, the tactical information in the BMS should be converted
andmapped onto the operator’s field of view, e.g. by using a heads-up-display, regardless
of his role. AR can be used for overcoming these deficiencies by presenting the infor-
mation from the BMS, directly in the operator’s sight, typically in the form of graphical
symbols. Visual information may be further augmented by acoustic and haptic cues, e.g.
audio alerts or vibrations. Supported by this AR functionality, the crewmembers can pay
full attention to what is going on in the vehicle’s area of operation, while at the same
time stay updated on the tactical situation within the sights’ field of view.

The amount of information being displayed to the crew should depend on the current
situation (e.g. planning of the route, driving to a certain location, engagement with
hostiles, etc.), the current human state (stressed, tired, bored, etc.) and the current quality
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and availability of information and assistance capabilities. AR can be used to adapt
human behavior, e.g. to move the current focus to objects that might be important and
to implement interaction patterns which can be helpful to structure the mechanism of
behavior adaptation of the human or other assistant systems, e.g. present information of
the BMS depending on the human’s actions or state.

1.3 bHSI and Interaction Patterns

As can be the case with any changing system, the stability balance present in a system
of resting state can quickly become unstable through external factors. This can also
happen in an adaptive Human-Machine System if the interaction is not well designed and
robust, resulting in a partial state of confusion. E.g. in case of an emergency, the control
of a vehicle can be shifted from the less capable actor to the more capable one without
understanding of the reasons for such control shift. This results in a subsequent reduction
of situation awareness. Interaction patterns can be used to design how interaction happens
and therefore, maintain a well-balanced system. In the case of Augmented Reality,
interaction patterns are an option to determine which and when a different set of cues
should be used in order to adjust to a changing situation. Interaction patterns discussed
by [11] and [12] use an escalation scheme based on the severity of the situation. This
is similar to a case encountered during military operations, when the crew needs a
different type of augmentation depending on patrol or direct combat situations. With
the present methodology, it is possible to determine the parameters and extent of the
augmentation required in each given scenario. While the trigger for the change of the
level of augmentation was not further investigated in these trials, the tools developed
during this project can significantly help to identify the appropriate level of augmentation
necessary to increase the situational awareness. The tool presented (exploration sandbox)
makes it possible to achieve different configurations of each AR cue by changing their
properties (e.g. color, brightness, size, etc.) and cooperatively and directly incorporate
the user into the design process.

2 Use Cases

Use Cases describe generically what can happen between the actors of a system to
achieve a goal of the primary actor. Actors are something or someone that exists outside
the technical system under study, but is part of the system under study and under design.
Actors take part in a sequence of activities in a dialogue with the technical subsystems
to achieve a certain goal. They may be end users, other systems, or hardware devices.
Normally, Use Cases describe abstract use situations.

The abstract form of Use Cases facilitates a common understanding between
users (commander, gunner, driver, etc.), designers and developers of different faculties
(engineers, psychologists, etc.) without going into technical details.

Figure 1 shows a representation of the interaction between two combat vehicle sys-
tems (subsystems), each depicted as a human machine system, which includes their
respective soldiers interacting with the BMS in a combat vehicle.
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Fig. 1. System diagram of two combat vehicles with their crew and Battle Management System
(BMS) [NATO AVT-RTG 290] based on [16].

An urban scenario can have multiple Use Cases. The scenario in Fig. 2 was devel-
oped in a workshop together with soldiers from Norway, the Netherlands, the United
Kingdom and Germany as part of the NATO Research Task Group 290 “Standardization
of Augmented Reality for improved Situational Awareness and Survivability of Combat
Vehicles”.
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Fig. 2. Urban scenario and respective Use Cases [NATO AVT-RTG 290]

The use case this paper focus is called “Drive to City Border”. In this use case, a
specific user need of the commander is to know where the blue team is. The respective
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user story from a commander’s point of view is: “As a commander, I want to know
where friendly troops are, in order to improve coordinated maneuvers and prevent frat-
ricide”. A respective interaction pattern to address blue team tracking in terms of form,
color, symbology, etc. was explored, keeping in mind the adaptation of the presented
information of the situation, the user state, the quality and information availability.

3 Preparations for Explorative Study

For the exploration ofARcues, twodifferent approacheswere used.Thefirst one involves
creating a virtual environment to simulate a vehicle, Use Cases and AR cues. The second
approach requires a more real world implementation using a test vehicle and positioning
sensors. Each approach presents some limitations described more in detail below.

3.1 Laboratory Trials

The virtual approach uses a virtual map where the participant interacts and drives a
vehicle through VR glasses (HTC Vive Pro Eye). The map is designed to resemble an
urban scenario. It is possible to present to the user not only visual cues, but haptic and
auditory cues as well. For the visual cues, the NATO Symbols for Friendly, Neutral,
Hostile and Unknown were used. Each cue can be adapted to the user preference in
regards to the distance to the object (visibility radius; Fig. 3 left). Additionally, it is
possible to mark specific areas with different colors and transparency levels. Other cues
can be done throughhaptic and acousticmodalities. In the acoustic part of theExploration
Sandbox, tones of different frequency, volume and repeatability can be designed. These
are played through headphones to the user. Haptic cues can also be implemented through
haptic elements. They can reproduce different vibration patterns that vary in frequency,
strength and position.

Fig. 3. Left: Map shows the placement of objects and their visibility radiuses; Right: participants
point of view in the simulation (Color figure online)

Since the main objective is to increase situation awareness based on the criticality
of the situation, a dynamic change of the amount of information presented to the user
is necessary. This is achieved by using an interaction pattern with an escalation scheme
(Fig. 4). The level of criticality is determined by the distance of the ego-vehicle to an
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object of interest. Each escalation step uses a specific combination of haptic, visual and
acoustic cues. For the laboratory trials, different parameters and cue combinations were
used for each object of interest (hostile, friendly, unknown, neutral) depending of their
level of threat to the ego-vehicle.

escala on  
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escala on  
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escala on  
phase 3

Ego-
system

Ac ve

Ac ve

Ac veAc ve

Hap c

Visual

Acous c

Hos le

Ac ve

Ac ve

1000 m 500 m 200 m

Fig. 4. Example of a distance-based escalation scheme for a hostile object (based on [13])

The activation distances as well as the specific parameters and combination of cues
for each escalation step were explored using an Exploration Sandbox (see Sect. 3.3). It is
important tomention that participantswere involved in the definition of these parameters,
based on personal preference and experience.

The first approach takes place in a virtual environment. The second approach, which
takes place in the real world, uses a vehicle in combination with AR glasses to drive in
the real environment.

3.2 Field Trials

One of the advantages of using a real-world approach is that some of the possible prob-
lems encountered when using VR technology can be avoided, e.g. simulation sickness.
Nevertheless, this kind of approach requires a more complex setting and in some cases,
costly resources which may not be available.

In this field trial, the user sat on a static IFV (Infantry FightingVehicle) PUMA,which
added realism to the scenario. Symbols, distances and other elements were presented
through AR glasses (DreamWorld DreamGlass). Every object of interest was equipped
with its own GPS system. This data was used to correctly display the AR symbols in the
DreamGlass. Further information on this object, such as the distance to it, can also be
displayed (Fig. 5).

3.3 Exploration Sandbox

The exploration sandbox incorporates an extensive range of properties for each modality
that can be customized to create many different versions of each AR element (Fig. 6).
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Fig. 5. Image from point of view with the AR glasses; Top: NATO symbology and distances;
Bottom: alternative view with frame around object (Color figure online)

This allows designers, users and stakeholders to participate dynamically, directly and
quickly in the design process and to design behavioral patterns. The createdAR elements
can be displayed in a combination of visual, haptic and acoustic forms, e.g. through AR
orVirtual Reality (VR) glasses, a haptic vest or speakers/headphones, respectively. Since
the Exploration Sandbox UI is independent from the rest of the system, it can be used in
the laboratory or in field trials. This is possible thanks to the middleware ROS (Robot
Operating System) that connects hardware, simulation and UI. Because of this modular
approach, new interfaces, e.g. haptic controls or otherARglasses can easily be integrated.

In this context, different modes of augmentation can also be explored to find the
right amount of information for the current situation, e.g. training, planning or combat.
The elements defined in the process are intended to be used as a standard or guideline
in the future design of AR systems for military and partial civil applications.

4 Field Study

A field study was conducted in order to investigate technical feasibility and usability
on the one hand, and the understanding and design of the used symbology on the other
hand. The study was done with the participation of potential end-users, soldiers of the
German Armed Forces at a military base.

The goals of the study was to (1) evaluate the technical and technological properties
and challenges of the system in an ecologically valid context and (2) collect feedback
and suggestions on the design of the symbology. In total 10 (9 males, 1 female) military
drivers took part, the youngest being 30 and the oldest 57 years old (mean= 44.25, SD=
10.91). The above-mentioned technical setup was placed on site of a military base with
direct access to an armored vehicle (IFV PUMA) and availability of the participants.

The study consisted of two parts: first an informal evaluation while being mounted
(i.e. in the driver’s seat in the armored vehicle), and afterwards a one-on-one participatory
designworkshop. For the former, the participantswere presentedwith different situations
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und scenarios inwhich at least one and at amaximum three elementswere shown through
the AR-glasses, one of which was a possible waypoint and two were possible friendly
symbols. The augmentations could be either static or dynamic, within or out of the field
of view, and occluded or open. Of the two friendly symbols, only the first one (Friendly
1) had varying properties, the second one (Friendly 2) was always static, in the field of
view and not occluded. For a more detailed description of the scenarios, refer to Table 1.

Note that part of the scenarios were completed with “closed hatch”, meaning that the
participant was in the inside of the tank as opposed to “open hatch” when the driver’s
head sticks out of the vehicle. After the situations with varying and possibly dynamic
augmentations were completed, situation two (open hatch, two friendly symbols and one
way point) was held constant and the properties of the symbol were altered according
to the following:

• Change in transparency (0%, 30%, and 70%)
• Fluorescent green vs. NATO color scheme (in this case blue)
• Distance in corner of symbol vs. distance inside the symbol
• Framing of the object and symbol as explanation above vs. symbol directly on object

In order to get as much ad-hoc input as possible, the participants were specifically
encouraged to follow the think-aloud protocol [17], especially when they were having
issues or concerns. However, since they had no previous experience with this technique,

Fig. 6. Exploration Sandbox for visual AR cues
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Table 1. Different scenarios of the first study, only the properties of the symbol ‘Friendly 1’ were
altered

Situation Number Hatch Friendly 1 Friendly 2 Waypoint Note

1 Open Static
In field of view
Open

– –

2 Open Static
Not in field of view
Open

Present Present

3 Open Dynamic Present Present Friendly 1 is first
not in field of view
and occluded, than
enters it and
becomes visible

4 Closed Static
In field of view
Occluded

– –

5 Closed Static
In field of view
Occluded

Present Present

nor was there enough time to extensively instruct them on how to do this, the researcher
was interviewing them during the trial about the following themes:

• Understanding of the presented symbology
• Understanding of the distance indication
• Issues regarding understanding
• Issues regarding visibility
• Issues regarding technical equipment
• General evaluation of the system

After finishing the current system state evaluation mounted on the vehicle, the partici-
pants were to fill in a 7-point Likert scale indicating their agreement from one (do not
agree at all) to seven (completely agree) regarding the following three statements:

1. The system would improve my combat ability.
2. The system is user-friendly.
3. The system would provide me with additional security.

This questionnaire was administered again after the participatory design session evalu-
ating an optimal system with the discussed optimizations implemented. In this session,
the participants were shown the different design options that had already been presented
to them through the AR glasses and were asked to give their considerations concerning
the design of the symbols. It has to be noted that not all had seen the augmentations
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clearly in the glasses; this made it necessary to present them on a computer screen in
order to assess their usefulness and fit.

The way in which the system was implemented and presented to the soldiers while
being mounted yielded an average score over all three questions of 4.26 (SD = 1.22),
which is very close to the middle of the 7-point Likert scale. For a theoretical ideal
implementation this score was 5.44 (SD= 0.82), pointing in a more favorable direction.

Since thiswas no experimental, validative study, but an explorative one, no inferential
statistical analysis was performed. Which also means that possible differences between
the two scores are neither proven, nor of particular interest for the goal of this study. The
results only indicate that the system in its current state received mixed feedback and it
would probably not be advisable to implement it in a vehicle as-is. However, there seems
to be potential for use of the technology, even if it was not perceived as overwhelmingly
positive. This is indicated by the rather high average score for the theoretical ideal
implementation of aforementioned system.

To reach the full potential of the AR system, the collected qualitative data needs
to be reviewed in order to identify problems and hindrances, as well as strong points
and potential uses. The interviews during and after the trial were transcribed and coded.
Topics that were mentioned by more than half of the participants (at least 6) are listed
below in descending order:

• NATO green is better visible than blue
• No intuitive understanding of the meaning of the used symbol (NATO symbology)
• Number presented is intuitively understood as distance to target
• Augmentation does not bother while driving with closed hatch
• Augmentations hardly visible (open hatch)
• Augmentations are blurry (open hatch)
• Augmentations are more strongly and clearly visible with closed hatch
• Wrong perception of the color (blue is identified as white, open hatch)
• Double vision of the augmentations

The visibility of augmentations in AR glasses is strongly influenced by the amount of
background light [18]. Half of the trials were conducted on a day that could be described
as sunny and therefore was relatively bright, as opposed to the following five runs that
were completed in cloudyweather, which resulted in the perception of a higher saturation
of the augmentations. For this reason, the symbolswere visible fundamentally betterwith
a closed hatch because the interior of the vehicle is comparatively dark.

During the participatory design workshops, almost all participants (eight out of
ten) determined that the framing design (see Sect. 3) was best suited for the use in
an armored vehicle. This was mainly because it had the smallest risk of occluding
important information and was least obtrusive. However, there was less consensus about
the coloring of the symbol, with some participants preferring the NATO green and
others favoring using the corresponding color for the identified object (in this case
blue for friendly). This could have been influenced by the weather, respectively light
conditions, in which the trials were run. The green symbols were more easily seen in
the bright conditions and therefore could have been chosen over the different coloring
by participants on this day. Another design consideration that was mentioned by some
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participants was the display of multiple objects in one location and how to prevent
overlapping and therefore ultimately loss of information or information overload. A
suggestion by one participant was to extend the frame so that it covered all relevant
objects that are in proximity and then displaying a number on how many there were.
Solving this issue merits further investigation and needs to be addressed in a follow-up
study.

5 Outlook

The results of the exploration provide a discussion baseline for the use of AR cues
and propose the use of interaction patterns as an adaptation strategy. The explorative
process with the dynamic creation tool can be used to fine-tune the system to find the
best combination of cues, properties and activation of each escalation step.

During the field trials, it was clear that there is room for improvement, especially in
the GPS communication system, which proved to be inaccurate at times. An alternative
for this is to use not only GPS but also other location acquisition systems, e.g. Lidar.
This would provide the opportunity to gather extra data about the shape and orientation
of objects, and therefore, further classify objects of interest.

Since not all objects represent the same level of threat to the ego-vehicle, even if
they are of the same type (e.g. hostile IFV vs. hostile scout soldier), the combat ability
of the object of interest in combination to the capabilities of the ego-vehicle can be used
in the design of the interaction patterns. Interaction patterns could then be dynamically
adjusted depending on the previous object classification, environment and other aspects
of the use case. Subsequent changes to the levels of augmentation can also be influenced
by this.

When analyzing the interaction between the user and the augmentation and following
comments from the explorative workshops, it became clear that the user should remain
capable of changing the augmentation or turn it off completely in situations of high
stress or according to its personal demand or preference. This could be achieved by
incorporating other technologies such as gesture/gaze-based interaction that can add
other layer of interaction possibilities by using free resources directly in the line of sight
of the user.
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Abstract. It is well recognized that individuals within organizations represent
a significant threat to information security as they are both common targets of
external attackers and can be sources of malicious behavior themselves. Notwith-
standing these facts, one additional aspect of human influence in the security
domain is largely overlooked: the role of unintentional human error. Such lack of
emphasis is surprising given relatively recent reports that highlight error’s cen-
tral role in being the root cause for numerous security breaches. Unfortunately,
efforts that recognize human error’s influence suffer from not employing a com-
monly accepted error framework and lexicon. We thus take this opportunity to
review what the data show regarding error-based breaches across various types of
organizations and create a nomenclature and taxonomy rooted in the rich history
of safety research that can be applied to the information security domain. Our
efforts represent a significant step in an effort to classify, monitor, and compare
the myriad aspects of human error in information security in the hopes that more
effective security education, training, and awareness (SETA) programs can be
devised. Further, we believe our efforts underscore the importance of revisiting
the daily demands placed on organizational insiders in the workplace.

Keywords: Unintentional insider threat · Human error · Information security

1 We’re Aware Already

1.1 Scoping the Problem

The past decade has been rather bleak for information security. A survey of the ten
most notorious data breaches in the U.S. between 2010 and 2019 reveals that over 1.2
billion records were compromised, amounting to an estimated cost of over $2 billion
U.S. from those ten events alone [2]. The future appears no less gloomy as it is expected
that $5.2 trillion U.S. will be at risk globally to cybercrime activities between 2020 and
2024 [3]. The emergence of widespread ransomware attacks holding cities, hospitals,
and other organizations hostage does not instill a sense of optimism for the next decade.
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While clandestine organizations filled with cyber threat actors tapping away on key-
boards are easily imagined to be the primary threat to information security, the reality
is less malicious or dramatic. In fact, data suggests that simple human error is the root
cause responsible for a larger portion of data breaches than those due to external threat
actors. For example, several studies indicate that human error and human-vector attacks
represent the largest source of data breaches both in the present and in the past [4–8].
To help curb these issues, U.S. institutions spent an estimated $370 million U.S. in
2017 on security awareness training for employees [9]. While this expenditure appears
to be a significant sum, it represents a mere 0.62% of the estimated $60.4 billion total
spent on cyber defense by U.S. institutions during that same period [10]. These figures
highlight a strong bias toward relying on technological solutions for what appear to be
largely human-centric problems. A nearly universal perspective of security operations
personnel is that employees commit these errors because they lack technical or security
knowledge, or are simply ‘ignorant,’ and that the solution is to make employees more
security aware [11]. This perspective combinedwith understaffing andmandated compli-
ance requirements often leads to minimal Security Education, Training, and Awareness
(SETA) efforts that appear to be intended to satisfy legal departments rather than address
root issues. In other words, organizations place too much emphasis on behavior that is
compliant rather than actions that are secure [12]. Unfortunately, these efforts have
accomplished little to reduce the role of error-induced data breaches. Better enabling
humans with technology and training to cope with cyber-based threats in the upcoming
decadewill require that we better understand these shortcomings and synthesize a variety
of solutions to further enhance security. To that end, we outline the challenges associated
with information security, discuss the causes of data breaches from both unintentional
errors and intentional actions, provide an overview of human error research, demonstrate
how this applies to information security, and finally present a path forward to addressing
this serious but sorely underappreciated security threat.

1.2 Cybersecurity vs. Information Security

For the sake of scoping the topic and clarifying the aspects of human behavior on which
the present analysis focuses, we distinguish between two important terms. While com-
monly interchanged, information security and cybersecurity refer to different types of
security concerns [13]. Cybersecurity focuses on securing the systems which main-
tain information, and these systems are based on information technologies connected
to the public Internet infrastructure; information security focuses on protecting infor-
mation from unauthorized disclosures, manipulations, and restrictions. This distinction
is important because a breach of physical records (e.g., printed client list) is a con-
cern of information security even though it might not be considered a ‘cyber incident’;
conversely, a distributed denial of service (DDoS) attack would be considered both a
cyber-incident and a violation of information security through access restriction. The
requirements of information security have given rise to a framework referred to as the
Information Security Triad. This triad rests upon the three ‘pillars’ of confidentiality,
integrity, and availability [14]. Data breaches that violate the confidentiality pillar expose
private information (such as credit card or health information) to unauthorized persons.
A real-world example of this type of violation would be the social engineering attack
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that exposed the confidential emails contained on Hillary Clinton’s private email server
[15]. The integrity pillar focuses on the prevention of unauthorized modification of data
on a system, or the modification of the operating characteristics of a system. Attacks
against information integrity modify data in such a way that it becomes untrustworthy,
and the attack may not be discovered even after the damage has been done. The Stuxnet
worm is often cited as an example of an integrity attack that caused numerous uranium
centrifuges to malfunction. Specifically, this malware caused the Siemens centrifuges
to spin at rates that would cause them to prematurely wear out and malfunction while
simultaneously providing false performance readings to centrifuge operators that left
them unaware of an impending problem [16]. The availability pillar protects informa-
tion assurance, meaning that users can access the data that they are authorized to access.
The Dyn DDoS attack that interrupted service across Europe and North America pre-
venting users from accessing Amazon, Netflix, Paypal, Reddit, and other sites is an
example of this type of an attack [17]. While not exhaustive of every possible scenario,
the Information Security Triad provides a simple, easy-to-use framework for discussing
the security of information. Conceptualizing security within these three pillars clarifies
the types of security threats posed by errors. For example, an authorized user who sends
unencrypted sensitive information to an unauthorized recipient breaches confidential-
ity in very much the same way that a victim of a phishing email might. While many
in the security industry have acknowledged that human error plays a significant role
in security breaches [18], the industry focuses more resources toward malicious threat
actors than the error-prone and inattentive employees. This discrepancy suggests that
information security might be significantly improved by leveraging lessons learned in
safety research. Understanding the causes of industrial accidents, the role human error
plays in these events, and reducing their likely causes has saved countless human lives
in high-stakes environments and suggests a path forward in applying these lessons to
security frameworks. This research, which seeks to understand the underlying causes of
human error and reduces these, has saved countless human lives and suggests a path for-
ward. Before suggesting potential paths, we briefly review what several studies indicate
about human error within information security contexts.

2 Data Breach Case Examples

Several industry groups, security providers, and insurance companies independently
survey, track, and publicly report data breach incidents annually1. We review a sam-
ple of these efforts that discuss human error in an effort to ground the remainder of
our discussion on incidents observed “in the wild.” While these surveys provide some
interesting insights, they generally lack a uniform nomenclature for describing and dis-
cussing human and organizational errors in a way that allows security professionals to
make meaningful improvements in their work.

1 Most information security reports focus on breaches of confidentiality rather than integrity and
availability; thus, we have focused our efforts on these types of attacks in this section.
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2.1 Verizon Data Breach Incident Report (2019)

Since 2008, Verizon has published their annual Verizon Data Breach Incident Report
(DBIR), which summarizes the causes of data breaches from the previous year. The 2019
report indicated that “Errors” were responsible for 21% of all breaches in 2018, while
“Misuse” by authorized users was responsible for 15%. These statistics represent a 5%
increase in Errors since 2013, while Misuse decreased by 2%. Error types according to
the DBIR are summarized in Table 1. While the precise statistics for Misuse were not
provided in the report, a summary ofMisuse types are outlined in Table 2. The distinction
between Error and Misuse in the Verizon DBIR seems to be intentionality; where Error
is unintentional, Misuse is an action that an individual intentionally carried out [5]. The
intentional component of the Misuse category of data breaches will be revisited later.

Table 1. Classification and rates of errors from 2010 to 2018 (Adapted from [5]).

Error type 2010 2018 Difference

Misdelivery 32% 37% +5

Publishing error 16% 21% +5

Misconfiguration 0% 21% +21

Loss 31% 7% −24

Programming
error

0% 5% +5

Disposal error 5% 14% −9

Omission 2% 4% +2

Gaffe 4% 0% −4

Table 2. Categories of misuse and approximate percentages for 2018 (Adapted from [5])

Misuse type Approximate percentages

Privilege abuse 70%

Data mishandling 36%

Unapproved workaround 17%

Knowledge abuse 8%

Email misuse 7%

Possession abuse 6%

Unapproved hardware 6%

Unapproved software 4%

Net misuse 2%

Illicit content 1%
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2.2 2019 IBM X-Force Threat Intelligence Index

Like the Verizon DBIR, the IBM Threat Intelligence group also provides annual report-
ing of security incidents from the previous year. The 2019 report was derived from
data gathered from 70 billion security events per day, across 130 countries [19]. This
report clusters all human-related vulnerabilities under the category of “The Inadvertent
Insider,” which included incidents related to phishing and social engineering, improper
configuration, and failure to use password best practices. It highlights cloud service
misconfiguration as the “single biggest risk to cloud security” and noted that misconfig-
uration resulted in 43% of the total compromised records in 2018. While the report cites
human error to be a top concern, it does not elaborate on types of human error beyond
misconfiguration [19].

2.3 2018 United Kingdom, Information Commissioner’s Office, Data Breach
Report

In late 2018, the government of the United Kingdom (UK), Information Commissioner’s
Office (ICO), contracted with Kroll risk mitigation and investigative service to examine
all data breach reports made to the ICO between 2017 and 2018. Of the 2,416 data breach
incidents reported to the ICO during this time period, 292 (12.1%) were determined to
be deliberate malicious actions, while 2,124 (87.9%) were determined to be caused by
human error or through insiders’ non-malicious intent [8, 20] (Table 3).

Table 3. Categories of errors report to UK Information Commissioner’s Office 2017–2018

Error type Number reported Percentage of errors

Data sent by email to incorrect recipient 447 21.05%

Data mailed/faxed to incorrect recipient 441 20.76%

Loss/theft of paperwork 438 20.62%

Failure to redact data 256 12.05%

Data left in insecure location 164 7.72%

Failure to use bcc when sending email 147 6.92%

Loss/theft of unencrypted device 133 6.26%

Verbal disclosure 46 2.17%

Insecure disposal of paperwork 35 1.65%

Loss/theft of only copy of encrypted data 16 0.75%

Insecure disposal of hardware 1 0.05%

2.4 California Data Breach Report (2012–2015)

Beginning in 2012, businesses and government agencieswithin the state of California are
required to notify the California Attorney General’s Office of breaches affecting more
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than 500 California residents. In 2016, the California Department of Justice released a
report on 657 reported data breaches occurring between 2012 and 2015, affecting the
confidential records of over 49 million Californians [21]. Of these reported breaches,
54% were caused by “Malware and Hacking” affecting 44 million records, 22% were
caused by “Physical Theft or Loss” affecting 2.8 million records, 17% were caused by
“Errors by Insiders” affecting 2 million records, and finally 7% were caused by “Misuse
of Access Privileges by Insiders” affecting 206,000 records. A breakdown of the types of
Errors by Insiders is included in Table 4. Unfortunately, an explanation of the different
types of Misuse of Access Privileges was not provided in the report.

Table 4. Error types leading to data breach (Adapted from [21])

Error type Percentage of total

Misdelivery 46%

Web display 35%

Unauthorized employee access 7%

Insecure disposal 4%

2.5 Chubb Cyber Index

As our final example, the Chubb Cyber Index (CCI) provided by Chubb Limited Insur-
ance, a major provider of cyber breach insurance, summarizes cyber incidents between
2009 and 2019 [22]. The CCI cites “Error” as the primary cause of reported incidents,
accounting for 21% of the total over this ten-year period. The CCI defines Error as “any
unintentional and non-malicious actions, mistakes, or inaction by a natural person” and
includes lost devices, misconfiguration, and programming errors as potential examples.
The Index also mentions “Misuse” as accounting for 16% cyber incidents. Misuse is
defined as occurring when “an internal actor(s) or partner(s) uses a cyber-asset for a
purpose other than the original intended use, or the use goes beyond the scope of the
original permission.”

3 Actions Leading to Data Breaches

Reviewing the incidents leading to data breaches as described in these data breach
reports, several patterns emerge. However, a lack of clear error definitions or consistent
terminology make comparison across studies difficult. If security professionals are to
address the security vulnerabilities posed by human error, a standardized terminology
is needed to gain clarity into their underlying causes. Across these five reports, the
most frequently reported error involved sending protected information to the incorrect
recipient, which we term transmission errors. We use the term transmission because the
reviewed reports describe multiple channels of transmission that are inclusive of, but
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not limited to, email. We term the next most common error type configuration errors,
which refers to errors leading to the misconfiguration of databases, networked systems,
web-hosted content, and related situations that lead to the unintentional exposure of
data resulting from the configuration setting of a system or component thereof. The
inability to locate sensitive items, or items containing sensitive information, is termed
loss errors. Errors leading to the disclosure of information to unauthorized employees
or other individuals, or improper storage of data are termed leakage errors. Finally, the
insecure disposal of sensitive information, or items containing sensitive information, are
termed disposal errors. Another point requiring clarification relates to “misuse.” Three
of the five reports reviewed found that misuse played a significant role in the cause
of data breaches; however, the intentionality behind the misuse of privileges, access,
or equipment was not clarified. This term needs explanation because someone may
intentionally misuse resources with, or without, malicious intent and this distinction is
important for security practitioners to understand because they imply different types of
prevention strategies [23].

3.1 Understanding Human Error

While few efforts in the information security field have tried to hone in on understanding
how human error affects information security, human factors researchers have explored
the causes of errors and accidents for decades [1, 24–26]. Emerging from this rich foun-
dation are extensive error taxonomies, descriptions of unsafe policy violations, and their
causes. Norman [24] defines human error as any deviation from “appropriate” behavior.
Using this definition as a starting point then leads to the intentionality of the action as
being a centrally defining characteristic in this discussion because a deviation from “ap-
propriate” could be intentionally ignoring a poorly designed policy or unintentionally
sending an email to an unauthorized recipient.

Rasmussen [26] proposed that humans operate in three modes of behavior: (1) skill-
based; (2) rule-based; and (3) knowledge-based. Skill-based behaviors are those which
involve routine tasks that individuals are usually highly experienced with. Rule-based
behaviors are those for which a novel situation is encountered, but an existing rule for
responding is available for the individual to apply to this new circumstance. These rules
are usually in the formof “if encounteringX, thendoY”-type of relationship.Knowledge-
based behaviors occur in unfamiliar situations when neither existent skills nor rules
can be applied to address an impediment. These cases require deliberate reasoning to
interpret the problem at hand and develop a plan or solution. Distinguishing between
these modes of behavior clarifies intentionality because skill-based behaviors are largely
unintentional. In other words, this level of behavior is mostly automatic and does not
require a significant degree of conscious thought. Knowledge-based behaviors reside on
the other extreme of being entirely intentional and deliberate, while rule-based behaviors
sit in the middle of being sometimes deliberate and at other times unconscious. Framing
human behaviors in this way has led researchers to develop a taxonomy of human error
[1, 24] which is illustrated in Fig. 1 and has been adapted to information security contexts
[4, 27]. Reviewing these will better provide a context for understanding what is needed
moving forward.
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Fig. 1. Taxonomy of actions leading to data breach - Adapted from [1]

3.2 Unintentional Actions

Unintentional actions typically appear in two forms: (1) slips and (2) lapses. Slips are
errors of commission in which humans correctly understand their objective and know
the end-state they wish to achieve, but incorrectly execute the actions to achieve that
end state. These almost always occur during skill-based activities. An example from the
terrestrial world might be holding car keys in one hand and trash in the other, and then
tossing the car keys into the trash receptacle and the trash onto the kitchen counter.Within
information security, the majority transmission errors are very likely slips. The auto-
complete function present in most email client software inserts suggested usernames
when only a portion of the recipient’s username has been entered. Different systems use
different algorithms to determine which suggested recipient will appear at the top of the
suggested list. Some email clients will suggest a recipient most recently communicated
with, while another might suggest the one most communicated with. One of the most
commonly reported reasons for mis-directed emails is the insertion of a username by
the auto-complete function that is similar to the one that the sender intended but is not
the intended recipient [28].

In contrast to a slip, a lapse is an error of omission in which an intended action was
not carried out, typically because of a memory failure on the part of an individual. Such
lapses can be the result of performing an action sequence out of the typical order, or it
could be due to distraction. These errors usually occur during rule-based activities when
something disrupts the if-then rule application. A non-security example of a lapse might
be getting milk out of the refrigerator, but then forgetting to put it back in the refrigerator
because a distraction like an upset child interrupts the normal cycle of pouring milk into
cereal and then returning the container to the refrigerator. Lapses are likely culprits for
loss errors that occur when a user misplaces sensitive information or a storage device
containing sensitive data.

3.3 Intentional Actions - Mistakes

Distinct from lapse and slip errors, mistakes are committed with intentionality and typ-
ically manifest in one of two forms: (1) rule-based mistakes or (2) knowledge-based
mistakes. Rule-based mistakes may occur when an individual correctly assesses a situa-
tion but applies the incorrect rule, or by incorrectly applying the correct rule. As the term
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implies, these issues occur during rule-based behavioral actions. A non-security example
of a mistake might be adjusting the thermostat in a room above the desired temperature
with the intention that it will warm up faster, when in fact this action results in the furnace
overshooting the originally intended temperature. An example of a rule-based mistake
within a security environment might be a user forwarding a questionable email to their
work email address and opening it on the work network because they believe that the
security of the network at work “is better than at home”. In the latter example, the user
is intentionally applying a rule incorrectly because of a faulty mental model.

Knowledge-based mistakes occur in unfamiliar situations when an individual lacks
pre-existing skills or rules upon which to rely. There are many reasons that errors occur
in this category, many related to a lack of knowledge or awareness of actionable environ-
mental cues or correct responses. An everyday example of a knowledge-based mistake
might be observed when individuals attempt to assemble a piece of Ikea furniture with-
out the instructions. A large proportion of configuration errors (i.e., a misconfiguration
of an information resource that leads to the unintentional exposure of data) are certainly
knowledge-based mistakes because of the scale and complexity of the types of systems
that need configuring.

3.4 Intentional Actions – Deliberate Violations

Contrary to error, employees intentionally choose to violate policies and rules for a
host of reasons, some for malicious purposes but most are not [23, 29]. The categories
of deliberate violations of rules and policies most relevant to the previously reviewed
data breach reports are malicious actions, routine violations, and exceptional violations.
Though not the focus of our discussion, a brief example of amaliciousmisuse is provided
on theChubbCyber Index: “EmployeeA is given access to the company’s financial infor-
mation to prepare for an audit. Employee A is only supposed to review this information
for potential problems or issues that may arise during the audit. Instead, Employee A
copies the information and sells it to a competitor” [30].

Unintentional insider threats, on the other hand, represent issues that stem from
nonmalicious activity. Specifically, we define an unintentional insider threat as an orga-
nizational insider who does not harbor malicious intentions for their actions but who
still actively chooses to go against established norms and policies to achieve some other
goal despite knowing that harm could be caused. This definition aligns with that of
organizational deviance: “Employee deviance is…the voluntary behavior that violates
significant organizational norms and in doing so threatens the well-being of an organi-
zation, its members, or both” [31]. For example, an individual who violates a security
policy because s/he simply wishes to complete an assigned task in a timely manner is an
unintentional rather than intentional insider threat. Thus, intention whether to commit
harm or illegal activity (e.g., theft, sabotage) is the differentiating factor, not the voli-
tional decision to go against policy or standard procedures. An analogy here is that not
everyone who exceeds the prescribed speed limit while driving intends to commit vehic-
ular manslaughter, but a very small portion do. Within this scope, deliberate violations
fall within two categories: (1) routine violations and (2) exceptional violations [24].

Routine violations are the everyday violations of rules and policies that many commit
and are rarely enforced. Examples include exceeding the speed limit while driving,



Confronting Information Security’s Elephant, the Unintentional Insider Threat 325

walking across the street against the signal, or reusing passwords on multiple sites.
The primary cause of these violations are rules and policies that invite violation by
competing with, or causing impedance to, achieving higher priority objectives. With few
exceptions,most organizations prioritize completingworkobjectives over security policy
adherence. In this vein, managers are more likely to discipline employees who fail to
achieve work goals than they are to discipline high-performing employees who regularly
violate security policies. Imagine a top sales performer who outsells everyone else in
their division by 300%, being terminated from their position for not using passwords of
sufficient complexity. Companies thrive by selling products and services not by adhering
to security policies. This situation creates competing interests, and it is through this lens
that security policies should be framed. Every security policy that requires an employee
to exert some amount of effort causes bureaucratic friction against which that employee
must operate to complete their assigned tasks. When this friction exceeds the perceived
benefit, that employee will likely violate that policy, and can be rewarded for doing so
[29]. One of the most frequent examples of routine violations is termed shadow IT [32].
Shadow IT occurs when a user (or group of users) use unapproved work arounds or
rely on unauthorized information technology resources for operation. Examples include
external cloud services, unauthorized devices, and unauthorized wireless network access
points that are connected to organizational networks.

While routine violations are widespread and generally ignored, exceptional viola-
tions occur infrequently and are punished with uneven regularity depending upon orga-
nizational culture. As the name implies, these violations are usually committed in an
exception to the norm, usually in response to an urgent situation or emergency requir-
ing rule suspension. A non-security example would be the permission for emergency
response vehicles to exceed speed limits when utilizing emergency lights and audible
siren in responding to a sufficiently critical situation. Likewise, southbound roadways
may be converted for northbound traffic (or vice versa) by law enforcement and trans-
portationdepartmentswhen individuals attempt toflee thepath of a hurricane. In informa-
tion security environments, exceptional violations often occur when workloads are high,
or deadlines are critical. Under these circumstances, users are very unlikely to comply
with policies that compete with the completion of ‘traditional’ work demands [33].

4 SETA is not a Panacea

While our discussion thus far demonstrates that information security risks stem from
employees across various levels of technical expertise and demand various cognitive,
behavioral, and affective responses, the current organizational approaches to employee
training often create self-imposed limitations on both content and scope of learn-
ing/training opportunity.We assert that the focus on and even fascinationwith awareness,
above all else, is at the core of the problem for modern organizations.

4.1 Why Awareness Alone Won’t Help the Masses

NIST Special Publication 800-50 [34] reiterates statements from preceding publication
800-18, stating that: “Awareness is not training. The purpose of awareness presentations
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is simply to focus attention on security. Awareness presentations are intended to allow
individuals to recognize IT security concerns and respondaccordingly”. InNIST’s frame-
work (see Fig. 2), education is ultimately reserved for the highest tier of IT professionals.
Education is, essentially a degree. Training is establishing some skills (usually validated
by a certificate), and it is the level of exposure that the “middle” specialists need to do
their jobs in IT. Awareness then lets the common employees have what they need to rec-
ognize risks and act safely. We strongly advise that such a well-defined demarcation is
dangerous.

This arbitrary progression set forth in the “awareness-focused” approach not only
disregards well-established research in human learning and performance, but it has set
a precedence and norm in IT for what “good” training paradigms are. In essence it
recommends that “good” training excludes training and performance expertise and fails
to call for any actual behavioral changes in most of the target participants.

Fig. 2. IT security learning continuum, NIST
Special Publica-tion 800-50

Researchers have likewise proposed
awareness-focused approaches. For
example, a recent review of social engi-
neering training programs suggested that
information security awareness training
is the key component for more resilience
against socially engineered cyber threats
[35], but the review lacked data on the
overall efficacy of the awareness app-
roach. Such criticism of similar studies
has been noted by others [e.g., 36].While
important, this line of research appears to
build a case that the main consideration
in establishing an efficacious security
awareness training program is primar-
ily one of instructional methodology
or delivery, in that the way that the
courses or sessions are designed and
delivered is the main aspect. Aligned
with NIST, researchers who advocate
awareness often recommend a diverse
portfolio of communication and delivery
mechanisms including but not limited
to: e-mail broadcasting, social media
advertising, and blogging; game-based
delivery methods; video-based and inde-
pendent, self-paced delivery methods;
and simulation-based delivery methods
like email phishing campaigns to mea-
sure employees’ awareness levels [35].
There at least two major problems with this position that looks to rid organizations of
human-related security issues in such broad strokes. The critique is not with authors,
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such as those cited who report on these approaches advocated by the NIST recom-
mendations, but challenge security experts to reconsider assumptions. To the contrary,
research suggests that the approach of awareness, which essentially primes and warns,
may increase certain types of risks.

First, the notion that a method for optimal learning/training delivery can be identified
or declared based on anything other than concise learning/training objectives is flawed.
“Security awareness” is, at best, a problematic learning objective (if it is a learning
objective at all as most learning/training experts would not consider it such2). When
constructing learning/training objectives, human performance, cognition, and education
experts avoid metrics that require instructors to make assumptions about participants’
mental states. For example, the objectives “participants will be aware of social engineer-
ing techniques” and “students will know about common security threats” would be too
vague for expert learning designers.

This is not to assert that awareness is trivial. To the contrary, in the tradition ofHarrold
Bloom, and subsequentially taxonomical variants [e.g., 37], humans need knowledge to
progress to more abstract cognitive states of analysis and synthesis. If higher-order cog-
nitive skills are required [38] (which they arguably are in anticipation of or response to
the security cases described above), then it makes sense that foundational awareness is
necessary yet glaringly insufficient. The second problem, then, is that security aware-
ness approaches cannot prepare participants to meet the higher-order cognitive demands
required for real-world information security needs. Whereas the first flaw focuses on
delivery methods failing to address objectives, the second points to key objectives being
missed altogether.

In summary, most information security threats faced by organizational employees
will require a response that draws from a triadic set of knowledge, skills, and affect
that transcends awareness. Of course, variability in the threats’ complexities will likely
dictate which facets of the triad are most important in a given response, but in general,
employees will first need to apply what they know about a risk. They will also need
to apply that knowledge in a certain way, using a tool or technique—that is, how to
respond. And they need to have a motivation, a driving force behind a response (e.g.,
moral or ethical framework, perceived need to share a company value system, need to
receive a paycheck)—the affective why.We note, however, that differences exist among
motivational aspects and their impact on employees’ secure intentions and behaviors
(e.g., intention to comply with policy versus intention to protect organizational informa-
tional resources) [39]. Educators know that introductory learners receive instruction in
this what-how-why triadic form; novice learners also demonstrate learning in this form
[40]. Further, such efforts should not be relegated to one type of employee or profes-
sional role. Because issues of information security extend beyond any one person or
single organizational department, it is imperative that organizations provide ‘normal’
employees the opportunity to experience all SETA components. It is imperative, though,
that the goals be clearly articulated.

2 While beyond the scope of this paper to provide a tutorial on writing learning or training objec-
tives, most experts in these fields agree that these objectives must at least declare an expectation
of observable participant/learner behavior that demonstrates measurable change under a given
condition (often time framed) [cf. Mayer 38].
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4.2 Beyond Awareness to Achievement

There are three major imperatives to be taken from our discussion on SETA:

1. Behavioral, cognitive, and affective aspects of SETA efforts must be incorporated at
appropriate levels for all, not just the highest-level decision makers and operational
experts;

2. Identification of behavioral, cognitive, and affective aspects of information security
will require collaboration with human performance and learning experts, not just
information security, technology, and organization experts;

3. Efficacy must be determined by objective measures at multiple levels, meaning that
SETA programs’ evaluations must shift from impossible-to-measure goals (e.g.,
“employees will be aware”) to metrics that can be tracked over time.

These steps will not only impact the present challenge of improved learning/training
paradigms but will also provide more powerful data for tracking shifts in demographic
preparation and response across sectors. These data can become inputs for improved
reporting systems, feedback for intuitive design, and support for more resilient AI
security support at individual, team, and organizational levels.

5 Confronting the Elephant in the Room

Wehave offered threemajor points of discussion in this paper,whichwebelieve represent
a significant opportunity for improving organizational information initiatives. First, one
of the significant threats to organizational information security is due to employees’
unintentional error. The current data show this trend increasing, yet little is being done
about it. In fact, it is particularly troubling that this trend was known much earlier, with
roughly 50% of data breaches from 1993 and 2005 known to be caused by human error
[4]. Second, the few research organizations that are tracking and reporting these error-
based trends fail to utilize a common error framework and terminology to categorize and
discuss these important issues. And third, current organizational SETA efforts largely
focus on awareness-level knowledge. Founded largely on NIST recommendations, the
training and education components are often left to the IT and security professionals.

While error in its various forms lacks the allure of more exotic threats like industrial
espionage and employee sabotage, it remains an ever-present issue that must begin
receiving the meaningful attention it deserves. In addition, organizational leaders must
realize that relying on awareness-heavy programs to complete compliance checklists
will amount to little more than that: being compliant rather than secure. In our minds,
this strategy is very much aligned with the problem of rewarding A while hoping for
B [41]. In that vein, we propose three recommendations that have the possibility to
fundamentally change the way that organizations handle unintentional insider threats
and the SETA functions.

5.1 Creating a Confidential Error Reporting System

One of the primary obstacles to addressing human error as a threat to information security
is the lack of a uniform classification and reporting system. While all the reviewed data
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breach reports mentioned earlier roughly agree with each other, they lack consistency
in the terminology used, and specific definitions are mostly missing. For human error
to be properly addressed, we need a standardized reporting system with clarification of
the specific factors contributing to the error. A system that might be used as a referent is
the Common Vulnerabilities and Exposures (CVE) repository hosted and managed by
the MITRE Corporation. The CVE provides a central point of reference for identified
information security vulnerabilities [42].A similar reporting system that catalogsHuman
Vulnerabilities and Exposures (HVE) would need to be designed somewhat differently
than the CVE system, however. One difference would be the need to protect the privacy
of the individuals involved in the incident, and by extension, those reporting the incident
(if they are part of the same organization). Such confidential incident reporting systems
that might be utilized as a guide exist outside of information security. For example, the
AviationSafetyReportingSystem (ASRS) designed andoperated by theNationalAir and
Space Administration (NASA) allows pilots and other aviation employees to voluntarily
and confidentially report “close call” incidents to alert the aviation community of critical
issues and reduce the likelihood of similar incidents. These reports are eventually made
available to the public through a database and monthly newsletters. Reports of special
concern may be used to generate alerts to specific airlines, industry segments, or issue
safety recalls. Two key aspects of the ASRS that should be considered for a security
error reporting system are (1) confidentiality and (2) immunity. An individual may
submit a report anonymously or choose to include contact information. Individuals and
companies who voluntarily submit reports are considered to be acting in “good faith”
and are allowed a certain amount of immunity by the Federal Aviation Administration
(FAA) if the incident is later discovered by an investigator.

5.2 Creating and Cultivating Cyber-Resilient Organizations

The second recommendation that we believe is vital for a greater and fruitful focus
on human error in information security is for organizational leaders to move from an
avoidance mentality to one of tolerance. An avoidance mentality acknowledges the
numerous threats in existence and actively attempts to limit exposure to each one in the
hopes that those efforts will be enough to stem the tide of potential attacks or executed
vulnerabilities. A tolerance mentality acknowledges known threats but also accepts the
high likelihood that new issues will emerge, and negative events will occur [4]. Thus,
avoidance is likened to putting out fires as they occur, and tolerance is more aligned with
constant learning cycles no matter what new issues can and will emerge.

The tolerance approach is evident within organizations that consistently function in
high-risk, complex environments. Such organizations are termed high reliability organi-
zations (HROs), and they are intentionally designed to handle unexpected events through
active anticipation and resilience [43]. Organizations that fit the HROmold are air traffic
control centers, aircraft flight decks, nuclear facilities, and hospital emergency rooms,
among others. These organizations continue to operate and offer services despite “a mil-
lion accidentswaiting to happen that didn’t” [43].While a complete explanation ofHROs
is not appropriate here, we assert that many organizational environments are sufficiently
complex for most employees where a single error can cause substantial harm. Further,
though the outcome might not result in loss of human life as in instances of emergency
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room and aircraft traffic control center failures, significant harm can be caused digitally
with the press of a keyboard button.

Research has shown that HROs are successful despite their challenges because they
embrace five general philosophies. These approaches include: (1) preoccupation with
failure; (2) reluctance to simplify; (3) sensitivity to operations; (4) commitment to
resilience; and (5) deference to expertise [44, 45]. Briefly, organizations whose cultures
give attention to even the seemingly smallest of issues, resist unwarranted simplifica-
tions (e.g., “that’s just people being people”), provide opportunities for all employees
to understand the inner workings and interdependencies of the organizations’ systems,
promote the importance of approaching perfection though it can never be attained, and
actively search for and listen to expertise wherever it exists within the organization
when issues arise are consistent performers in high-risk environments. Thus, it “is not
that [HROs are] error-free but that errors don’t disable [them]” [43].

By applying the important lessons learned from HROs into modern organizations,
we have the possibility to further limit human error’s influence on information security.
Unfortunately, some of these aspects are in direct opposition to the current operations
within organizations. For example, issues are waved off at times because they are said to
be due to “that’s just employees being stupid and ignorant,” [46, 47] andmany employees
are deterred if not prohibited from engaging with the department formally charged with
information security when issues arise [48, 49] though the employees likely have much
more knowledge of the affected operational processes than the security professionals
themselves. Therefore, to achieve cyber resiliency, organizational leaders will need to
actively promote substantial cultural changes, which will take much time and effort.

5.3 Creating and Implementing Human-Centric Security Systems

Finally, organizational security systems must become human-centric and designed
around the ways that humans actually behave rather than how they are supposed to
behave. The HVE described above would provide much data and insight in determining
how to design secure systems around actual behavior. Established principles of user
interface design could provide tremendous insights into how to design security around
the human [50]. “The more secure you make something, the less secure it becomes”
[51]. This quote by Donald Norman in context makes the argument that adding secu-
rity controls to a system (virtual or physical) creates second order effects that lead to an
overall reduction in the security of that system. This occurs because the security controls
introduce impediments to the user in accomplishing their goals. An idea that prevails
throughout the security industry is that usability is necessarily at odds with security.
We challenge this notion, because of Norman’s argument that people will find work
arounds. Systems that may seem superficially less secure, may ultimately be more so.
Passwords serve as excellent case studies in this regard. For example, consider a 22-
character password consisting of random alphanumeric and symbols in comparison to a
22-character passphrase made from only lower-case letters. The 22-character complex
password will be significantly more resilient to dictionary attacks; however, consider-
ing the two examples from a human-centric perspective it becomes obvious that the
English-based passphrase is more secure. Here is the 22-character complex password,
3963%0TF32(gqe7oo3N*!2). And here is the 22-character password, lily had a little
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lamb. Two weeks from now, when you are expected to log back into the systems for
which you have just created these two passwords, which will you be able to remem-
ber, and which will you need to write down? This password example demonstrates that
sometimes less security is more actually more secure.

Another candidate area that could better leverage usability is Shadow IT usage.
When users are resorting to alternative informational technology resources instead of
the approved or authorized resources, this should be a strong signal to security staff
that something in the existing system needs to be fixed. Users do not decide to use
unauthorized IT services because they are inferior to the authorized services. They use
unauthorized services because the authorized services DO NOT WORK as well as the
alternatives. Much in the same way that muddy tracks across grass provide evidence
of poor landscape design [1], Shadow IT provides evidence of poorly designed IT.
Sometimes less security is more secure.

6 Summary

Errors and the misuse of data systems are responsible for a majority of data breaches
according to several surveys [5, 19, 21, 22]. Comparing studies and analyzing trends to
identify root causes is nearly impossible because of a lack of standardized terminology
and uniform classification. Human error results from many causes, and security aware-
ness training only addresses a subset of these. To effectively address this exposure, we
recommend the creation of a HumanVulnerabilities and Exposures (HVE) database sim-
ilar to the established Common Vulnerabilities and Exposures (CVE) database, creating
and cultivatingCyber-ResilientOrganizations (CROs), and implementing human-centric
security systems that are complimentary to human cognitive processing rather than con-
tradictory to it. Until steps such as these steps are taken, the significant security exposure
to human error will persist.
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Abstract. We have developed an approach to Dynamic Adaptation Management
in Augmented Cognition systems that processes task and operator state indicators
to dynamically select and configure context-sensitive adaptation strategies in real
time. This dynamic approach is expected to avoid much of the potential cogni-
tive cost associated with adaptations. Following an overview of our conceptual
approach and the description of a proof-of-concept implementation in the anti-air
warfare domain, this paper describes the conceptualization and operationalization
of five adaptation strategies: Context-Sensitive Help, Automation, Scheduling,
Visual Cueing, and Decluttering. These strategies were designed to address two
critical user state diagnoses – high workload and incorrect attentional focus. We
then report an experiment that evaluated each strategy’s impact on those two criti-
cal states. Twenty-four participants (18m/6f) took part in the lab-based experiment
and performed a naval air surveillance task in six different conditions (five adapta-
tion conditions and one control condition). Two adaptation strategies significantly
reduced the average duration of critical state episodes. Two other adaptation strate-
gies also showed promising trends for being effective in addressing the cognitive
state problems.

Keywords: Adaptive systems · Adaptation strategies · Augmented Cognition ·
User state assessment ·Workload · Attention · Physiological monitoring

1 Introduction

Most Augmented Cognition systems use physiological measures to detect critical cog-
nitive states and trigger adaptation strategies to address the problem state and restore or
augment performance. However, the mere presence of a critical state reveals little about
the type of adaptation that would be appropriate with respect to the given situation.With-
out accounting for context, it is likely that adaptations are inappropriate for the current
situation, triggered or withdrawn at inopportune moments, potentially interrupting or
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confusing the user. Fuchs, Schwarz and Flemisch [1] stated that many adaptation frame-
works demonstrated to date may be successful in diagnosing and addressing isolated
problem states but lack the flexibility necessary to be effective in complex systems with
heterogeneous elements and rich interactions, concluding that more flexible frameworks
are needed.

This paper describes an approach to dynamically adapting system interactions to
address critical operator states. Task andoperator state indicators are processed to dynam-
ically select and configure context-sensitive adaptation strategies in real time. Following
an overview of the conceptual approach and a proof-of-concept implementation, we
describe the design of five adaptation strategies meant to address two critical user state
diagnoses – high workload and incorrect attentional focus.

1.1 User State Diagnostics

In previous work, Schwarz, Fuchs, and Flemisch [2] have proposed a multidimensional
assessment of user state as a more holistic approach to user state analysis in adaptive
system design. This approach has resulted in a diagnostic component named RASMUS
(‘Real-Time Assessment of Multidimensional User State’) that detects performance
decrements of the user and analyzeswhich critical user states are likely to have caused the
performance decrement [3]. RASMUS diagnostics enable technology to detect not only
when the human operator’s performance declines and which cognitive states are critical,
but also identifies contextual factors (system state, task state, user state as indicated
by physiological and behavioral metrics) that may have contributed to the situation.
RASMUS forwards detections of potentially critical user states and associated contextual
indicators to the adaptationmanagement component, thereby enabling dynamic adaptive
systems to not only determine when the user needs support, but also to infer what kind
of support is most appropriate to restore performance.

For the purposes of the work reported in this paper, RASMUS diagnostics were
configured to detect two critical user states – high workload and incorrect attentional
focus. The physiological and contextual indicators used to diagnose these states are
listed in Table 1. Diagnostic outcomes for these user states were validated in a prior
experimental study [4].

Table 1. Contextual indicators used to diagnose cognitive problem states.

High workload Incorrect attentional focus

Number of tasks high
Click frequency high
Heart rate variability low
Pupil size high
Respiration rate high

>1 tasks present
highest priority task not selected
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1.2 Dynamic Adaptation Management

The goal of our Dynamic Adaptation Management concept is to determine when the
user needs support and to infer what kind of support is most appropriate to restore user
performance in a given situation. To that end, Fuchs and Schwarz [5] have developed
ADAM, an “Advanced Dynamic Adaptation Management” component that is summa-
rized herein for easy reference. ADAM processes RASMUS diagnostics, determines
an appropriate adaptation goal and selects the adaptation strategy that is best suited to
mitigate the detected critical state, and thus, to restore the user’s performance.

ADAM assumes that declines in performance are symptoms caused by underly-
ing cognitive problem states. For example, task omission may be caused by excessive
workload, incorrect attentional focus, or even motivational issues. Accordingly, ADAM
assumes that task performance can be restored by adapting the interaction with strate-
gies that address the diagnosed cognitive state problem. According to Breton and Bossé
[6], humans should receive support when their “cognitive capabilities are not sufficient
to adequately perform the task” (p. 1–4). Thus, ADAM assumes a need for adaptation
when a performance decrement coincides with at least one critical cognitive state. A
performance decrement was included as a prerequisite for adaptation to allow operators
to self-adapt to the problem state, considering that “having adaptive system working
together with an adaptive operator will likely be unsuccessful. An adaptive system is
more likely to work successfully when it starts reallocating tasks as soon as the oper-
ator is no longer able to adapt properly to changing task demands” ([7], p. 10). Also,
intervening too early may favor complacency (“based on an unjustified assumption of
satisfactory system state,” [8], p. 23) and hinder development of resilience and coping
strategies.

To trigger adaptation, ADAM also requires that the pool of adaptation strategies
include a strategy that is (a) capable of addressing the diagnosed cognitive state problem
and (b) suitable in the given context. For example, automating tasks to support the
operator may only make sense if a sufficient number of tasks is present. Once a need
for adaptation is indicated, ADAM dynamically selects the best strategy from a pool
of candidate strategies based on RASMUS diagnostic output. The approach to dynamic
adaptation management involves five steps (Fig. 1) that are detailed below.

First, ADAM selects an adequate adaptation objective based on the diagnosed cogni-
tive state problem. Adaptation objectives are abstract descriptions of cognitive manipu-
lations that describe how a certain critical cognitive state can be addressed so that it is no
longer critical (e.g. shift user attention to critical task). Each objective may be achieved
through several strategies (e.g. cueing, decluttering, etc.). The second step is therefore to
select, from a pool of available adaptations, a strategy that is linked to address the adap-
tation objective and that is suitable under current conditions. To that end, all adaptations
able to achieve the adaptation objective become candidate strategies. It is possible that
certain conditions must be met in order to trigger a strategy. ADAM evaluates known
conditional prerequisites for all candidate strategies to determine the best strategy under
current circumstances. If prerequisites are not fulfilled, the strategy is deemed unsuitable
in the given context and further strategies from the pool will be evaluated for their suit-
ability. An adaptation strategy may also comprise contextual parameters which can be
used to further tailor it to current task and user state (Step 3). For example, task urgency
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Fig. 1. Five steps of ADAM dynamic adaptation management.

could inform cue salience. Once selected and configured, the adaptation strategy is acti-
vated (Step 4) in the information display, altering human-machine interaction in a way
that affects the cognitive state problem and serves the adaptation objective. Monitor-
ing the effects of adaptation (Step 5) with respect to task performance and cognitive
state changes will determine whether and how adaptation is continued. If the adaptation
objective was accomplished and the underlying problem states are no longer present, it
is important to withdraw this context-specific adaptation, as inappropriate continuation
could have negative effects on the operator and task performance.

We expect this dynamic approach to avoid much of the potential cognitive cost asso-
ciated with adaptations. To understand how each adaption strategy effects cognitive user
states in stand-alone, adaptation strategies were analyzed individually, before examining
the effect of the dynamic approach as a whole.

2 Method

Goal of the reported experiment was to examine each adaptation strategy’s capacity to
mitigate the two critical user states of high workload and incorrect attentional focus.

2.1 Task Environment

Given the generic nature of the adaptation management approach, it can be applied to
various operational and instructional settings. The experimental testbed for the work
reported herein was a naval air surveillance task (Fig. 2), implemented in Java and
connected to an existing AAW simulation driven by Presagis Stage [9]. The simulation
was simplified for learnability but designed to maintain the essential cognitive demands
of the real-world task. The operator is to perform all tasks with a focus on keeping the
Identification Safety Range (ISR) around the own ship clear of threats. The simulation
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comprises four simplified AAW-tasks (cf. Table 2 for task descriptions): identification
of contacts, creation of new contacts, warn, and engage contacts. Figure 2 shows a
screenshot of the task environment. The blue dot in the center of the map represents the
own ship. Identified radar contacts are visualized in green (neutral), blue (friendly), or
red (hostile). New, unidentified contacts (yellow) must be identified as neutral, friendly,
or hostile according to certain criteria, such as location, direction, and IFF code. Hostile
contacts that enter perimeters marked by blue or red circles around the own ship must
be warned or engaged, respectively.

Fig. 2. Screenshot of the task environment. (Color figure online)

Tasks occur at scripted times throughout the scenario and may occur simultaneously.
In this case, the task with the highest priority must be performed first. Each task is
associatedwith a time limit for task completion. Time limitswere adopted fromoutcomes
of an earlier study that employed the same tasks and simulation software [10]. If a task is
not completed within the defined time limit or completed incorrectly, RASMUS detects
a performance decrement. Table 2 indicates the priorities (with 500 being highest and
100 being lowest) and the respective time limits of each task.

2.2 Adaptation Framework

The adaptation objective is determined based on cognitive state diagnoses reported at the
time of critical performance. In order to demonstrate dynamic selection of an adaptation
based on diagnosed cognitive state problems, context-sensitive adaptation objectives
were defined for each cognitive problem state (Fig. 3). For proof-of-concept purposes,
five adaptation strategies were designed and implemented, so that each objective was
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linked to only one adaptation strategy designed to address the diagnosed cognitive state
problem (although the conceptual framework allows selection from multiple strategies
per objective). The strategies are detailed in Sect. 2.3.

As performance decrements are detected and the system determines a need for adap-
tation, the appropriate strategy is invoked based on the selected adaptation objective
(Table 3). While adaptation is active, performance and cognitive state criteria are con-
tinuously monitored to examine whether a strategy was successful in achieving the
associated adaptation objective and must be withdrawn.

2.3 Adaptation Strategies

Context-Sensitive Help. A Context-Sensitive Help (CSH) adaptation was designed to
support the user when there is an executive function bottleneck. An executive function
bottleneck is assumed when the user is in a state of high workload but task execution is

Table 2. Description, priority, and time limit for each subtask in the experimental task.

Task Description Priority Time limit

Identify Any unidentified contacts must
be identified as friendly, neutral,
or hostile based on predefined
criteria. Identified contacts may
change their behavior in a way
that requires reassigning their
identity

100 outside ISR, 300 within ISR 30 s

Create NRTT When a message appears in the
message panel a contact (NRTT)
must be added manually to the
TDA. Information required to
create the NRTT is displayed in
the message

200 30 s

Warn Contacts identified as hostile
must be warned as soon as they
enter the Identification Safety
Range (ISR; indicated on the
TDA by a blue circle around the
own ship)

400 20 s

Engage Contacts identified as hostile
that have been warned must be
engaged as soon as they enter
the Weapon Range (WR;
indicated on the TDA by a red
circle around the own ship)

500 10 s

Abbreviations: ISR – Identification Safety Range; TDA – Tactical Display Area; NRTT – Non-
real-time track; WR – Weapon Range
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Fig. 3. Context-sensitive selection of adaptation strategies in the proof-of-concept system.

Table 3. Trigger rules for adaptation strategies.

Adaptation strategy Diagnosed user state Context parameters to determine
objective

Context-Sensitive Help High workload Low mouse click frequency

Automation High workload High mouse click frequency,
priority of attended task >

priority of automated task

Scheduling High workload + incorrect
attentional focus

High mouse click frequency

Visual Cueing Incorrect attentional focus High priority task present

Decluttering Incorrect attentional focus Only low priority tasks present

delayed. Delayed task execution is operationalized by a low frequency of mouse clicks
despite high task load. CSH points out the next step of action and places cognitive affor-
dances where the user needs support [11]. To overcome executive function bottlenecks or
mental blockades, this adaptation adds a yellow tag to the track with the highest-priority
task that is labelled with the task to be performed (“Identify”, “Warn”, “Engage”). In
case an NRTT message is the highest-priority task, its envelope is highlighted in yellow
(Fig. 4). To activate CSH, three criteria must be met at the same time: A performance
decrement, high workload, and a low number of mouse clicks. The adaptation is with-
drawn as soon as the tasks that caused the performance decrement are complete or
workload is no longer critically high.

Automation. Automation changes the extent of human involvement in the task by taking
over tasks previously performed by a human operator. To address psychomotor bottle-
necks during task execution, the dual-mode Automation strategy described in [5] was
employed in a slightly redesigned form. A psychomotor bottleneck may arise when the
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Fig. 4. Context-SensitiveHelp for contacts (left) andNRTTenvelope (right). (Color figure online)

user knows what to do but is incapable of keeping up with the task load. Following the
Adaptive Automation approach (i.e. [12–14]), the user should be kept “in the loop” and
Automation is only to be activated on demand. Activation of the Automation strategy
requires three criteria to be met: A performance decrement, high workload, and a high
mouse click frequency, the latter being an indicator of high psychomotor workload. If
all three criteria are met, identification of contacts in uncritical positions is automated to
free up operator resources for higher priority tasks. To prevent automation-related errors
and complacency effects (e.g. [15]), all automated identifications are marked with a “?”
(Figure 5). Suspect identifications can then be verified manually later when the user is
less taxed.

Fig. 5. Automated identification; Contacts with automatically assigned identities are labeled with
a question mark.

Scheduling. In case of a perceptual bottleneck, sensory inputs may be processed incor-
rectly or not at all. Hence, a perceptual bottleneck is assumed when high workload and
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incorrect attentional focus occur at the same time. To address this problem, a Scheduling
strategy was designed that suppresses the presentation of non-critical new tasks (iden-
tification of tracks outside of ISR, NRTT tasks) when high-priority tasks are present.
Our Scheduling strategy thus converts simultaneously occurring events into sequential
form (cf. [11]). The strategy assists in distributing workload more evenly and prevents
distraction from uncritical new tasks. Four criteria must be met to trigger the schedul-
ing strategy: A performance decrement, high workload, incorrect attentional focus, and
presence of high-priority tasks (identification inside of ISR, warn, engage). Suppressed
tasks are presented as soon as any of the four criteria is no longer met.

Visual Cueing. Operator attentional focus can be shifted by increasing the saliency of
relevant information objects [16]. AVisual Cueing strategywas designed to immediately
refocus the operator’s attention to the highest-priority task in case there are urgent tasks
that the user’s attention is not focused on. The strategy is operationalized as a red arrow
pointing from the cursor to the task with highest priority (Fig. 6). Three conditions must
be met to trigger this strategy: A performance decrement, incorrect focus of attention,
and presence of tasks with a high priority (identification in ISR, warn, or engage). The
arrow disappears as soon as the tasks that caused a performance decrement are completed
or when the focus of attention is no longer critical.

Fig. 6. Visual Cueing; a red arrow points at the highest-priority contact (4010). (Color figure
online)

Decluttering. When the operator’s attentional focus is incorrect but there are no urgent
tasks present, less intrusive means of manipulating user’s attention are sufficient, as
to not cause task interruption problems. Decluttering refers to reducing the amount or
complexity of information to be displayed [17] and is similar to cueing in that it provides
attentional filtering by increasing the salience of some display objects compared with
others [11].

A Decluttering strategy was designed to reduce distraction caused by currently irrel-
evant information/objects in non-time-critical settings. In order to facilitate task detec-
tion, contacts that do not require action are faded to 30% opacity to reduce their salience
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(Fig. 7). The Decluttering strategy is triggered when the following criteria are met:
A performance decrement, incorrect focus of attention, and presence of low-priority
tasks (identification outside of ISR). Decluttered contacts fade in again when all tasks
that caused the performance decrement are complete or attentional focus is no longer
inadequate.

Fig. 7. Decluttering; opacity of currently irrelevant contacts is reduced.

2.4 Experimental Design

To investigate the effectiveness of adaptation strategies in mitigating critical user states,
a lab-based experiment was designed in which participants worked on a naval air surveil-
lance task in two different scenarios (24 min each; similar difficulty and task load). Each
scenario was divided into three 8-min long phases, resulting in six phases (Fig. 8). One
phase was used as the control condition. In all other phases, participants were assisted by
one of the five adaptation strategies whenever ADAM determined a need for adaptation.
To avoid order effects, a Latin square design was used to balance the order of conditions.

Fig. 8. Two scenarios were divided into six 8-min phases (five adaptation conditions and one
control condition). CSH = Context-Sensitive Help, AUT = Automation, SCH = Scheduling,
CUV = Visual Cueing, DEC = Decluttering.

Wehypothesized that adaptation strategiesmitigate cognitive state problemsby either
reducing high workload, redirecting attention to the highest-priority task at the moment,
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or both. Changes in cognitive state problems were investigated using three dependent
variables: (1) quantity, (2) average, and (3) cumulative duration of diagnosed critical
user states (cf. Table 1).

2.5 Participants

Twenty-four employees of the Fraunhofer Institute for Communication, Information
Processing and Ergonomics (18 males, 6 females) took part in the lab-based experiment.
Participants were between 19 and 48 years old (Mage = 31.96, SDage = 7.18) and 62.5%
reported having very good or good knowledge of computer games, while 37.5% stated
having little or no knowledge of computer games.

2.6 Apparatus

Figure 9 shows the research testbed with the sensors utilized for user state assessment: a
Tobii X120 eye tracker underneath themonitor, a Zephyr BioHarness3multisensor chest
strap on the left, and a webcam positioned on top of the monitor. A 24-inch monitor
is used to display the user interface of the Anti-Air-Warfare simulation. The Tactical
Display Area (TDA) located in the center displays virtual contacts in the surroundings
of the own ship.

Fig. 9. Experimental testbed with user screen and sensor equipment.

The experimental testbed provides information on tasks and task state, behavioral
activity, andRASMUSuser states diagnostics for highworkload and incorrect attentional
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focus. These cognitive states were chosen because of their particular relevance to the
task and because RASMUS diagnostics were successfully validated for these states in a
previous experiment [4]. Alongwith every critical cognitive state diagnostics, RASMUS
reports the status of the contextual indicators that contributed to the state diagnosis (cf.
Table 1).

2.7 Procedures

At the beginningof each session, participants gave informedconsent. Participants donned
the Zephyr BioHarness3 multisensor chest strap after its contact surfaces were moist-
ened to improve conductivity. A computer-based pre-test questionnaire was then admin-
istered to assess demographic data, experience with computer games and the current
cognitive, motivational, and emotional states of participants. Afterwards, participants
read instructions for the experimental task. Next, the eye tracker was calibrated. Partic-
ipants then completed a 13-min training scenario with moderate workload. During this
training phase, participants were able to ask questions and received guidance from the
experimenter to ensure full comprehension of all tasks. Towards the end of the training
scenario, workload was reduced to ensure that participants had enough time to finish
all tasks before recording the physiological baseline. In a 2-min baseline phase, phys-
iological indicators were measured to represent an uncritical state used by RASMUS
diagnostics to detect cognitive state problems during the two experimental scenarios.

Finally, the two scenarios with three phases each were run in counterbalanced order.
Prior to each adaptation condition, the participant was given a description of respec-
tive adaptation strategy to be activated if needed. After each phase, a computer-based
post-test questionnaire was automatically presented. In this questionnaire, participants
subjectively reported their workload and rated the adequacy of their attentional focus on
a 15-point scale (cf. [18]). In adaptation conditions, the post-test questionnaire addition-
ally asked participants to indicate how helpful or disturbing they found the adaptation,
and to rate the adaptation’s impact on performance, workload, and attentional focus.
Participants also had the opportunity to comment on each item.

2.8 Data Processing

If a participant did not experience the adaptation strategy intended for a phase because
trigger conditionswere notmet, the phasewas excluded from the analysis as anyobserved
changes in cognitive state could not be attributed to the adaptation strategy. Two phases
from the automation condition were hence excluded from the analysis. Therefore, all
comparisons between the adaptation strategy automation and the control condition are
based on n = 22 participants.

2.9 Analysis

Statistical analyses were performed with SPSS 25. To analyze the experimental hypoth-
esis, quantity, average duration, and cumulative duration of critical state episodes for
both high workload and incorrect attentional focus were compared between adaptation
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conditions and the control condition. Dependent t-Tests for paired samples were com-
puted when normality assumptions were met. Otherwise, Wilcoxon signed-rank tests
were used. For all comparisons the acceptable type one error rate was set to α = .01
based on a Bonferroni correction due to multiple tests. Additionally, effect sizes (Pear-
son’s r) were calculated. The effect was considered small when r = .10, medium when
r = .30, and large when r = .50 [19].

3 Results

Table 4 shows means and standard deviations of how often and how long each adap-
tation strategy was activated. Decluttering was by far activated most often, whereas
Context-Sensitive Help remained active the longest on average. Pronounced interindi-
vidual differences were present as suggested by the large standard deviations. While
some participants rarely met the criteria for activating adaptation strategies, others did
quite often and for long intervals.

Table 4. Occurrences, average, and cumulative durations of adaptation strategy activations.

Adaptation strategy Occurrences
M (SD)

Average duration (s)
M (SD)

Cumulative duration (s)
M (SD)

Context-Sensitive Help 5.63 (3.20) 31.28 (30.79) 154.42 (128.35)

Automation 3.38 (2.60) 1.79 (1.48) 7.08 (7.64)

Scheduling 7.38 (4.49) 13.35 (8.91) 95.46 (78.85)

Visual Cueing 8.88 (5.81) 3.17 (1.15) 30.71 (24.69)

Decluttering 18.08 (7.57) 10.47 (4.73) 188.67 (106.68)

3.1 Critical Workload

It was tested whether adaptation strategies were effective inmitigating diagnosed critical
workload episodes by either reducing quantity, average duration, or cumulative duration
of diagnosed cognitive user states compared to the control condition. Results of these
comparisons and descriptive statistics of critical workload episodes are shown in Table 5.

Quantity. Noadaptation strategy significantly reduced the quantity of diagnosed critical
workload episodes (all ps > .302, all |r|s < .22).

Average Duration. On average, critical workload episodes were significantly shorter
withVisual Cueing than in the control condition (z=−2.77, p= .006,N = 24, r=−.40).
Scheduling showed a statistical trend in the same direction (z = −1.83, p = .067,
N = 24, r =−.26). Other comparisons were not statistically significant (all ps> .28, all
|r|s< .17).
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Table 5. Quantity, average, and cumulative duration of high workload episodes in comparison to
the control condition.

Quantity Average duration (in
seconds)

Cumulative duration (in
seconds)

M (SD) p (r) M (SD) p (r) M (SD) p (r)

CSH 8.25 (3.76) .519 (.14) 35.25 (29.48) .819 (.03) 231.25 (117.81) .773 (.06)

AUT 8.91 (3.54) .613 (.08) 26.71 (20.06) .570 (.09) 212.00 (123.58) .535 (.14)

SCH 10.04 (5.41) .507 (.14) 25.92 (22.98) .067 (.26) 206.54 (112.54) .247 (.24)

CUV 10.29 (4.03) .303 (.21) 22.66 (24.49) .006 (.40) 193.83 (121.62) .088 (.35)

DEC 9.38 (4.68) .798 (.11) 49.71 (94.96) .278 (.16) 228.17 (113.61) .633 (.10)

CTL 9.04 (4.24) – 37.06 (32.72) – 240.17 (91.09) –

Notes. CSH = Context-Sensitive Help, AUT = Automation, SCH = Scheduling, CUV = Visual
Cueing, DEC = Decluttering. N = 24, except for AUT-CTL comparison (n = 22).

Cumulative Duration. No adaptation strategy significantly reduced the cumulative
duration of diagnosed critical workload episodes (all ps > .087, all |r|s < .36), but
the comparison between Visual Cueing and the control condition was marginally signif-
icant (t(23)= 1.78, p= .088, r= .35).With Visual Cueing, episodes of critical workload
tended to be shorter overall.

3.2 Incorrect Attentional Focus

Itwas further investigated,whether adaptation strategies effectivelymitigated episodes of
incorrect attentional focus by either decreasing quantity, average duration, or cumulative
duration of incorrect attentional focus in comparison to a control condition. Results of
these comparisons and descriptive statistics of episodes of incorrect attentional focus
are shown in Table 6.

Quantity. Episodes of incorrect attentional focus occurred significantlymore oftenwith
Decluttering, compared to the control condition (z=−3.23, p= .001,N = 24, r=−.47).
A similar statistical trend was found for Context-Sensitive-Help (t(23) = −2.08,
p = .049, r = .40) and Visual Cueing (t(23) = −2.04, p = .053, r = .39). Other
differences were not statistically significant (all ps > .492, all |r|s < .16).

Average Duration. Episodes of incorrect attentional focus were significantly shorter
with Decluttering compared to the control condition (z = −3.57, p < .001, N = 24,
r = −.52). Additionally, there were marginally significant differences with Context-
Sensitive Help (z=−1.97, p= .049, N = 24, r =−.28) and Visual Cueing (z=−2.49,
p = .013, N = 24, r = −.36). Other comparisons were not statistically significant (all
ps > .252, all |r|s < .17).

Cumulative Duration. No adaptation strategy significantly reduced the cumulative
duration of episodes of incorrect attentional focus (all ps > .103, all |r|s < .34).
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Table 6. Quantity, average, and cumulative duration of incorrect attentional focus episodes in
comparison to the control condition.

Quantity Average duration (in
seconds)

Cumulative duration (in
seconds)

M (SD) p (r) M (SD) p (r) M (SD) p (r)

CSH 21.54 (6.55) .049 (.40) 11.63 (5.71) .049 (.28) 236.05 (96.58) .226 (.25)

AUT 17.50 (4.15) .493 (.15) 15.08 (7.26) .671 (.09) 258.00 (97.53) .750 (.07)

SCH 18.92 (5.21) .749 (.07) 13.50 (5.23) .253 (.16) 248.13 (92.08) .717 (.08)

CUV 21.67 (6.97) .053 (.39) 10.92 (3.29) .013 (.36) 227.79 (79.98) .104 (.33)

DEC 23.63 (6.06) .001 (.47) 10.67 (4.29) <.001 (.52) 242.00 (83.70) .404 (.17)

CTL 18.38 (5.45) – 14.64 (6.73) – 254.88 (94.70) –

Notes. CSH = Context-Sensitive Help, AUT = Automation, SCH = Scheduling, CUV = Visual
Cueing, DEC = Decluttering. N = 24, except for AUT-CTL comparison (n = 22).

4 Discussion

In summary, two adaptation strategies turned out to be effective in addressing cognitive
state problems: Visual Cueing and Decluttering effectively reduced the average dura-
tion of critical state episodes in comparison to a control condition. Two more strategies,
Scheduling and Context-Sensitive Help, showed similar statistical trends in the same
direction with moderate effect sizes. Both Scheduling and Context-Sensitive-Help were
associated with a marginally significant lower average duration of cognitive state prob-
lems in comparison to the control condition. The moderate sizes of these non-significant
effects suggest that the study was most likely underpowered. Therefore, a replication
with a larger sample size is necessary to further test the effectiveness of the adaptation
strategies.

Decluttering significantly reduced the average duration of diagnosed incorrect atten-
tional focus episodes, confirming its intended function; however, at the same time, the
strategy significantly increased the number of such problem state episodes. Context-
Sensitive Help und Visual Cueing showed trends in the same direction. This seemingly
contradictory observation can be explained with the trigger mechanism for adaptations.
An adaptation strategy is activatedwhen a performance decrement coincideswith at least
one critical cognitive state. Thus, a critical state episode is required for an adaptation
strategy to be triggered and can thus not be proactively avoided. This may explain the
general ineffectiveness of adaptation strategies in reducing the quantity of cognitive state
problems. Also, as two adaptation strategies effectively reduced the average duration of
critical state episodes, the problem states were able to reoccur more often.

Visual Cueing was designed to address incorrect attentional focus. While it did
not significantly reduce the average duration of such critical state episodes, it showed
a promising statistical trend in the intended direction with a moderate effect size. In
addition, although not designed for this purpose, Visual Cueing significantly reduced the
average duration of highworkload episodes. This effect can be easily explained, asVisual
Cueing frees the participant from searching for and identifying the highest-priority task,
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thereby reducing workload. Also, the arrow cue may have led to conclusions about the
overall task state. For example, a cue pointing to an ID task would indicate that this was
currently the highest-priority task, thereby implying that no (higher-priority) warnings
or engagements were necessary at that time. Finally, the effect may be explained with
outcomes of a previous experiment using the same task environment [20], in which
we tried to induce workload and incorrect attentional focus independently in separate
scenarios. Results indicated that occurrences of the two states overlapped considerably.
In fact, incorrect attentional focuswasmore successfully induced by increasingworkload
than by adding distracting elements to the scenario, suggesting that the two constructs
are tightly coupled and may generally coincide.

Contrary to our expectations, the strategy of automating low-priority ID tasks did
not significantly reduce critical workload. The specific reason is unknown but the result
is consistent with other findings in automation research (e.g. [21]). It is possible that
automated changes to the situation require users to invest additional workload for change
detection and mental model updates.

Generally speaking, the effectiveness of individual adaptations may have been lim-
ited by their highly specific respective purposes. In order to limit the cognitive costs
associated with each strategy, adaptation strategies for the Dynamic Adaptation Man-
agement approach are designed to temporarily address temporary states, limiting their
individual long-term effectiveness. A single adaptation strategy may support certain
aspects of a situation when needed but can negatively affect other aspects of the same
situation. For instance, Decluttering reduced the salience of a hostile track until it actu-
ally entered the identification safety range, which made it more difficult to anticipate
such tasks. In a dynamic interplay of strategies, a subsequent visual cue on the task,
once it has occurred, could counteract that negative effect of Decluttering. In a Dynamic
Adaptation Management setting, different adaptation strategies may complement each
other and may thus lead to a higher combined effectiveness in addressing cognitive state
problems.

5 Conclusions

Visual Cueing and Decluttering significantly reduced the average duration of critical
user state episodes, Scheduling and Context-Sensitive Help showed promising statistical
trends in the same direction. However, neither the quantity nor the cumulative duration
of critical user states was significantly reduced by any of the five adaptation strategies.
It was suggested that this was partly due to the configuration of adaptation strategies as
a reaction to a user experiencing a cognitive state problem.

Additional analyses will investigate the effect of these five adaptation strategies on
task performance. As a next step, a study is underway to examine the effectiveness of a
dynamic interplay between all adaptation strategies rather than evaluating each adapta-
tion strategy individually. It is expected that adaptation strategies only reveal their full
potential when complementing each other within a Dynamic Adaptation Management
approach.
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Abstract. The dispatch of emergency services is a complex cognitive task. Cur-
rent decision support methods rely heavily on manual analysis of maps and map
overlays. This paper aims to use call for service/emergency (CFS) dispatch data
from various cities to look for patterns not usually amenable to visual analysis that
could be used to create decision support tools ormethods for dispatchers whomust
allocate first responder resources under emergency conditions. The authors have
collected from the Police Data Initiative, a publicly available government repos-
itory that contains millions of annotated 911 dispatch records. The authors have
selected three major American cities (Hartford, CT; Lincoln, NE; and Orlando,
FL). Three experiments are performed to assess possible benefits of augmenting
conventional manual methods with automated analysis derived using methods of
data science. In particular, high-dimensional and non-linearly coded information
not amenable to manual analysis are considered.

Keywords: 911 system · Crime mapping · Crime informatics

1 Introduction

Responding to emergencies is a problem that exists worldwide. Increasing the speed
and efficiency of such responses can result in far more favorable outcomes such as lives
being saved and criminal being apprehended. A variety of factors can affect the response
to emergency calls, for example, time of day, jurisdiction, the type of crime, the location
of the crime, the availability of resources, and dispatcher characteristics.

There is a small but growing body of research that looks at optimizing dispatch
services. This research mainly focuses on temporal and spatial characteristics of the call
event and on dispatcher characteristics. The current paper looks to compare visual pattern
recognition with machine learning and data science that can identify high-dimensional
information not readily visible to either the naked eye or to common data analysis
techniques. Should the latter technique prove to provide more information, they can be
further developed to improve emergency dispatch services.
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2 Dispatch

In theUnited States, calls for emergency services (Call-for-Service, CFS), such as police,
fire, and medical services, are handled by 911 dispatch, who may handle one or more
types of emergency calls. Dispatchers must make quick decisions, often with only partial
information and with limited resources (Shively, 1995). Dispatchers may receive infor-
mation from a variety of sources, including police officers, fire departments, ambulance
dispatch, calls from citizens (both emergency and non-emergency), hazardous materials
crews, and from other dispatchers (Shively, 1995; Terrell, McNeese, & Jefferson, 2004).
Dispatchers must take this information and decide what priority level to assign, who
to dispatch, and whether more information must be gathered. Filtering, analyzing, and
acting on all of this information is a highly complex task that is inherently stressful and
difficult; as such, software has been created to help optimize these tasks.

The most common group of dispatch technologies is the Computer Aided Dispatch
(CAD) system, which is “an interactive, visual based technology used by members of
dispatch teams to enter information regarding an emergency situation, receive recom-
mendations for appropriate emergency response, and to share information about a given
emergency with fellow colleagues” (Terrell, 2006, p. 61). CAD can retrieve information
about the caller, such as phone number and location, record information about the type
of incident, suggest call priority and resource allocation, produce photos of the call loca-
tion, search for warrants and citations, and store all this information (Terrell, 2006). CAD
systems are now also integrated with geographic information systems (GIS) technology,
making locating callers much easier and more accurate (Neitzel, 2019).

In addition, the United States is seeing massive overhauls to the basic 911 dis-
patch technology [Police Executive Research Forum (PERF), 2017]. For example, Next-
Generation 911 (NG911) systems are being developed and tested (in partial deployment)
to include capabilities related to text, photo, and video messaging, information sharing
across agencies, and recording response times (Neitzel, 2019). In addition, FirstNet,
created by Congress in 2012 and operational in 2017, is a nationwide wireless commu-
nication network that can allow police agencies to share information (text, photos, and
videos)with other agencies and the public (PERF, 2017). These functions can revolution-
ize how people communicate with emergency services, alter dispatch decision-making,
and change the ability to gather and analyze evidence (PERF, 2017). About 33 states have
opted-in to the FirstNet service (PERF, 2017) and 33 states, the District of Columbia,
and 2 tribal jurisdictions have plans in place to implement NG911 and in total have
received over $100 million USD in federal grants to assist in implementing the system
(National Telecommunications and Information Administration, 2019).

Other software exists to help do data analysis of spatial data, the most notable being
ArcGIS. Such software can analyze spatial patterns, look at aggregate information,
include information about groups living within the mapped area, look for routes, and
similar analyses. Such software, while extremely useful, does not perform the direct
non-linear mixing of features that are described in this paper.

With all the new developments in dispatch technology creating vast amounts of new
information, the integration of these technologies with advanced machine learning and
data science techniques can further improve the outcomes of 911 dispatch. The current
paper will look at such techniques using software developed by the researchers that has
many of CADs basic features as well as software developed that uses advanced machine
learning techniques to analyze the data.
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2.1 Three Data Experiments

The researchers performed a series of experiments. In the first experiment (Experiment
1), two “analysts” used mapping software created by the researchers. This software
created annotated visual overlays of 911-Call-for-Service data on a city map, allowing
analysts to visually look for different types of patterns in the CFS data (Fig. 1). It should
be noted that research indicates that there are patterns in crimewith regard to location and
time. For example, crime tends to peak in summer months and drop in winter months. In
addition, urban areas, lower income areas, and racially heterogeneous areas are expected
to have higher levels of crime generally. Robberies are most common in public places
while domestic violence and sexual assault would be more likely in residences. Theory
also suggests that an intersection of residential and business zones would have higher
levels of crime. As such, the researchers expected some patterns to be easily observable.
Analysts were told they could look for whatever patterns they liked, but were told that
expected patterns might include demographic and zoning factors. It was also suggested
they might look for patterns in the Hartford dataset [1] related to the police shooting
of Michael Brown, Jr. in August of 2014-this and subsequent, related events were the
impetus for protests, rallies, and riots across the United States in the days and months
that followed. (The Hartford data set was the only one used that includes data for 2014.)

Fig. 1. Map overlay tool for 911 calls by Call Type through time (Hartford, CT)

In the second experiment (Experiment 2), pattern processing software was used to
quantify non-linear relationships in the CFS data. These are relationships that would
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not be readily observable to the naked eye, or to simple analytic techniques (linear
correlation, statistical normalization), but which could augment such techniques.

In the third experiment, (Experiment 3), a data imputation technique was used to
model annual CFS activity for three cities. Each model captures patterns of CFS activity
from relationships implicit in a year and city (the reference set). These models were
then applied to other years than those of the reference set, and to other cities than the
reference city. The purpose was to create and demonstrate a methodology for comparing
CFS data from one time and place to others, at the individual call level, without having
to choose a specific pairing of calls. The comparison is objective, and quantifiable at
the individual call level (e.g., we could identify anomalous calls… calls that do not fit
the model). Experiment Three shows that, with proper information encoding, different
cities can be directly compared in an objective, numeric manner.

3 The Data

3.1 Data Collection

Data for this study were gathered from the Police Data Initiative (https://www.policedat
ainitiative.org/datasets/calls-for-service/Additional), a site that has publicly available
datasets of compiled 911 dispatch calls from a variety of cities. The researchers selected
3 cities due to the differences in their demographic, geographic, and politicalmakeup and
due to the types of information in the datasets: Hartford, Connecticut; Lincoln, Nebraska;
and Orlando, Florida. All three datasets covered, at the least, an entire calendar year,
and included latitude, longitude, and incident information for each call.

3.2 Features, Feature Vectors, and Target Variables

A feature is an attribute of an entity being analyzed. Features are typically represented
by numeric values. A feature vector is an ordered array of features. A set of feature
vectors is a Feature Set.

Let N be a positive integer; when each feature vector in a feature set consists of N real
numbers, the feature set can be regarded as a collection of points in the N-Dimensional
Euclidean Space RN. This geometrizes the associated data analysis problem, facilitating
the application of methods from Linear Algebra and Numeric Regression.

For Experiments Two and Three, seven basic features were used. These were chosen
because they are known to be correlated with call-for-service activity, and were available
for all three cities in the study. They are (Table 1):

The Ground Truth (target variable for analysis and regression experiments) was
chosen to be the Call Priority, which is assigned by Dispatch to each call for service at
the time the call is received. A Call Priority value of 3 indicates Low Priority; a value
of 2 is Medium Priority; and a value of 1 indicates High Priority.

Call type-call type was operationalized as criminal, bad non-criminal, service, and
administrative. Criminal calls involved those with putative criminal intent, such as rob-
bery, assault, or theft. Bad non-criminal were calls that involved “bad” but likely non-
criminal behavior, such as loitering and suspicious person calls. Service calls were calls
for service such as traffic problems, roadway obstructions, etc. Administrative calls were
calls that did not fit into the other categories, such as “food run” and comfort stops.

https://www.policedatainitiative.org/datasets/calls-for-service/Additional
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Table 1. The seven basic features for Call-for-Service data

FEA 1 Call_Type (1 = criminal, 2 = bad-non-criminal, 3 = service call, 4 = admin)

FEA 2 DOW (day of week, 1 = Sunday)

FEA 3 MOY (Month of Year, 1 = January, 2 = February, … 12 = December)

FEA 4 DOM (Day of Month, 1–31)

FEA 5 Longitude (decimal degrees, West indicated by negative values)

FEA 6 Latitude (decimal degrees, North indicated by positive values)

FEA 7 HOD (Hour of Day, 0–24, decimal value)

4 Demographics of the Subject Cities

4.1 Hartford, CT

Hartford is a New England city in the Northeastern United States about 100 miles inland
from Boston, Massachusetts. It has a population of about 122,587 people, and it has the
unfortunate distinction of being one of the poorest cities in the U.S. Another distinction
of Hartford is its racial makeup: Caucasians, Blacks/African Americans, and Hispanics
are almost equally distributed (33.1%, 36.9%, and 44.5%, respectively). The median
household income ($34,338) is significantly below the national average and the poverty
level is a staggering 30.1%. The percentage of high school graduates only comes in at
74.2% of the population, and, correspondingly, only 16.8% of residents hold advanced
degrees. Despite the low number of graduates, the area does offer a number of higher
education choices, including the University of Hartford, the University of Connecticut,
and Trinity College.

4.2 Lincoln, NE

Nebraska is a state in the Midwestern United States, and Lincoln is the state’s capitol.
According to world population review, of the 200 largest cities in the U.S., Lincoln
comes in 72nd with about 287,401 people. An interesting fact about this area is it is not
suburbanized like many other cities. Lincoln’s population is predominately Caucasian
(85.2%). The median household income is reflective of a middle class city ($55,224);
however, the poverty level (14.2%) is slightly above the national average. The University
of Nebraska-Lincoln is by far the largest higher learning institution in the area, with over
25,000 students. Over 90% of the population finished high school, and close to 40% of
people hold degrees at the bachelor’s level or higher.

4.3 Orlando, FL

Orlando, Florida is located in the Southeastern most part of the United States, approx-
imately 200 miles north of Miami. Similar to Lincoln, Orlando ranks 77th out of 200
large cities with about 285,700 people, and the metropolitan area ranks as one of the
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fastest growing populations in the nation. In contrast to Lincoln, Orlando is more racially
diverse, with Caucasians (60.7%) and Blacks/African Americans (25.4%) making up a
majority of the city, with a significant percentage of Hispanics among them (31.1%). The
median household income ($48,511) is below the national average with the city having a
poverty level (18.2%) above the national average. Orlando is similar to Lincoln in regards
to both high school and higher education graduate percentages, and the University of
Central Florida enrolls the most students in the U.S. at over 60,000 students.

5 Experiments

5.1 Experiment 1: Visual Data Analysis Using Map Overlays

Hartford, Connecticut. Upon visual analysis, Analyst 1 found that both serious assault
and homicidewere clustered in their own specific blocks of theHartfordmap. In addition,
robberies seemed to map along major roads. When mapping larceny and muggings (as
these crimes are similar to robbery), a similar, albeit less apparent, pattern of mapping
along roadways occurred. Roads in the north central area were problematic for theft;
this area seems to be zoned as industrial and neighborhood mix. Larceny and robbery
seemed more prominent in the southern part of the map; this area has mixed zoning,
is racially diverse, and has a low income level. Analyst 1 also observed that one area
of serious crime occurred in an area of the city with a clear income divide. A mapping
of alarm hold-ups indicated mapping along roads that also mapped for robbery as well
as in blocks that mapped for serious crimes; Analyst 1 theorized that cluster analysis
would reveal a mixture of serious crime types and theft-as if there was a link somehow
between the serious crimes and the theft.

In terms of the impact of the Ferguson, Missouri shooting event (August 9, 2014),
Analyst 1 indicated that there seemed to have more shots fired in 2014 and 2015 (as
compared to 2012 and 2013), but fewer group disturbances. The Analyst also found
clear evidence for an increase in picketing, especially on the anniversary of the Ferguson
event (August 9, 2015). Looking for minor assault from the date of the shooting through
the end of the month, the Analyst found the most calls for minor assault on August 16,
a day that had a rally scheduled (thestruggle.org). The Analyst also discovered that on
the day of the rally, while it was tied with another day for the highest calls for loitering
and mugging, the city had the least robbery and directed patrol calls in August. While
acknowledging she has no way of knowing the statistical significance of the findings,
the Analyst’s assessment was “Overall, [I] would say the level of law and order typical
of Hartford, CT was maintained in August of 2014. Some people chose to exercise their
freedom of speech without obtaining proper permits, possibly blocking businesses, etc.
When proper process was followed for the 8/16 rally, a few chose the action of minor
assault and used it as an opportunity for street crimes. Probably more interesting is that
robberies and people requesting patrols went down as people were occupied with other
events.”

Analyst 2 made some similar observations in Hartford to Analyst 1. For example,
he noted that robberies were frequent and traced the structure of the roads. Similar to
the findings of Analyst 1 with mugging and larceny, Analyst 2 observed lines in data
being quite common and indicative of high-crime streets, especially Russ Street and
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Main Street. Uniquely, he noted a square almost free of robbery that was located near a
park, cemetery, and a middle school; he also noted that this was almost free of juvenile
complaints. Analyst 2 considered this curious as it was near the middle school. Analyst
2 did not look at the Ferguson event.

Lincoln, Nebraska. Analyst 1 first looked at indecent exposure from 11/1-3/31 and
4/1-10/31 for all the years in the dataset. As she expected, indecent exposure was down
in the colder months versus the warmer months. Indecent exposure incidents in the inner
city seemed tied to roads while incidents in the outskirts did not seem to be tied to roads,
although the Analyst suggested the map might not show smaller roads. Continuing with
sex crimes, the Analyst noted that most prostitution incidents occurred in the outskirts
of the city. Deciding to look at what other crimes happened on the outskirts of town,
the Analyst discovered that kidnapping and, to a lesser extent, bomb threats and “theft-
coin operated.” The Analyst described the outskirts of town as being a diverse zoning
area, with business, agriculture, residential, development areas, and more. There are also
many roads into and out of town as well as the airport.

For the Lincoln map, Analyst 2 observed that burglaries are far more common north
of the city’s center. When looking at DUI calls, he noted that these were not as correlated
with major roads as expected-indeed, many of these calls were located within neighbor-
hoods. Another surprising finding was that drug calls were not linking with population
centers; these calls were common on the outskirts of town. Finally, Analyst 2 noted that
the southern exclave near 40.7349, −96.7727 reports some crimes (health, fire, drugs),
but not others (DUI). The presence of drugs but not DUI was reported as surprising.

Orlando, Florida. For Orlando, Analyst 1 randomly selected 6 weeks (Sunday–Mon-
day) from each of the 3 years available (2015, 2016, and 2017) and randomly selected
call types (prostitution, missing persons, hit and run, arson). It would appear that the
influence of prostitution was spreading and becoming more common in fringe areas over
time. To investigate this theory, the analyst mapped the cumulative plots of each year for
this type of call. Although the cumulative plots were not as convincing of the theory of
spreading as the randomweek data, it still seemed that incidents in the fringes are occur-
ring more often over time. Juvenile kidnapping were observed in neighborhoods and
major roads but seemed to have an inherent randomness. Similarly, hit and run seemed
to have no location pattern, occurring both in neighborhoods and along major roads. For
arson, the Analyst concluded there was a pattern but not enough information to make
any other conclusions.

In contrast, Analyst 2 first noted that drownings in Orlando are clustered around
population centers rather than lakes. In addition, areas with significant housing make
manymore suspicious persons calls, whereas areaswith larger traffic but few houses (e.g.
the Orlando airport, Disney, etc.) make much fewer suspicious persons calls. Another
observation noted by Analyst 2 is that many kidnappings are in unusually straight lines-
for instance, one long line is almost parallel to 17, running north to south (north of I4
and south of 423). Finally, Analyst 2 observed that prostitution calls were not present at
all in some highly populated areas, suggesting to him that prevention efforts might have
been successful in those areas.
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Algorithm for Assessing Feature Performance. To assess the performance of amem-
ber of a sports team, statistics are computed from the game play. However, it could be
that these are biased by the presence of other players on the team. Sometimes syner-
gistic affects can hide the true contribution of a single player. So, it is best to assemble
statistics on the player as they perform with a range of other players. If teams generally
perform better when a player is present, and worse when they are not, we are justified
in attributing the difference to their presence/absence.

Features can be evaluated in the sameway. Selectively include/suppress features, and
accumulate performance statistics by attributing outcomes to each feature depending
upon whether that feature was used or not. In this way, we identify, not just the best
features, but the best set of features.

For Experiment two, this feature evaluation technique was applied to the seven basic
features, and the larger FLINKED set (described below) of features.

Algorithm:
‘-Phase A:
‘Step 1: read in the data file
‘Step 2: uniform randomly segment into equal size calibration, training, validation

files
‘Step 3: compute class centroids and standard deviations for each of the segments
‘Step 4: Z-Score each feature using its class mean and standard deviation)
‘
‘-Phase B:
‘Step 1: uniform randomly select a subset of the features to test
‘Step 2: use the training set as the reference for an N-Nearest Neighbor classifier for

the vectors in the validation set
‘Step 3: for each feature, aggregate performance statistics (used, and not used)
‘
‘-Repeat Phase B for L epochs
‘
‘ Compute performance metrics for the “best” feature clique using the validation

file.
Figure 2 and Fig. 3 show the results of this assessment applied to the Hartford, CT

CFS data.

5.2 Experiment Two: FLINKING Feature Sets to Expose Non-linear Patterns

The Transform. For this experiment, the non-linear FLINKING transformwas applied
to expose non-linear patterns not easily discernable by manual inspection. This is a
polynomial transform, F, defined here:

Let a feature set consist of N real features, aj1, aj2,…, ajN„ so that the feature space
is RN.

The j-th feature vector is then a vector of attributes which we denote here as

{
Aj

} = {(
aj1, aj2, aj3, . . . , ajN

)}
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Fig. 2. Plots for 2012, 2013, 2014, and 2015, showing the relative contribution of the seven basic
features to prediction of the Call Priority Shown are the respective contributions when each feature
was used/not-used to classification accuracy, precision, recall, and overall quality.

Fig. 3. Table showing the results depicted in Fig. 2 in numeric form.
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Then define:

F
(
Aj

) = ((
aj1, aj2, aj3, . . . , ajN

)) = (

N∏

k=1

aj1ajk ,
N∏

k=2

aj2ajk , . . . ,
N∏

k=N

ajN ajk)

That is, each transformed feature is replaced with a collection of products of the
original features of vector Aj. This corresponds to a polynomial kernel (vis. the Vapnik
“Kernel Trick”). Notice that it increases the dimensionality of the problem from N to
N(N + 3)/2.

An early instance and description of this transform for data preparation can be found
in Pao, where it is referred to as the Functional Link. This name has led us to use the term
“FLink” as a transitive verb to describe this data operation,which has valuable properties.
For example, it makes the Parity Two problem linearly separable without increasing
the dimension of the feature space; and, supports a wide variety of straightforward
generalizations.

FLINKING Results. FLINKING the seven basic features generates 28 additional fea-
tures that are pairwise products of the seven basic features (giving a total of 35 features).
Ground Truth is again Call Priority (priority assigned by Dispatch to call, 1–3, 1 high-
est). Figure 4 below shows the progression from the original seven basic features (upper
left box), to the intermediate form of z-scored columns (upper right box), to the final 35
FLINKED features (bottom box):

Fig. 4. The two-step progression from the seven basic features to FLINKED data
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These product features are not amenable to visual analysis, as their presentation
varies in a non-linear way across maps and map overlays.

The Information Assessment process was applied to the FLINKED feature set.
Results are shown in Fig. 5. Results indicated that there were some non-linear combi-
nations of features that yielded better results than the basic seven features. In particular,
some of these bilinear features show improved precision (specificity), which equates to
reduced false alarm rates when the goal is event detection.

Themost informative combination was call type and the day of the week. This would
theoretically make sense, as the call type reflects the level of seriousness of what is going
on and the day of the week might reflect scheduling. If more resources (such as officers)
are scheduled for a particular day, then dispatchers may be more willing to assign a
higher priority.

Day of the week can also reflect scheduling of dispatchers. While CAD can
recommend a priority level, dispatchers always have the power to override that
recommendation, so day of the week might reflect the decisions of different dispatchers.

The second most powerful feature combination was call type by itself-again, rea-
sonable as call type indicates the level of severity of what is happening. Finally, the
third most powerful combination was call type and latitude and fourth was call type and
longitude. Indeed, location would potentially have a strong influence on priority of the
call. If certain locations are perceived as more “dangerous” or are known to have more
crimes happen there, calls about events in those places could receive a higher priority.

The graphs and table below show that the added features (particularly FEA8 through
FEA14) contribute significantly to the performance of the classifier in all metrics.

5.3 Experiment 3: Data Conformation for Year-to-Year and City-to-City
Modeling

Experiment three creates a number of city-to-self across years, and city-to-city models
for the purpose of assessing the stability of the call-for-service information binding over
time, and across space. Two questions about stationarity of call-for-service data are
addressed:

1. If a pattern models is derived from call-for-service data for a city, how well can this
model reconstruct call-for-service data for the city for a different year?

2. If a pattern model is derived from call-for-service data for a city, how well can this
model reconstruct call-for-service data for a different city?

Conforming Call Type Codes. Data representation schemes vary from jurisdiction to
jurisdiction, since each police force establishes a data representation schemes that suits
its jurisdiction’s patterns of activity. In particular, the numeric codes representing Call
Type are unique to each city.

To make comparison of cities possible, it was necessary to create a common a map-
ping from the disparate call-type codes used inmultiple cities to a uniform set of call-type
codes that could be used for all cities. This was accomplished by creating a set of 27
general call-type codes, and assigning each of the city-specific codes to one of these
(tables x, y, and z). The assignment was performed manually according to our intuitive
interpretation of the meaning of the original codes.
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Fig. 5. The relative information content of the FLINKED features. Notice the elevated perfor-
mance of features 8 – 14.

Uniform Recoding of Call Type. Tables were created for Orlando, Florida and Hart-
ford, Connecticut that mapped the Call Type codes each city used to a common set of 27
codes. The table of common codes is Table 2; the correspondingOrlando table is Table 3;
the corresponding Hartford table is Table 4. Conformation is perform by replacing the
Call Type codes for each city with the corresponding value in the common code table.
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Table 2. Commom Call Type
Codes

Table 3. Orlando Call Type
Codes

Table 4. Hatfrod Call Type
Codes
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5.4 Information Model for Year-to-Year Comparison

The Lincoln, NE CFS data set consists of 337,730 calls for service records. Of these,
115,871 are for 2017 calls; 117,120 are for 2018 calls; and 104,739 are for 2019 calls
(but the 2019 data ends at 11/14/19).

In practical applications it is not uncommon for some collected records to have
“missing” values: values that could not be collected, were collected incorrectly, or were
corrupted or lost after collection. Rather than just discard such partial records (which can
comprise a significant proportion of the entire corpus) mathematical methods called data
imputation techniques are sometimes used to fill missing fields with consistent estimated
values derived from the contextual patterns present in the data.

The weakest imputation technique is to replace missing values with some fixed
agnostic “fill value” chosen for that purpose. This completely ignores the data context,
and can lead to confusion later in the analysis (“Is this a REAL zero… or a FILL zero?”).
A better technique, which attempts to retain some of the information context of the data,
is to replace missing values with their population means (O(n) in the number of records).
This approach is fast and simple; but, because it is single-field oriented, it ignores the
intra-record information-context of the data. This readily produces inconsistent and
anomalous records.

For numeric data, a context sensitive method is the nearest neighbor normalization
technique. This can be applied reasonably efficiently (at worst O(n2) in the number of
records) even to large data sets having many dimensions.

The followingdescribes the nearest neighbor normalization imputationmethod (from
[5]).

This technique proceeds in the following manner for each feature to be imputed in
a given vector, V1:

1. From a reference set of feature vectors, find the one, V2, which:

a. Shares a sufficient number of populated fields with the vector to be imputed (this
increases the likelihood that the nearest vector is representative of the vector
being processed).

b. Has a value for the feature being imputed, Fm.
c. Is nearest the vector to be imputed (possibly a weighted distance).

2. Compute the weighted norms of the vector being imputed, V1, and the matching
vector found in step 1, V2, in just those features present in both.

3. Form the normalization ratio Rn = |V1|/|V2|.
4. Create a preliminary fill value P = Rn*Fm.
5. Apply a consistency test to P to obtain F’m, the final fill value.
6. Fill the gap in V1 with the value F’m.

In this approach, the reference set establishes an implicit model of intra-vector rela-
tionships among the features in each feature vector: certain combinations of feature
values tend to co-occur, indicating multi-factor correlations, both linear and non-linear.
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In this way, the imputation scheme just described allows a reference file to serve as an
information model for the problem space.

To assess the information-theoretic commensurability/consistency of two data sets,
one is used as reference to completely reconstruct the other, feature-by-feature. If the files
encode similar patterns, the reconstruction of the target file will be similar to the original.
High reconstruction error indicates information-theoretic differences, quantifies them,
and indicates in which vectors and for which features they occur.

It is important to note that the imputation approach is an information theoretic,
not a statistical approach. The vectors for reconstruction are chosen based upon their
proximity to the target, not parametrics. This makes the imputation approach a valuable
and distinct adjunct to conventional coding techniques.

Reconstruction error is measured here as the RMS Error of the reconstruction based
upon the z-scores of the original features.

First, we reconstruct data for a single city for different years, and sort the RMS
z-score reconstruction error in ascending order:

Figure 6 shows the sorted (ascending) imputation errors for a randomly selected
subset of the Lincoln, NE 2018 Call-for-Service data imputed from Lincoln, NE 2017
Call-for-Service data.

Figure 7 shows the sorted (ascending) imputation errors for a randomly selected
subset of the Lincoln, NE 2019 Call-for-Service data imputed from Lincoln, NE 2017
Call-for-Service data.

The reconstruction is fairly good (RMSz-score error< 0.5) for about 95%of the data.
This suggests that the information model provided by the 2017 CFS data is stationary
for Lincoln, NE.

Manual inspection of the imputation data showed that almost all of the error was
attributable to difficulty in recovering the latitude and longitude of CFS calls. Figure 8
shows the scatterplot of reconstruction error for Latitude vs. Longitude for the Lincoln,
NE imputation of 2018 CFS data from Lincoln, NE 2017 CFS data. Figure 9 shows the
same view after removal of the high-error vectors. In both cases, the error is zero mean,
and normally distributed.

5.5 Information Model for City-to-City Comparison

Figure 10 shows that city-to-city imputation might not have the same fidelity as within-
city imputation. Approximately 10% of the CFS vectors of Lincoln, NE could not be
accurately imputed from theHartford,CTCFSdata.Once again,manual analysis showed
that themajority of the errorwas in the location data. This is to be expected, since different
cities will have different numbers and arrangements of CFS “hot spots”, and these will
not be represented in a foreign reference set.
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Fig. 8. Lincoln, NE (Longitude, Latitude) imputation error scatterplot, imputing 2018 CFS data
from 2017 CFS data, no excision

Fig. 9. Lincoln, NE (Longitude, Latitude) imputation error scatterplot, imputing 2018 CFS data
from 2017 CFS data, vectors having imputation error > 0.5 excised
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Fig. 10. Impute Lincoln, NE from Hartford, CT as reference

6 Conclusions

This empirical investigation has shown that certain data science methods (the use of
non-linear transforms, and vector imputation) can be applied to CFS data to evaluate
the information content of CFS data, characterize non-linear information that is not
visually apparent, and provide a mechanism for information-theoretic comparison of
jurisdictions through time and across space.
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Abstract. The task-based guidance of multiple unmanned aircraft
(UAV) from aboard a manned aircraft increases the mission performance
and reduces the potential risk for the crew. In time-critical situations an
adaptive assistance system can simplify or take-over the UAV to avoid
mishaps. This article describes and evaluates the effects of such plan-
ning assistance with different intervention levels in a human-in-the-loop
experiment with German Air Force pilots. For this purpose, we present
three different intervention levels (hint, simplification, take-over). The
three intervention levels are then examined in four different threat sit-
uations to determine their appropriateness. The results show that too
high intervention is rated negatively in low threat situations. In the case
of a threat to the manned fighter and the unmanned systems, the sim-
plification and take-over intervention were evaluated very positively and
the time between the occurrence of the threat and the delegation of the
countermeasures was drastically reduced.

Keywords: Manned-unmanned teaming · Planning assistance system

1 Introduction

Current developments in automation, planning and artificial intelligence allow
future UAV systems to perform increasingly complex tasks. At the moment these
systems heavily depend on a connection to the command center on the ground,
which delegates the corresponding tasks and makes further decisions if neces-
sary. Communication delays or disturbances, e.g. by hostile jamming, to this
command center can eliminate these advantages [9]. This problem is tackled by
the concept of manned-unmanned teaming (MUM-T). In MUM-T, manned and
unmanned mobile assets (air, land, sea, space) interoperate to pursue a common
mission objective. The unmanned platforms as well as their mission payloads are
commanded by the manned asset. The required mission planning and manage-
ment capabilities for a single operator are a highly relevant field of research [1,3].
The high work demands, arising from the multi-platform mission management

c© Springer Nature Switzerland AG 2020
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and tasks execution, besides the usual pilot tasks, necessitates a certain degree of
automation. Although highly automatic planners are feasible to solve such multi-
vehicle planning problems in real time, they increase the risk for automation-
induced errors such as the loss of situational awareness, complacency, or opacity
[19]. The Institute of Flight Systems (IFS) at the Universität der Bundeswehr
München addresses these problems by developing adaptive assistance, mission
management and guidance systems. In previous research we studied the team-
based guidance of three UCAVs (unmanned combat aerial vehicle) from aboard
a single-seat fighter aircraft [4]. Even though all missions were successfully com-
pleted, the intentionally chosen high degree of automation temporarily led to
mental under load of the pilots and was lacking in adaptability to balance the
operator’s activity and work demands in the sense of degrading situational aware-
ness and complacency over the course of the mission. The experimental subjects
further expressed the desire to be able to assign dedicated tasks to the UCAVs
during mission execution, especially in less demanding situations [4]. In the heli-
copter domain, we investigated multi-UAV guidance on a task-based level [16].
During the mission execution the crew was supported by an adaptive assistance
system, that recognized the currently performed tasks of the crew, determined
the workload and proactively avoided phases of excessive stress [2]. The evalua-
tion of the concept with German helicopter pilots showed the advantages of the
concept such as reduced workload and increased performance [14–16]. On this
background we developed interaction concepts [7,8] and implemented a mixed-
initiative mission planner for the guidance of multiple UCAVs from aboard a
manned fighter cockpit [5,6]. This work experimentally evaluates the interven-
tion possibilities of this system with German Air Force pilots and is structured
as follows: First the different actors, their roles and relations are described with
the help of a work system analysis. Based on this, we present the human machine
interface for the task delegation and the intervention possibilities in this process.
The different interventions are then experimentally examined and evaluated in
realistic mission situations.

2 Approach

The initial step in the development of a MUM-T system for the cockpit-based
cooperative UCAV guidance is a top-down analysis of the individual system
participants and their relationships. The Work System notation, described in
[17], provides a semantical and graphical language for such a top-level system
design with strong focus on human-automation work share and is used in the
following. Within the Work System there exist two roles, defined as follows:

– Worker : The worker knows, understands and pursues the Work Objective by
own initiative. There has to be a human taking the role of the worker, in any
case.

– Tools: The tools receive the orders from the worker and will only execute
them when commanded. Usually conventional automation (e.g. FMS, auto
pilot) takes the role of a tool.
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Fig. 1. Work system of the mixed-initiative planner, as part of the Assistance System
(Color figure online)

Three different types of actors, i.e. humans, artificial cognitive agents, and
conventional automation, are now integrated into the Work System. These actors
are assigned in accordance with their capabilities and given requirements, to the
Worker or Tool role. The entities of the Work System can stand in a hierarchical
(green connector) or heterarchical (blue connector) relationship to each other.
Figure 1 depicts the current work system for the cooperative UCAV guidance in
the fighter domain at the IFS. The system contains cognitive agents installed
aboard the UCAVs and the manned fighter aircraft. The cognitive agents aboard
the UCAVs are responsible for the execution of assigned tasks in the role of a
tool. In case of errors or situational changes, these agents are capable to pursue
their tasks independently as long as the plan is not affected, however they can-
not pursue the Work Objective independently. The cognitive agent (Assistant
System) aboard the manned fighter supports the pilot in mission planning and
execution and therefore adopts the role of a worker in this system. The pilot (i.e.
the Human Worker) stands in a hierarchical as well as a heterarchical relation-
ship to the assistance system. The hierarchical relationship enables the pilot to
delegate tasks to the UCAVs through the assistance system [7]. A mixed initia-
tive mission planner in the assistance system integrates the delegated task into
the mission plan of the UCAVs, considering resources, constraints and timings
[6], and then delegates the task to the UCAVs through the hierarchical rela-
tionship between the AS and the UCAV Agent. The heterarchical relationship
between the pilot and the assistance system enables the system to support in the
task assignment processes, the resolution of planning conflicts and the identifi-
cation and improvement of sub-optimal plans. The intervention concept is based
on the basic requirements for assistance according to Onken and Schulte [13],
which are defined as follows:

1. Draw the attention of the assisted human operator(s) with priority on the
objectively most urgent task or subtask.

2. If the person is overtaxed, transfer the task situation into a manageable one
for him.

3. Only take-over tasks that the human is principally not capable to accomplish,
or which are of a too high risk or likely a cause of too high costs.
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These two distinct modes of cognitive automation (i.e. the hierarchical and het-
erarchical relationship) [17] allow the mission planning to be initiated and exe-
cuted by both parties. Regardless of who initiated the planning, the following
steps have always to be performed:

1. Selection of the desired task
2. Delegating the task
3. Integrating the task into the mission plan of the UCAV

According to the assistance levels presented above, steps 1–3 of this process can
be partially or completely taken over by the assistance system. These different
types of the cockpit-based UCAV guidance (with/without assistance) and the
corresponding human machine interface are presented below. Afterwards, the
appropriateness of the different interventions is evaluated in different mission
scenarios with German Air Force pilots.

3 Human Machine Interface

This chapter describes the Human Machine Interface (HMI) for the cockpit-
based cooperative UCAV guidance with different levels of intervention. First, the
hierarchical relation of the HMI, the task creation and delegation, is presented.
Then the adaptation of the HMI to the heterarchical relation, i.e. the different
intervention levels, of the assistance system are presented.

3.1 Delegation

The hierarchical relationship between the pilot and the assistance system enables
the task delegation to the UCAVs. This interaction takes place via the multi-
functional display of our experimental fighter cockpit, shown in Fig. 2. The pilot
first selects a target on the tactical map. According to the selected target [10] the

Fig. 2. Human machine interface
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pilot can then create a task using a radial context menu at the target location, see
Fig. 2a. After the task creation the pilot can adapt the task parameters, (Fig. 2b)
and delegate it to the team members with the delegation interface, shown in
Fig. 2c. The task creation and delegation process is described in detail in [8].
The position of the own fighter aircraft (grey symbol) and the team members
are indicated in Fig. 2d&e. The red circles, Fig. 2f, mark enemy radar or missile
defense positions which shall be suppressed or, if possible, circumvented for safe
mission execution.

3.2 Assistance

The heterarchical relationship between the assistance system and the pilot allows
the system to support the pilot in the task creation and planning process, com-
pare Fig. 3. These intervention levels are analogous to the to the basic require-
ments, as follows:

1. Hint: Pop up dialog box (PUD) at the target with description of the missing
task, the pilot has to create the task himself and assign it to a team member
via the delegation interface as described before, see Fig. 3.1.

2. Simplification: PUD at the target with description of the missing task, as
well as the most suitable team member for the task, is shown to the pilot.
Additionally, the position for the new task is visualized in yellow on the time
line. For the delegation of the task and the replanning, the pilot can accept
the proposal directly in the PUD, Fig. 3.2.

3. Take-over: PUD on the target with description of the automatically delegated
task and the corresponding team member. The pilot can revise this decision
by clicking decline, restoring the old plan, Fig. 3.3.

Fig. 3. Different types of intervention, hint simplification, take-over
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4 Experimental Setup

The evaluation of the different interventions is carried out in a human-in-the-
loop experiment. In this context, the influence of incorrect interventions (propose
engagement of SAM position that can be circumvented) on the mental workload
(MWL), and system acceptance are examined. Another focus is set on the exper-
imental determination of the adequacy of the intervention level, i.e. to high/low
intervention, in the missions. Therefore, we first develop hypotheses and define
missions and situations based on these hypotheses. These missions are then inte-
grated into the simulator, shown in Fig. 4, and carried out by German Air Force
pilots. Retrospectively the different situations in the missions are replayed and
evaluated with the help of questionnaires.

Fig. 4. The MUM-T fighter simulator at the IFS.

4.1 Hypotheses

The following aspects are to be examined with regard to the mental workload
and appropriateness of the intervention:

H1: False intervention increases the mental workload (i.e. propose/take-over
engagement of SAM position that can be circumvented).

H2: Simplification/take-over intervention reduces the MWL if the target, a
UCAV or the fighter is threatened.

H3: Intervention is undesired if there is enough time to solve the problem.
H4: The automatic delegation of tasks is preferred when the own fighter is threat-

ened.

4.2 Missions

The hypotheses are examined with three missions containing the desired types
of situations. For briefing technical reasons and to avoid automation surprises,
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Fig. 5. Example mission (A) with the different mission phases: Endangering of high
value target (B), UCAV (C), Fighter (D) and Route (E).

a fixed intervention level was defined for each mission, i.e. all interventions in
a mission were on the same level. Each mission contained the reconnaissance,
engagement and battle hit assessment of a high value target and the reconnais-
sance of two secondary targets. The missions were pre-planned and the pilot was
responsible for the target engagement and target verification. The other tasks
were performed by the UCAVs. Throughout the mission area pop up threats,
i.e. enemy surface to air missile sites (SAM), had to be expected. The rules of
engagement in these missions stated that those threats should only be engaged
if an aircraft or high-value target is endangered. An exemplary mission with the
individual mission phases is shown in Fig. 5A. The letters on the left side indi-
cate the positions of the different threats in the mission scenario. In Fig. 5B-E
the situations occurring during the mission execution are shown in detail. The
first situation in this mission (B) is the threat to a target, in the sense that no
aircraft is within range of the SAM site and there is sufficient time to complete
the task, i.e. delegate a HARM task to suppress the enemy SAM site. The second
situation (C) describes the pop-up of a threat with one or more UCAVs in range,
represented with a red circle. In this case, an immediate reaction of the pilot is
necessary. An escalation of this situation is shown in Fig. 5D, with an additional
threat to the manned fighter aircraft. The last situation (E) shows a threat to
the route. In accordance with the rules of engagement, the threat has to be cir-
cumvented. Each of the missions covered these four different situations and to
eliminate possible spill-over effects from previous pop-up SAMs, the occurrence
of two threats in the missions were at least 60 s apart.
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4.3 Data Acquisition

After the mission execution, the four situations, shown in Fig. 5, were replayed
and the adequacy of the intervention was determined. Additionally, the impact of
the intervention on the pilots’ mental workload for the situation was assessed. For
this purpose, the mental workload with and without assistance was determined
using NASA-TLX questionnaires. As performance measure we evaluated the
interaction time between the pop up and the elimination of the threat.

5 Results

The missions were carried out with eight active German Air Force pilots. First,
the effect of the intervention on the mental workload is discussed, followed by
an evaluation of the performance and questionnaires.

5.1 Mental Workload

The effects of the different intervention stages on the mental workload without
an acute threat are shown in Fig. 6. The interventions in the case of an endanger-
ment of the route, Fig. 6 left side, showed a slight workload increase for all types
of interventions. In case of the hint and simplification, the pilots had to reject
the dialogue message. For the take-over intervention the pilot had to contra-
dict the faulty intervention, i.e. the engagement of the SAM site, otherwise the
rules of engagement would have been violated and therefore the mental workload
slightly increases. However this increase was too small to support the hypothesis
H1. The workload results for an active threat to an UCAV or the manned fighter
are shown in Fig. 7. When the UCAV and the fighter are threatened, the hints
lead to a higher workload. This can be explained by the fact that in addition to
the delegation of the engagement of the threat the hint had to be rejected. For
the simplification and take-over interventions little or no effect on the mental
workload can be observed and therefore the hypothesis H2 has to be rejected.

Fig. 6. Nasa TLX scores of the different intervention levels for the threatening of the
route and a target.
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Fig. 7. Nasa TLX scores of the different intervention levels for the threatening of the
UCAV and fighter.

5.2 Performance

The evaluation of the interaction times is divided into the different intervention
levels (i.e. hint, simplification, take-over). For the hint, only the dialog had to
be removed for the route, thus showing a very short reaction time. In case a
target, UCAV, or the fighter was threatened, a HARM task had to be created
and delegated to a UCAV. There is a huge time difference if a target or a UCAV
is threatened in contrast to a manned fighter. This can be explained by the fact
that in the case of a threat to the own fighter aircraft, evasive maneuvers were
immediately carried out and then the delegation of the task was addressed. For
the intervention with the simplification it showed up that the proposals for the
route, the UCAV and the fighter were processed equally fast. The elimination
of the threat to the target was somewhat faster, which could be interpreted
as a higher situational awareness of the area. The evaluation of the take-over
intervention only shows a valid time for the route, as the wrong decision of the
system had to be counteracted. For the target, the UCAV, and the fighter, the
time when the dialogue was closed is shown here, but the threat is eliminated
from the system intervention.

Fig. 8. Interaction time of the individual intervention stages for the elimination of a
threat to the route, target, UAV or fighter.
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5.3 Questionnaires

The evaluation of the questionnaires is shown in Fig. 9 and the results are refer-
enced as follows (Question number, Intervention, Situation), the intervention and
situation are abbreviated with the initial letter. The hint was evaluated rather
negatively in the situations, since the pilots did not feel supported (Fig. 9.1H).
Hypothesis H3 is supported by the fact that the majority of pilots did not wish
more intervention if a route was threatened (Fig. 9.4HR). On the other hand, if
the targets are threatened, the pilots desired more intervention although there
was enough time to solve the problem (Fig. 9.2HT & 4HT). In case of a threat to
the UCAV and the fighter (Fig. 9.2HU & 2HF), the pilots did not have enough
time to solve the problem with the hint, which also correlates with the interac-
tion times (Fig. 8). In case of a threat to the target, the UCAV, and the fighter,
the pilots also desired more support by the system (Fig. 9.4H) than a simple
hint. One problem here was that in addition to the dialog message, a sound
notification is triggered when a threat occurred. The pilots remarked that such
an intervention would be useful if they had no situation awareness for the task.
In contrast to the hints, the simplification of the task was evaluated very posi-
tively. However, some test persons expressed the desire for more support of the
system, especially in case of a threat to the fighter (Fig. 9.1SF & 4SF). For the
automatic take-over of tasks it was shown that the faulty interventions when
threatening a route (Fig. 9.1TR & 3HR) were evaluated too positively by the
pilots, because here a false system decision was made. A reason for the positive

Fig. 9. Evaluation of the questionnaires after the mission.
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evaluation could be the simple correction of the incorrect intervention by the
decline button (compare Fig. 3). In the case of a threat to the manned fighter,
the intervention level was found to be more appropriate than the simplification
(Fig. 9.4SF vs. Fig. 9.4TF). This supports the hypothesis H4, however signifi-
cance cannot be shown.

6 Conclusion and Future Work

In this work we experimentally evaluated the effects of different intervention
levels in MUM-T mission. Starting with a work system analysis we derived two
modes of automation, delegation and assistance, required in such MUM-T mis-
sions and presented their realization in the HMI. The assistance functions of
this system were then systematically evaluated with German Air Force pilots in
four different threat situations (route, target, UCAV and fighter). For each of
the three intervention levels (hint, simplification and take-over) the impact of
the intervention on mental workload, performance and system satisfaction was
evaluated. The results showed that simplification and take-over intervention are
desirable in time-critical situations. However, the automatic take-over of tasks
in non mission critical situations (threat of route, target and UCAV) was criti-
cized. This corresponds with the third basic requirement of [13] to only take-over
tasks that the human is principally not capable to accomplish. A similar effect
was observed for the hint intervention, here the intervention was unnecessary,
because in case of a threat to the route or the target, the pilot directly realised
the situational change and in case of a threat to the UCAVs or manned fighter
aircraft, a higher intervention was desired. In order to achieve an adaptive inter-
vention, more extensive analyses of the current situation, the pilot’s situational
awareness [18] and his current mental workload [11] must be incorporated into
the decision-making process of the assistance system [12].
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Abstract. Security policies require a secret code to access electronic informa-
tion. Challenges exist between the usability and memorability of passwords. This
study spotlights individualistic behavioral assimilation of passphrase styles for
design insight and recall abilities. Data captured categorical authentication behav-
ior toward enhanced usability outcomes. Validated locus of control personality and
memory associative instruments demonstrated the internal and external personality
types and cognitive response types that contribute to the systematic quest toward a
morememorable passphrase scheme. Personalized criteria contributed to practical
evaluation employing a repeated measures structure. This study tested 58 partici-
pants who successfully completed a passphrase survey consisting of four rulesets
applied to imposed and user created passphrases designed for repeated measures.
Although electrophysiological data was collected, it was not analyzed in time
for this publication. Results indicate that memory associative factors of cognition
represent a significant factor in the recall of 75% of imposed passphrase category
types. The locus of control and memory associative variables are significant at
the .05 level. Internally controlled participants preferred the created room objects
and created no vowel passphrases. Additionally, the created room objects and ani-
mal association passphrases ranked the highest among the externally controlled
subjects. The imposed passphrases constructed without vowels and associated
with animals received the least recall. This descriptive study informs passphrase
usability identifying cognitive demands that impact memory.

Keywords: Passphrase authentication · Locus of control personality ·
Cognition · Memorability

1 Introduction

Password objectives spanning more than 40 years have positioned the importance of
security and convenience in human computer interaction. Password security continues
to dominate computer authentication in a non-standard system [20]. Although, Herley,
Van Oorschot, and Patrick [12] question if passwords will be universally used by the
year 2019, the secret keyword remains ubiquitous. Varying password selection criteria
persistswith inconsistent conditions amongwebsites [6] and usability problems continue
to exist with passwords [22].
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Bonneau, Herley, Van Oorschot, and Stajano [5] report the difficulty to replace
passwords given security and human interaction weaknesses. Usability, deployability,
and security advantages framed their focus on evaluation principles. Results from their
study suggest passwords are not expected to be a displaced authentication technology.
Therefore, the application of a criteria based methodology furthered their discussion on
computer authentication.

Establishing a memorable password is expected to lessen the burden of password
creation and recollection. Addas, Thorpe, and Salehi-Abari [2] suggest the use of a
geographic cue to assist user memory during passphrase recall. However, recollection
data indicated that while users were not constrained to a passphrase format, allowing a
free form passphrase suggests to impede the memory advantage of utilizing the Geo-
Hint authentication system. Another study conducted by Yıldırım and Mackie [28] sup-
ports memorability proposed password composition guidelines that suggest to augment
memorability and alleviate the difficulty of managing multiple accounts with unique
requirements.

Grassi, Garcia, and Fenton [11] define successful digital authentication of a memo-
rized secret to a system when a subscriber provides secret information for that identity.
Unlike symmetric keys that are controlled by the verifier, memorized passwords are
constructed by the user and are expected to be successfully recalled. Therefore, similar
passwords may be composed and used in other logins. The reuse of password credentials
support memorability by lessening the burden of recall errors. Herley, Van Oorschot, and
Patrick [12] offer insight beyond passwords. The currentmemorability challenge is offset
by password resets. However, security implications and user management of numerous
passwords are concerns that impact the progress of enhanced user authentication that
addresses security and usability.

Passphrase structures simulate natural language and therefore suggest to increase
usability [22]. A password memory study devised a way for users to create memorable
passphrase consisting of four words. Jeong, Vallat, Csikszentmihalyi, Park, and Pacheco
[14] propose that electing four random words is more secure than a standard password
consisting of a combination of characters and numbers. Besides collecting passwords
for security reasons, Bonneau and Preibusch’s [6] study indicate that not all websites
necessitate security passwords. In fact, passwords are collected by websites to establish
a database of user information targeted for other reasons such as marketing purposes that
addweight to usability efforts.Mitigating password enrollment, resets, sharing, and reuse
are motives that contribute to this passphrase study. The research examines memorable
communication between the user and computer with emphasis on individual selection
and recollection of various passphrase types for discrete locus of control personalities
and behavioral preferences.

2 Research Design

The passphrase study is designed to expose all university respondents, N = 58, to all
levels of the independent variable predictors that result in regulating variance and alle-
viating the random assignment of the sample [23]. Repeated measures identify within
subject differences in passphrase selection andmemorability and it is expected to result in
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participant similarities that differ among others [8]. Subjects were scheduled for 90 min
appointments at the University of Hawai‘i at Mānoa’s Hawaii Interdisciplinary Neu-
roscience Technology Laboratory (HINT) lab. The survey was administered using an
anonymized Qualtrics platform licensed by the University of Hawai’i at Mānoa. Physio-
logical data was collected measuring heart rate, skin conductance, and facial corrugator
muscle using the BIOPAC Systems, Inc. equipment. Electronic sensors, amplifiers, and
transducers complied with the criteria of the International Organization for Standardiza-
tion that detail laboratory methods for quality management principles [21]. The results
from the electrophysical data collection will be reported in the future.

This study intends to predict associations based on theory, clearly defined research
questions, hypotheses testing and regression analysis. The survey was processed through
a systematic progression of pretesting design principles. Three pilot studies were con-
ducted to arrive at the final survey. The completed design is governed by four rule sets for
each imposed and user constructed category that are defined by four words containing
five characters.

The survey data collected was password secured and manually scored by the
researcher. Data was cleaned by comparing the responses to the passphrase requirements
and categorizing individual records for the associated variable scores. All conditions will
be tested using IBM’s statistical package for the social sciences (SPSS) that assess the
significance and effects of interactions [10]. Data analysis is expected to reveal relation-
ships and patterns to predict the effects of cognition and locus of control personality on
passphrase construction and memorability behavior.

3 Passphrase Instruments

Fifty-eight participants were presented with a survey consisting of imposed and user
constructed passphrase recall based on four rulesets. Data was collected using existing
validated instruments as well as a passphrase survey that was tested using three pilot
studies. In addition to the various passphrasememory types, the survey containedRotter’s
[24] locus of control (LOC) personality test and Ekstrom, Dermen, and Harman‘s [9]
memory associative factor cognitive test. During passphrase recall, the Stroop [27] word
and color test was randomly distributed throughout the survey to interrupt immediate
retrieval from working memory. Table 1 illustrates the characteristics of the survey
questions.

3.1 Locus of Control Personality

The passphrase survey was designed using self-reports of the locus control personality
test. Locus of control deciphers a situation to inform individual approaches to one’s
surroundings [16]. Locus of control is interpreted as internal or external personality.
Responses are construed to attribute behavior based on self-perception that are internally
determined. Situations contingent on the external or to be controlled by destiny are
revealed in the validated generalized reinforcement questions rooted in social, academic,
and attitudes of living [24].
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Table 1. Passphrase survey composition

Question Type Characteristics Instrument Usefulness

Self-report Expression of
attitude, belief,
feeling

LOC internal external test Indicative of
self-knowledge

Identity Demographics Indicative of
self-knowledge

Closed ended Multiple choice
format

LOC internal external test Indicative of
self-knowledge

Memory recall of
numbers and names

Memory associative tests Indicative of working
memory processing

Physiological
responses

EDA, EKG, fEMG Psychophysiological
inferences of emotion

Open ended Memory recall of
passphrases

Passphrase recall tests Indicative of working
memory processing

Passphrase
Construction

Passphrase construction
rule sets

Indicative of cognitive
processing

Source: Adapted from Spector ([26], p. 253)

The locus of control personality scale is indicative of internal traits that have a pos-
itive response to perceived regulation of behavior expectancies that have been modified
and applied to predict latent behavior [15]. Factors representing internally controlled
personalities are reliant on personal unique characteristics. Externally controlled indi-
viduals distinguish events with unpredictability allowing environmental factors to add
complexity to distinctive contexts [24].

Results of the measurements surrounding decision making are implied to indicate
personal assessments of the presented stimuli. Responses are expected to amplify behav-
ioral responses to cognitive stressors that impact this design studying execution during
passphrase construction and recall.

3.2 The Stroop Effect on Cognitive Load

Passphrase decisions were captured during cognitive load. A rise in passwords coupled
with varying usage and non-standard requirements produce usability difficulties [1]. To
interfere with cognitive load, the Stroop test randomly appeared throughout the survey
as a distractor mechanism. It prompted the participant to distinguish the word from the
ink color. Therefore, if the word BLUE is displayed in yellow ink, the correct answer
is blue. The obstruction interrupts processes allocated to attention and is most effective
when cognitive load is high [17].

3.3 Memory Associated Factor-Referenced Cognitive Tests

To assess workingmemory retrieval, this study employed twomemory associative factor
tests. The assessment of immediate recovery was supported by three pilot tests. Results
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are expected to lighten the burden of memorability and authentication by examining
cognitive load and informing research on passphrases targeted to support recollection.
Respondents were timed to memorize, recall, and match 15 numbers with objects and
15 first names to last names [9]. Results are expected to provide perception to immediate
recall abilities. Cognitive processing that effectively organizes associations to arrive at
a meaningful command of grouping words advances the ability to manage elements of
mental effort attributed to load. Therefore, this study approaches the ability of working
memory to advert the diminishing effects over time.

3.4 Passphrase Rulesets

The passphrase survey was designed with four rulesets that required 16 repeated recalls
for each category. The imposed passphrase and participant created passphrases were
used to classify individual responses to these classifications. Each passphrase consisted
of four words requiring five characters per word. Clear instructions for each question
supported cognitive load. To create a passphrase, descriptions for each ruleset were
defined by the following: (a) vowels removed from all words; (b) select a word for each
category of food, nature, sports, and transportation; (c) select visual objects located in
the test room; (d) select words associated with an animal. The same rulesets applied to
passphrases that were imposed on the participants.

3.5 Psychophysiological Inferences of Emotion

Each participant wasmeasured for psychophysiological factors including heart rate, skin
conductance, and facial electromyography. Electronic sensors captured signals from
the electrocardiogram (EKG), electrodermal activity (EDA), and facial electromyogra-
phy (fEMG). Visible occurrences in these physiological states are expected to generate
quantifiable dimensions of emotion to passphrase events [7].

Physiological responses demonstrated by reactions to cognitive processing are tar-
geted on behaviors from the autonomic nervous system that traverse to the sympa-
thetic nervous (SNS) and parasympathetic nervous (PNS) systems. Therefore, arousal
in electrical signals were captured by the heart rate and skin conductance to indicate
homeodynamic effects regulated by the demand of cognitive stimuli [3]. Whereas the
corrugator muscle exhibits a non-reflective affect of emotion [25], such activity will be
differentiated through activation measurements.

Variability in physiological responses are anticipated to reveal participant expe-
riences during the processing of passphrase selection and recall. Reactions from the
passphrase survey stimuli were designed to provide physiological understanding of
working memory processing during the encoding and decoding of passphrases. As of
this writing, measurements collected were not analyzed for heart rate pulses, facial
electromyography muscle activation, and skin conductance arousal significances.

3.6 Passphrase Survey

The passphrase survey consisted of 12 variables measuring 187 items including locus of
control,memory associations, and passphrase recall for imposed and created passphrases
based on four rulesets shown in Table 2.
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Table 2. Passphrase survey items

Locus of Control Personality

Internal locus of control 29 items

External locus of control 29 items

Memory Associative Factors

Object number associations 15 items

First name last name associations 15 items

Imposed and User Created Passphrase Rulesets Four Words, 5 Characters per Word 16 Recalls
per Category

No vowels 32 items

Four categories: food, nature, sports, transportation 32 items

Room objects 32 items

Animal associations 32 items

Stroop Word and Color Test

Randomized distractor used during passphrase recall 98 items

Demographics

Number of logins, age, gender, study focus/major, employment status 5 items

4 Passphrase Survey Descriptive Results

This study consisted of 58 university participants who were exposed to all levels of
the independent variables alleviating the essential random designation of subjects [23].
The repeated measures design categorizes discrete differences in passphrase recall and
selection among the sample [8]. An anonymized Qualtrics surveywas used to present the
questionnaire that was accompanied by instructions and examples to facilitate working
memory [19].

4.1 Demographics

Figure 1 displays the sample (N= 58), comprised of subjects who manage an average of
14 active online accounts. Fifty-nine percent are currently employed. The average age
is 21 years old.

4.2 Locus of Control and Memory Associative Measures

The repeatedmeasureswithin subjects effects between thememory associative and locus
of control variables resulted in the significance of (p = 0) and the rejection of the null
hypotheses, which is below the level of (p ≤ .05). The partial Eta Squared reported that
51.5% of the sample is attributed to variability. Tukey’s test resulted in the significance
(p= 0) in a pairwise comparison. Therefore, the mean difference is significant at the .05
level.
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Fig. 1. Demographics

4.3 Locus of Control and Memory Associative Factors on Passphrase Types

The sample results indicated that 53% of participants were internally controlled while
62% scored below the mean for working memory recall of numbers to objects and first
names to last names cognitive factor analysis (Fig. 2).
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Memory
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Memory
Associative High

Locus of Control and Memory Associative Factors

Fig. 2. Locus of control and memory associative factors sample

Specifically, the distribution for internal locus of control resulted in 33%who scored
below the mean for cognitive processing compared with 21% who achieved scores
indicative of high memory association ability. The majority of external controlled par-
ticipants scored low on the factor analysis instrument. The outcomes are shown below
in the Fig. 3.

4.4 Locus of Control and Passphrase Types

The repeated measures within subjects effects between the locus of control variable and
imposed passphrases resulted in the significance of (p = 0) and the rejection of the null
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Fig. 3. Locus of control and memory associative factors descriptives

hypotheses, which is below the level of (p ≤ .05). The partial Eta Squared reported
that 38.6% of the sample is attributed to variability. In comparison, the locus of control
variable and the created passphrases resulted in the significance of (p = .036) and the
rejection of the null hypotheses, which is below the level of (p ≤ .05). The partial Eta
Squared reported that 4.40% of the sample is attributed to variability.

4.5 Memory Associative Correlation and Passphrase Types

Results displayed in Table 3 depict the memory associative variable was significant with
the recall of three forms of imposed passphrases: (a) four categories (p = .023), (b)
room objects (p = .006), and (c) animal associations (p = .001). Therefore, the memory
associative test was significant at the (p ≤ .01) level for correlation with the imposed
room objects and animal association passphrases as well as the created four categories
passphrase rule (p = .003). The Wilks’ Lambda (p = .05) statistic identified differences
between the means of the memory associative effect on the imposed passphrase sets.
Furthermore, unlike the memory associative effect on the created passphrase rule sets,
the imposed passphrase rule sets reported a significance of (p = .002) with a Partial Eta
ratio of variance that suggested 41.73 percent of variance can be explained by the mem-
ory associative variable. Regarding the effect of memory associations and the created
passphrase rule sets, Roy’s Largest Root multivariate hypotheses reported significance at
(p = .002). A complete list of positive correlations among passphrase variables relating
to the cognitive test for immediate retrieval is presented below.

Themajority of respondentswere internally controlled. These subjects scored highest
in all eight passphrase types. The imposed passphrase types are: no vowels (INV),
four categories (I4C), room objects (IRO), and animal associations (IAA). The created
passphrase types are: no vowels (CNV), four categories (C4C), room objects (CRO),
and animal associations (CAA). As shown in Fig. 4, internal control subjects scored the
highest recalling the created room objects passphrase.

The created no vowels passphrase and created room objects were ranked among the
highest recall categories by the internally controlled. Additionally, 69% of the sample
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Table 3. Correlations for memory associative and passphrase types (N = 58)

I4C IRO IAA C4C CRO

Memory Associative (MA) .023* .006** .001** .003**

Imposed Four Categories (I4C)

Imposed Room Objects (IRO) .033*

Imposed Animal Associations (IAA) .046* .000** .022*

Created Four Categories (C4C)

Created Animal Associations (CAA) .022* .003**

Created Room Objects (CRO)

*Correlation is significant at the 0.05 level (2-tailed)
**Correlation is significant at the 0.01 level (2-tailed)
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Fig. 4. Locus of control high score passphrase types

were effective in creating and recalling a passphrase without vowels. External controlled
subjects favored to create passphrases based on room objects and animal associations.
Respectively, these subjects accounted for 36% of the total 78% and 33% of the total
67%.

The imposed four category passphrases followed by imposed room objects received
the highest scores for both internal and external controlled subjects. Internals preferred
the room objects while externals were inclined to the four categories which accounted
for a 28% success rate by each group.
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In contrast to the favored created no vowels passphrase, the imposed no vowel version
received the lowest success for both internal and external locus of control respondents.
Subsequently, five percent of the internal controlled and two percent of the external
controlled sample recalled this passphrase type. The overall approach to recalling a
complex passphrase resulted in partial success of the four word passphrase. Individual
encoding data will be analyzed in the future.

5 Concluding Remarks

Responses to passphrase recall measured short term memory using associative factors.
The locus of control personality test reflected dichotomous answers that represent the
underlying performance of internal and external traits. This studywas designed to predict
relationships in non-experimental research that utilize causal inference based on statis-
tical results of hypotheses testing of the research questions. The predictive qualities of
cognition were measured for processing of passphrase types that were presented to the
subjects for recall. Presenting passphrases that were constructed of categories, room
objects, and animal associatives resulted in a significant relationship between memo-
rability factors of the passphrase structures. This finding is indicative of a systematic
process to aid cognitive recall and avert its decrease over time.

The locus of control antecedent trait is perceived to influence decision making dur-
ing passphrase selection and recall. Behavior moderated by the environment or external
forces are predicted to reject unique conditions that are expected to be innate to those
encompassing situational command [16]. Consequently, controlled individuals are per-
ceived to embrace predictable abilities compared with peripheral based contingencies
[18].

The created passphrase room objects received the highest recall ability from inter-
nally and externally controlled subjects. It can be inferred that visual objects assist in
recalling passphrases. Subsequently, internals selected the created no vowels category
whereas externals preferred the created animal associations.

Unlike the successes from the created rulesets, the imposed no vowel passphrase
received the lowest recall from both locus of control personalities. This may be attributed
to the difficulty with the four words that require a method for positive encoding. The
imposed animal associations followed as the ruleset that was also problematic for
memorability.

6 Future

The physiological data collected will be processed using BIOPAC’s AcqKnowledge
system software for electrodermal arousal patterns, heart rate frequency patterns, and
activation of the facial corrugator muscle. These psychophysiological inferences are
expected to reveal physical responses to the eight passphrase rulesets. Individual phys-
iological predictors will be analyzed for correlation to cognitive processing to reflect
the decision making process of constructing and selecting computer passphrases. The
locus of control personality antecedent suggests to stimulate neural motion as behav-
iors governed by the control features are evident by pulse patterns during cognitive
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though processing [13]. Physiology and cognition are anticipated to establish perceptive
processing to inform memorable computer authentication.

The combination of cognitive processing, locus of control personality, and psy-
chophysiological factor outcomes are expected to provide performance insight during
the processing of working memory recollection of computer passphrases. The amalga-
mation of diverse factors will copiously characterize individual perceptions and behavior
of passphrase types that strengthen the support of cognitive retrieval.
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Abstract. Training and development of skills gives individuals the knowledge
and procedures required to perform their tasks. Training also requires individuals
to develop reflective skills that help consolidate and transfer knowledge to long-
termmemory,where it then can be recalled in appropriate situations.But to develop
reflective skills, one must first engage with the task’s demands and then analyse
how one’s skills were appropriate or not for the situational demands, and how
one could have also approached the situation differently. This process leads to an
adaptable self-efficacy. It is still unclear how personality trait measures of self-
efficacy can predict performance in cyber security operations. We developed an
adaptable self-efficacy measure which was collected via an app. Findings support
previous research that specific self-efficacy has better predictive validity, but also
finds that an increased number of measurements could yield better effect sizes.
This research shows how multiple measurements of specific self-efficacy can be
done with minimized invasiveness while providing better measurement reliability
and predictability. General findings and implications for further research are also
discussed.

Keywords: Cyber security · Self-efficacy · Assessment

1 Cyber Security

1.1 Cyberspace

With the rapid technological advances in the twentieth century, the term ‘cyberspace’
emerged as an additional domain alongside the physical domains of land, sea, air and
aerospace and is defined as ‘the interdependent network of information technology
infrastructures, and includes the internet, telecommunications networks, computer sys-
tems, and embedded processors and controllers in critical industries’ [1]. This domain
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is more than just information-communication technologies, it also involves the creation,
storage, and use of information that includes ICT devices, networks, software, and data
[1, 2]. Today’s cyberspace connects people to various systems and other people through
various technologies and networks, such as mobile devices and personal computers.

While cyber incidents raise increased media attention, the role of the human factor
in cyber defense still lacks a comprehensive scientific framework [3]. Interdisciplinary
approaches to investigate human factor in cyber defense operations include human inter-
action, the physical and social operating environment, decision-making processes and
psychological determinants of performance in cyber officers [4]. The rapid technological
developments and definition of the cyber domain as a battlefield changed the cognitive
demand profiles for cyber defense officers and challenged the traditional military organi-
zational structures. Decisions on tactical levels can have large geostrategic implications
and are often highly complex, based on insufficient or unreliable information, and under
time pressure.

1.2 Self-Efficacy in Cyberspace

Training and development of skills gives individuals the knowledge and procedures
required to perform their tasks. Training also requires individuals to develop reflective
skills that help consolidate and transfer knowledge to long-term memory, where it then
can be recalled in appropriate situations when needed [5]. But to develop this reflection,
one must first engage with their environment and then analyze how one’s skills were
appropriate or not for the situation, and how one could have also approached the situation
differently [6]. This process leads to an adaptable self-efficacy. Perceived self-efficacy
is defined as the ‘beliefs in one’s capabilities to organize and execute the courses of
action required to produce given attainments’ (p. 3) [5] and is divided into a specific
and a global component. General self-efficacy relates to the overall belief that one is in
control over one’s own life, actions, and decisions that shape one’s life, while specific
self-efficacy is the belief into one’s performance in a certain task or described situation.
Self-efficacy is also contingent on outcome expectancies, since one has to consider the
desired outcome and judge if one possesses the skills necessary to reach those outcomes
[5, 7].

Self-efficacy can be strong andweak allwithin one person, as being confident in one’s
skills in one area of functioning does not automatically generalize to other areas. Self-
efficacy is realized through four separate efficacy-activated processes [5]: (1) Cognitive
processes, including goal setting, self-appraisals, anticipatory scenarios, and analytic
thinking; (2) Motivational processes, which include causal attributions, self-regulatory
processes, outcome expectancies, and cognized goal/reinforcements; (3) Affective pro-
cesses, affected by anxiety arousal, vigilance, rumination, and situations; and (4) Selec-
tion processes, by choosing of environments. These processes work in conjunction with
each other, are dynamic and can be influenced in different ways. Bandura [5] identified
four influencing factors for perceived self-efficacy: a) mastery experience, b) vicarious
experience, c) social persuasion, and d) physiological and emotional state feedback.
Self-efficacy in task-specific contexts is the result of previous learning-, success-, and
failure experiences and can be represented as both a top-down (experience; intuition)
and bottom-up (analytical approach) process.
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Embracing the full complexity of human computer interaction in hybrid contexts
reveals the need to explore and measure emergent properties [8]. One can assume that
for cyber defense officers, having highly trained skills that are adaptable to the cyber
domain would give the foundation for expertise. High and resilient self-efficacy is a
marker for expertise. It could be argued that being familiar for the ambiguity that the
cyber domain encompasses would then require adaptable coping mechanisms which
would will lead to better decision-making strategies that are not reliant on intuition, but
are the foundation of what is deemed as expert knowledge as described by [9].

1.3 Performance in Cyber Operations

Measuring Self-Efficacy. There is a debate on how trait measures can predict perfor-
mance. Research [10, 11] indicates that situational SE predicts performance better than
trait SE. Nevertheless, human judgment of other people’s competence is very often
biased by and based on generalized trait SE.

Bandura [11] has also stated that specific and situational aspects of self-efficacy have
more predictive power than trait measurements and suggests to use state measurements.
Trait measurements are usually considered more distal factors while state measure-
ments are more proximal. With recent technological advances, opportunities to gather
data during observation have become more efficient and less invasive. There has been
recent debates about the reliability of measurements collected under observation due to
homogeneity of the participants [12]. While Hedge et al. were referring to retrospec-
tive verbal accounts (cognitive task analysis), this might also be relevant in quantitative
approaches also [12]. This may be due to the participant having time to reflect over
one’s performance before expressing their experience. Within cyber security, specific
self-efficacy was shown to predict task performance, while general self-efficacy better
predicted general experiences [13]. These findings, although significant, had small effect
sizes (r < .3) and were taken prior to the task.

Adaptive Self-Efficacy. The Root Mean Square of the Successive Differences
(RMSSD) is one of a few time-domain tools used originally to assess heart rate vari-
ability, the successive differences being neighboring RR intervals. Using the RMSSD
formula and applying it to multiple measurements of self-efficacy would give an indica-
tion of variability of one’s self-efficacy, similar to the assessment of affective variability
[14]. Originally derived from psychophysiology, the root mean square of successive
differences between normal heartbeats (RMSSD) is obtained by first calculating each
successive time difference between heartbeats in milliseconds [15]. Then, each of the
values is squared and the result is averaged before the square root of the total is obtained.
RMSSDhas been adopted to other behavioralmeasurements explain intra-individual dif-
ferences. Koval et al. [14] used RMSSD to validate the measure of affective instability
where high RMSSD represents high moment-to-moment variability. A higher RMSSD
reflects more intra-individual variability (IIV), which is defined as “relatively short-
term changes that are construed as more or less reversible and that occur more rapidly”
[16]. Higher affective IIV predicts higher neuroticism [17], declining mental and phys-
ical health [18]. Dawood and Pincus [19] used IIV measurements (RMSSD) to explain
pathological narcissism and depression. Higher IIV in life satisfaction and in perceived



398 R. G. Lugo et al.

control predicted earlier mortality [20, 21]. Using the IIV approach reflect “the new
person-specific paradigm in psychology” that emphasizes people as dynamic systems
where trait nor state measurements are able to access changes during specific situations
[22] (p. 112).

1.4 Purpose of the Study

We argue that multiple measurements of self-efficacy taken during an exercise would
give better indices than either trait or situational measurements taken prior to an exer-
cise. Being able to measure an adaptive form of self-efficacy while engaging with
one’s environment would give a better understanding of how self-efficacy processes
are influenced by situational demands. Such demands help develop coping strategies,
both psychological and affective that are the basis for the self-efficacy construct.

2 Methods

2.1 Participants

Participants: Twenty-five cyber cadet officers (Mage = 22.7 years, SD = 0.71) were
assessed during a cyber defence exercise.

2.2 Cyber Defense Exercise

Data was collected during the Norwegian Defense Cyber Academy’s (NDCA) annual
CyberDefense Exercise (CDX). This is an arena that facilitates the opportunity for fourth
year cyber engineer students to train in tactics, techniques and procedures for handling
various types of cyber attacks. The exercise contributes to improving appreciation for the
human and technical competences necessary to establish, manage and defend a military
infrastructure under simulated operational conditions. The studentsworked in four teams
of 9 or 10 members, took decisions and acted in order to strengthen operational freedom,
mission assurance and control in the cyber domain. The four teams participating in the
exercise worked independently from each other but not against each other.

2.3 Self-Efficacy

For the CDX, both general, situational, and specific self-efficacy were measured.

Trait Self-Efficacy (SE). Trait self-efficacy was measured prior to the exercise and the
General Self-Efficacy Scale [23] was used. The scale is comprised of ten Likert-scale
items from 1–4, with higher scores indicating higher trait self-efficacy. The scale has
shown validity in several domains and across cultures [24] and has acceptable internal
validity (α = .75 − .91).
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Situational Self-Efficacy (SSE). Situational self-efficacy was measured using three
scales for positivity, arousal, and confidence. Participants before starting the CDX had
to answer three questions pertaining to it while looking at a visual analogue scale that
was later coded on a scale of 0 to 10 (none - very). The three questions were as follows:
‘how positive are you to the task’, ‘how aroused do you feel about the task’, and ‘how
confident are you right now’. To compute a state self-efficacy score, the three scales were
aggregated to a total score where higher scores indicated higher self-efficacy. This scale
followed the guidelines established by Bandura [11] for creating self-efficacy measure-
ments. The scale created was tailored to the unknown task with unipolar formulations
of their current beliefs.

Situation Specific Self-Efficacy (SSSE). Situation specific self-efficacy wasmeasured
10 times per day over the four day exercise with the Hybrid Space App (HSA). This was
developed for collecting and analyzing individual cognitive processes when engaging
in hybrid contexts [25]. Figure 1 shows an example of the data collected, both HS
measurements (see below) and SSSE measurements. Previous research has shown that
both individual [26] and macrocognitive factors [27] influence performance in such
hybrid contexts. Previous studies in similar show that general and specific self-efficacy
measurements yielded significant but small effects [13] and this might be due to the
nature of the measurement (prior to task). The HSA was designed to record behavioral
data during tasks instantly to minimize reflective processes. The HSA and an adaptable
self-efficacy score was computed based on the formula

RMSSD =
√
√
√
√

1

(N − 1)

n
∑

j=0

(

RRj+1 − RR
)

where N is the total number of R peaks, RRj is the jth RR interval, RR is the mean of
the RR intervals, RRj denotes the average of the RR intervals up to the jth.

2.4 Hybrid Space

The Hybrid Space is mapped on a Cartesian plane visualizing the cyber-physical and
tactical-strategic dimensions. Participants were asked to simultaneously mark their cog-
nitive location within the Hybrid Space [28] (see Fig. 1) each hour from 08:00 to 20:00.
Simultaneously, they were asked to mark their self-efficacy and effort, through sliding
scales. In addition, students noted their current task at each position, to provide context
for further analysis.

Hybrid Space operationalization:
Movement in the Hybrid Space is operationalized through four constructs and rep-

resents the dependent variables in the study. Four dependent variables were created (see
Fig. 2):

• Total HS Travel: distance traveled in the Cartesian Plane measured by Euclidian
distance

• X-Axis: Movement along the cyber-physical domain (x-axis)
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Fig. 1. Sample visualization of a participant’s movements and SE scoring

• Y-axis: Movement along the strategic-tactical domain (y-axis)
• Quadrant Changes: Number of quadrant changes

Fig. 2. Description of Hybrid Space movements

2.5 Ethical Considerations

Participants gave oral informed consent prior to the study and were debriefed about the
study’s purpose after completing the data collection. Participantswere informed that they
could withdraw from participation at any time andwithout any consequences throughout
and after the session. The study has been approved by the Norwegian Social Science
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Data Services (NSD; project number 43901) and was conform to the NDCA’s ethical
guidelines for experimental studies.

2.6 Data Reduction and Analysis

Statistical analysis was done with JASP [29]. All variables were checked for normality.
Pearson’s bivariate correlations were calculated and all variables were entered in the
calculation. For the regression analysis, self-efficacy was entered as the independent
variable if was correlated with the dependent variable, and the Hybrid Space variables
were used as dependent variables. Significance level was set to .05 (2-tailed).

3 Results

Descriptive statistics and correlations can be found in Table 1.

Table 1. Descriptive statistics and correlations

M SD 1 2 3 4 5 6

1. Trait SE 3.65 .46 1

2. Situational SE 91.68 54.40 −.082 1

3. SSSE 219.04 75.50 .252 −.167 1

4. X axis 1447.76 777.41 .057 −.011 .557** 1

5. Y axis 1207.00 573.38 −.090 −.11 .515* .727** 1

6. Total HS travel 2097.76 997.88 −.005 −.058 .583** .955** .895** 1

7. Quadrant changes 16.48 7.34 −.011 −.173 .379 .806** .840** .884**

SE: Self-Efficacy; SSSE: Specific Situational SE; *p < .05; **p < .01

Neither trait nor situational self-efficacy correlated with any of the Hybrid Space
movements. Since these did not correlate with any of the dependent variables, they
were not used in the regression analysis. However, SSSE did predict three of the four HS
measurements (X-axis, Y-axis, Total travel) and showed tendencies for quadrant changes
(see Table 2 for regression statistics), supporting the hypothesis.

4 Discussion

This study aimed at establishing an adaptable self-efficacy measurement that can be
measured multiple times while being unobtrusive as opposed to more used approaches,
such as trait or situational (i.e. immediately before) measurements. Results showed that
the adaptable self-efficacy measure (SSSE) predicted three of the four performance
variables of the Hybrid Space, while showing tendencies for the fourth. The trait and
situational self-efficacy assessment (both one-time assessments) had no association with
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Table 2. Regressions

R2 F P β

X-axis 27.7 9.50 .006 .557

Y-axis 26.5 7.57 .012 .515

HS travel 33.9 10.78 .004 .583

Quadrant changes 14.4 3.53 .074 .379

Predictor: Situation Specific Self-Efficacy
(SSSE)

the dependent variables, in line with Bandura’s (2006) guidelines. The adaptable self-
efficacy showed also moderate effect sizes (.515 − .583).

The findings also support Zuckerman’s [10] stipulation that state measurements are
better at predicting situational aspects while trait measurements are better at describing
more general aspects. Previous research [13] could only find small effects from self-
efficacy, but these were also taken prior to exercises. The Hybrid Space app makes it
possible to measure self-efficacy in very unobtrusive ways. It can be incorporated into
devices (i.e., laptops, mobile phones) that are part of the environment, andmeasurements
are collected immediately. By applying measurements of intra-individual variability to
self-efficacy, one can increase the sensitivity of the factor in order to explain behavior.

Self-efficacy is both a global and specific psychological measure. It has been a key
psychological factor in domains across human functioning, but it can be difficult to
measure accurately. Most research uses either global trait measurements, as the Gen-
eral Self-efficacy Scale [23], or situational measurements as defined by Bandura [11].
Both such measurements are one-time measurements and thus may omit a person using
different psychological strategies that may help them perform and influence their own
self-efficacy. One-time measurements do not incorporate psychological and affective
processes while interacting with one’s environment. This may lead to small reported
effects sizes since measurements are one-time and not really reflecting how self-efficacy
is influencing performance as seen in the Wee et al. study [13]. Koval et al. [14] showed
that intra-individual variability measurements of affect could predict health outcomes.
Other research has shown that applying intra-individual variability measures to behav-
ioral factors has shown good effects in predicting depression [30] and stress [31]. The
moderate effects found in this study are similar to the effects found by Bos et al. [30]
and Dawood and Pincus [19].

4.1 Limitations

Most studies using inter-individual variability measurements have only examined linear
associations as did this experiment. The optimal level of moment-to-moment variability
depends on the context. Also, this experiment did not consider an event that required
confidence had occurred or not, as well as what was the nature of that event was not
considered in our analysis, which is a major limitation. The participants in this study
are both limited (N = 25) and cannot be generalized to other groups due to the limited
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sample of cyber security cadets. Another limitation is that the evening and the morning
measurement may give different values of self-efficacy as fatigue was not accounted for
and some variation of scores between the last measurements of one day differed from
initial measurements on the next day.

4.2 Conclusion

These findings support previous research that variable self-efficacy has better predictive
validity, but also finds that an increased number of measurements could yield better
effect sizes. This research shows how multiple measurements of specific self-efficacy
can be done with minimized invasiveness while providing better measurement reliability
and predictability. Future research should include variable self-efficacy measurements
as they are more sensitive and have better explanation power than the other trait or state
measurements.

Acknowledgments. We would like to thank the Norwegian Defence Cyber Academy and the
officer cadets for their cooperation in this study.
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Abstract. Changes in psychophysiological signals of the human body are highly
revealing of cognitive and emotional responses to stimuli, capturing even subtle
and transient events. Based on these properties, changes in recorded psychophys-
iological signal could reflect changes occurring in the computing network while
the human factor is a part of it. This paper outlines a methodology for explor-
ing the psychophysiological correlates of cognitive interaction with cybersecurity
events. This continues the discussion on a dissertation research project exploring
what neurological and physiological signal changes might reveal in the context of
digital interactions from a cybersecurity standpoint.

Keywords: Human factor · Human-Computer interaction artifacts · Tokens of
interaction · Digital evidence · Digital incidents · Digital events ·
Psycho-physiological signals · Signal changes · Cognition · Cognitive
responsiveness · Cybersecurity applications

1 Introduction

1.1 Research Overview

The proliferation of devices thatmeasure and record psycho-physiological signal devices
in user space provides an opportunity to harness human cognitive functioning for
potential cybersecurity applications.

This research investigates how the electrical signals generated from the functioning
of the body, respond to human interaction with digital incidents [1]. If we can find
that response-related signal changes are consistently notable, and we can retrieve these
changes from recorded signal with an accuracy that is greater than chance, then we can
claim that psycho-physiological signals contain markers of digital incidents.

Potential applications of these markers include: in digital investigations for trian-
gulation of other evidence, in cybersafety management as input to tools for regulating
immersive digital experiences of locked-in individuals.
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1.2 Cognition and Psychophysiological Artifacts

Cognition processes fall under one of two systems: conscious cognition—also known
as system 1 cognition—and automatic (system 2) cognition [2].

During a digital task, conscious cognition is mainly dedicated to the task while
automatic cognition attends to a broader scope of elements of human functioning [2, 3]
including the task processing, evaluation of its presentation features and assessment of
other components of the general environment. Cognitionmay include appraisal activities
such as fetching or forming various heuristics andmaking of non-conscious judgements.

Cognition is a necessary part of the human functioning that is involved in completing
digital tasks [4] (Fig. 1).

Cognition drives 
human functioning

Example of EEG record-
ing cap

10/20 EEG Cap Elec-
trode Placement

EEG Signal Artifacts

Fig. 1. Cognition, EEG correlates and measurement

Cognitive functioning activates various body systems such as the brain, facial brow
muscles, heart and electrodermal systems. These systems generate electrical signals
during their functioning [5].

As such, cognition can be said to create psycho-physiological signals artifacts. Exam-
ples of such signals include: Electroencephalograms (EEG), Electromyograms (EMG),
Electrocardiograms(ECG) and Electrodermograms (EDR). These signals have known
structural forms and follow predictable change patterns [6–9].

Various relationships between cognition and psycho-physiological signal change
have been studied and documented. For example, some signals have been found to
reflect such cognitive experiences as variation in mental workload [10], shift in attentive
focus, and experiences of emotional affect such as disgust [11].

1.3 Cybersecurity Context and Thresholds

We assume that cybersecurity events inherently feature, some response-evoking char-
acteristics e.g. salience, aversiveness. What counts as an event is dependent on context,
and as such security-relatedness is a wide and varying spectrum.

We differentiate events from incidents by taking events to be those that have potential
security implications, while incidents are the events that have links to actual breaches.
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Events: can potentially cause security breaches. Incidents: events where occurrence can
be directly linked to a breach that occured (Fig. 2).

Fig. 2. Security-relatedness is a wide spectrum of variability [1]

1.4 Research Approach Overview

This study involves presentation of cybersecurity related events as stimuli, to participants
within a lab setting while they undertake generalized computing tasks that mimic regular
device usage.

Throughout each lab session, as the participantworks on the tasks and experiences the
stimuli, we record psychophysiological signals (EEG, EMG, EDA, ECG) using various
body sensors together with relevant body signal acquisition software. We assume that
response-evoking properties e.g. salience and aversiveness, are inherent in cybersecurity
events.

The study takes a non-blind followed by blind study methodology, and utilizes rel-
evant signal analysis methods including event related potential analysis and wavelet
transformation.

In the non-blind phase we match signal changes to event timings using a separately
tracked record of event stimuli display timings. In the blind phase, event timings are
initially unknown to the primary researcher but held by another researcher. We attempt
to identify event timings via signal analysis and then verify against the actual timings.
If we can retrieve event timings from signal with accuracy greater than chance, then we
can make the claim that psycho-physiological signals contain markers of digital events
and incidents [1].

2 Research Design and Process

2.1 Stimuli Design

To be able to probe psychophysiological signals for markers of interaction with cyberse-
curity events, it was necessary to create conditions mimicking real scenarios that occur
in relation to cybersecurity breaches. Towards this goal, we designed a study so that
we could present security related material such as pop-ups, page crash reports and error
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warnings to the study participants while recording their psychophysiological signal data
was recorded.

The key assumption is that these security related events would inherently have
response evoking properties. Such properties may include dubiousness, aversiveness,
salience or other characteristics that elicit cognitive responses [3, 12–14]. These
response-provoking elements would be the basis for selection of stimuli events to be
displayed in the experimental study setting.

The presentation of these events as stimuli needs be indirect rather than as though
such events are the primary computing tasks in order to mirror how such events might
occur within a regular computing environment. In this case the study is designed so
that they can be presented within the workflow of a computer-based activity serving as
a distractor. The activity is packaged in a web-based application that ties together the
study introductory and closing material, the assignments a given participants needs to
complete for their lab session, and the events and triggers serving as the cybersecurity
stimuli.

In summary, the stimuli setup components are as follows:

Distractor Exercise: In this case the exercise involves a set of research tasks that lead
to creation of computer workstation specifications for a specified group of professionals.
The activity workflow takes participants through a path allowing for the presentation of
intended stimuli.

Security Events: These are web elements and content intended as the stimuli to be
interacted with in the study. They are selected because they feature various properties
associated with security breach scenarios. The properties are initially assumed to be
response-evoking and then tested later via a survey during the stimuli validation stage.
There are two key selection criteria used to include stimuli events in the setup:

i. Security-relatedness i.e. elements should have properties that cause the element to
be judged as having security implications e.g. pop-up dialog that prompts a decision
on an unsolicited file downloading. Non-security-related events will be utilized as
controls.

ii. Intensity of material (e.g. visual noise, decision or no decision). Both the security
event set and the control event set of elements are further considered on their visual
and cognitive demand intensity. Hence the final selections are intended to fit in either
into either the intense or the mild category. These selections are later tested via a
survey to ensure they elicit the meanings we intended. The purpose of this criteria
is to help in the evaluation of the role played by an event’s intensity in determining
responses evoked in the psychophysiological signal.

Control Events: These are elements selected because they appear to be decidedly non-
security related. The goal is to utilize them as control stimuli for comparative study of
responses evoked during interactions with them against those evoked during interactions
with security-related stimuli. It is supposed that the responses elicited in the two stimuli
groups would be distinct from each other, with the former being less aversive in nature
than the latter.
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2.2 Stimuli Validation Surveys

To ensure that stimuli is perceived to have the implications we intend, we conducted
evaluation surveys to ask a subset of people from the sample population – from which
the participant pool for the lab study will be drawn – to rate the elements on various
metrics to let us know how these elements are perceived with respect to potential effect
on security of a device.

The surveys focused on two goals as discussed next,

Survey 1: Evaluation of User Perceived Significance and Risk Level of Material:
The perception of risk may influence the level of responsiveness of a person interacting
with digital material. In this survey the goal was to ascertain that the material selected for
presentation had a high chance of being interpreted as security-related and potential to
elicit responses mimicking those typical in security events (Figs. 3 and 4).

Fig. 3. Example of material presented for evaluation: a warning web page

Fig. 4. Sample of summarized results for a subset of the evaluation criteria

Basedon theoutcomesof these surveyswenarroweddownonmaterial thatwas sound
to use as stimuli in as far as perception of security-relatednesswas intended. Similarlywe
identified sound control stimuli against the security-related property.

The selection was limited to materials with evaluation that was not more than 2 SD
from themean, hence abstracting the security relatedness property down to a narrowfield
where assumptions on general perception could be reasonably made.
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Survey 2: Categorization of Material by Security-Relatedness and Intensity: The
second survey asked participants to rate material on a likert scale from low to high
perceived intensity based on various criteria including visual noisiness and cognitive
demand presented by a decision. Similarly, the survey asked participants to rate the
material on perceived relevance to security.

Based on the survey, we grouped the elements into four categories based on secu-
rity relatedness and intensity for use in the analysis phase. for comparative analy-
sis of response signals. The categories used were: Malicious-Intense, Malicious-mild,
Benign-Intense, Benign-Mild.

2.3 Other Data Validation Manipulations

• Single clock setup for timing synchronization: The same cpu is used to run the
stimuli display application and the signal acquisition process. This is one way to
achieve millisecond accuracy in the matching of stimuli presentation timing with the
timing of response-related changes in recorded signal.

• Repeated measurement: Stimuli is presented multiple times with minor variations,
to allow for verification of observations by comparing responses to similar stimuli.

• Handedness questionnaire: An evaluation of hand dominance versus preference is
conducted to account for hand-preference-related variance in speed of response to
stimuli.

2.4 Data Collection

Data collection will be conducted in a specialized lab setting with body sensors and data
acquisition software that will make the measurement of psychophysiological signals
possible.

The setup will include a participant area walled into a semi-private space within the
lab, where the stimuli display computer will be available for the participant to undertake
the computer-based tasks. The researcher will have a workspace away from the partic-
ipant’s work area from where they will manage the data acquisition and storage during
the study sessions (Fig. 5).

In the lab, participants will undertake the computer-based exercise hence allowing
us to present the security event stimuli. Throughout the session, we will record the
participant’s body signals using relevant sensors, and corresponding signal acquisition
software.

2.5 Data Cleaning and Processing

During data collection, the signal files will be initially output in the default formats e.g.
EDF for the EEG. To process the data, the files will first be converted into spreadsheets
with numerical data.

Once the data format is changed, data ismanually inspected for integrity. For example
in EEG data collection, the baseline is a fixed default gyroscope setting e.g. 4000 mv
and therefore none of the recorded values should not be below this (Fig. 6).
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Researchers area Participant’s workspace Researcher’s view

Fig. 5. Data collection setting

Fig. 6. Section of spreadsheet depicting data collected with emotiv EEG headset

After inspection, the next steps include: trimming out extraneous signal recordings
i.e. before task start and after task end, labelling sensor fields in the data as needed,
preparing data for analysis by formatting into matrices and storing as variables. Fur-
ther processing includes removing baselines, extracting epochs and rejecting extraneous
epochs, leaving the cleaned, formatted and epoched data ready for analysis.

2.6 Data Analysis

Analysis will be done using two techniques as follows,

Event Related Potential (ERP) Analysis: This will entail running an Independent
ComponentAnalysis algorithmon the EEG signal to isolate the ERP event-related poten-
tial(ERP) components contained within it. These components reveal the neurological
activity underlying various signal changes.

For this analysis, we will be searching for specific ERP components as per the
study hypotheses drawn from theory. If anticipated ERP components are present and
corresponding to stimuli presentations, they will be utilized in evaluating the study
hypotheses (Fig. 7).
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Fig. 7. Graph depicting some of the major ERP Components [16]

Wavelet Transforms: These will be used to analyze and classify the signal change
patterns. This process will involve removal of noise from the signal i.e. signal denoising
[15], wavelet transformation, feature extraction and classification, determining thresh-
olds and finally locating any structural break points for matching with stimuli display
timings to see if there is any correspondence (Fig. 8).

Fig. 8. Example wavelet transform plot: Haar wavelet [17]

2.7 Evaluating Outcomes

The outcomes will be evaluated in two phases:

Non-blind Phase: In this phase, changes in signal will be matched to corresponding
stimuli displays if any, by referencing the record of stimuli event display timings. This
will facilitate recognition and evaluation of changes in the signal, that relate to security
events in particular. Findings from this stage will be used for guidance in the blind phase
of the analysis (Fig. 9).

Blind Phase: The blind evaluation will run opposite of the one in the non-blind phase.
Starting from psychophysiological signals, we will attempt to locate changes that sug-
gest responses to security events. Based on any changes located, we will hypothesize a
timeline of when security-event stimuli was presented (Fig. 10).

This process will not include any attempt to specify the event that was displayed,
but rather that a security event was interacted with.
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Fig. 9. Finding event markers in signal by mapping security event display timings to changes
noted in recorded signal

Fig. 10. Changes noted in signal mapped to hypotheses of timings that the corresponding event
stimuli was displayed

Afterwards, the hypothesized timings will be verified against the actual event stimuli
display timings on record. If we find that we can retrieve the event stimuli timings via the
signal, with an accuracy that is greater than chance, then we can claim that the signals
contain markers of interaction with those events.

Finally we will work on determining other relevant measures such as error rates and
thresholds, which would mark the end of the study.

Fig. 11. Human Computer Interaction (HCI) Outputs = Inputs to Cybersecurity Applications
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3 Conclusion

The potential impact of this project is that it highlights and models outputs of human-
computer interaction as inputs to cybersecurity applications. If we can harness human
cognition in the computing environment for any markers of appraisal, such markers can
be useful for various applications (Fig. 11).

For example in digital investigations, they can be used to triangulate other evidence
and hence support the justice function. Another envisioned application would be in
immersive digital experiences of locked-in individuals, where such markers can be used
as input to cybersafety management tools to regulate the experiences of those users. This
would contribute towards making cybersafety accessible.
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Abstract. Strategies are a major component of increasing expertise and perfor-
mance in complex tasks. High performers often have better strategies than low
performers even with similar practice. Relatively little research has examined
how people form and modify strategies in tasks that permit a large set of possible
strategies. One challenge with such research is determining strategies based on
behavior. We have developed an algorithm that accurately identifies the strategies
that people employ in a complex decision-making task based on task behavior. In
this paper, we report different methods to identify strategies that human partici-
pants are using in a complex decision-making task anddocument the efficacy of our
methods. Participants have difficulty applying strategies consistently and thereby
fail to gain useful performance-related feedback about the strategy’s effectiveness.
A further challenge is to identify the optimal strategy to use as the properties of
the task change over time. We refer to these challenges as strategy consistency
and strategy adaptivity. These analyses have led to the construction of a strategy
coaching module that enhances the task interface to support consistent application
of a strategy and identification of suboptimal strategies. We report initial data on
the effectiveness of this strategy coaching module.

Keywords: Decision-making strategies · Training · Adaptivity · Skill
acquisition · Human performance

1 Introduction

In complex tasks, one major component of increasing expertise and performance is the
strategies that experts use to perform a task [1]. A strategy is a sequence of actions
performed to solve a problem or accomplish a task. The process of selecting a strategy
for a task can be based on a competition between familiar and available strategies [2].
Strategies can be modeled as production rules with utility values and are selected based
on their relative utilities according to a softmax function [3]. A strategy’s utility rate
increases based on its base-rate of success [2, 3].

In order for strategies to compete in thismanner, theymust already exist as production
rules in the system. One theory which has addressed how strategies might develop and
change is the RCCL theory. It includes four components: Represent the task, Consider
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sets of task features to include in a strategy, Choose a strategy, and Learn the strategy’s
success rate [4]. The last two components of choosing a strategy and learning its success
rate correspond to the strategy competition component of ACT-R mentioned above [2].
However, if the success rates of strategies are low enough, then the task representation
may be altered to include new features that can be utilized in forming new strategies. In
simple tasks like those reported in the RCCL paper, this is a relatively straightforward
task. However, in more complex tasks, the act of identifying new features and forming
strategies based on those features is a significant problem that has received little atten-
tion. One possibility is that searching through the space of possible strategies is itself
a problem-solving activity where search for a possible strategy operates in a secondary
space to the original task. These kinds of dual space searches have been proposed to
account for rule induction and scientific reasoning [5, 6].

In a recent category induction study, Prezenski, Brechmann, Wolff, and Russwinkel
[7] demonstrated that participants appeared to use a heuristic to generate simpler one-
feature rules before more complex multi-feature rules, indicating that the search for
a category rule was systematic; however the space of category rules in this research
was relatively small. Many experimental tasks permit only a few possible strategies and
thereby lack the potential to investigate how large spaces of possible strategies can be
explored. One reason that strategy formation has not often been studied in more complex
task environments is that it is difficult to identify the strategies that people are using and
to determine when they are using them.

The most common approach to examining strategies in studies is to identify one
simple measure of task performance that can discriminate between two strategies that
researchers have identified and, in some cases, taught to participants. For example, in
the Building Sticks Task, the first move made characterizes which of two strategies the
person is using [2, 8]. In a study on how participants adapted their strategy in Space
Fortress, researchers first taught and trained one flight control strategy before modifying
the environment to examine how it impacted the flight control strategy [9]. In this case,
the proportion of the time spent on a certain region of the screen could be used to
see if participants continued to use the original strategy or a modified strategy. The
limited space of possible strategies in these tasks is too restricted to garner evidence for
a heuristically-guided strategy search. Moving to complex tasks that allow for a large
space of strategies requires a method for tracking the features that people are using in
their strategies. This paper presents the results of using machine learning classifiers to
track a person’s strategy over time as they perform a task.

The ability to track strategy development and change based on behavior in a task
enables the examination of strategy development in more complex tasks than have previ-
ously been possible. In addition, it offers the potential to augment cognition and training
in complex task environments via monitoring and intervening when strategies are not
effective. The goal of the research reported here was to develop and test a method for
automatically tracking strategy development and change in a complex task and then
to design interventions to improve strategy use and adaptation as the task environment
changes.

We use a modified version of the Abstract Decision Making (ADM) task, a comput-
erized multitasking environment that is predictive of performance on air traffic control
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and emergency dispatch tasks [10]. A modified version of the task has also been used
to examine individual differences in a multitasking situation with interruptions [11].
The task used in the current research has been further modified to increase the space
of strategies that participants can employ to select the next subtask to work on, and we
refer to this task variant as the strategic ADM (sADM).

Key task properties that make it both challenging and similar to many real-world
decision-making tasks. People must frequently choose which subtask to work on next.
The choice of one subtask means that other subtasks must be postponed, which has
implications for the person’s score because the subtasks have a deadline and penalty for
missing that deadline. It is analogous to the decisions that might occur in emergency
dispatch where the dispatcher has to make a choice about which of many emergency
calls to handle first. Each decision necessarily means that the handling of other calls will
be delayed. Therefore, one of the main sources of variance in performance in the sADM
is the selection strategy that people use to select the next subtask to work on.

Following an overview of the sADM task and the strategy classification algorithm,
a study validating the performance of the algorithm is reported. The strategy detection
algorithm was validated via simulation of strategies in a computational cognitive model
that performs the sADM task. In this manner, the underlying ground truth is known and
the algorithm can be assessed on how well it can recover the underlying strategy driving
behavior. Next we describe using this algorithm to track strategies in a set of data on
humans performing the sADM task. We close with a discussion of a strategy coaching
module that we have developed that uses this strategy tracking algorithm to improve
strategy use and adaptation of one’s strategy to changing task demands.

2 Description of the sADM Task

The sADM task consists of two interleaved activities: selecting an object to work on
and processing that object by sorting it into a bin based on its attributes. This structure
mimics real-world tasks such as emergency dispatch where there are multiple tasks one
could work on and each requires some set of actions to process it before moving on to
the next task [10]. Processing an object involves querying its attributes and then sorting
it into one of four bins based on those attributes. Additional objects appear in the queue
either after an object has been sorted or during the sorting process (i.e., interrupting the
flow of the sorting process). The basic structure of the task is shown in Fig. 1.

The sADMtask requires users to sort objects into one of four different bins depending
on the object’s properties. Prior to beginning work on the task, participants memorize
the attributes of the bins so that they can correctly sort objects into appropriate bins. The
interface is text-based and controlled via four keys on the keyboard. Each object is only
identified by its name and the participant must execute a series of keystrokes to query the
properties of the object. For example, a participant might select the object SOF from the
example queue of objects shown in Fig. 2. After selecting SOF, the person then presses
keys to query the interface to report that the object is yellow, then executes another
query to identify it as large, and finally a third query to identify that the object is shaped
like a triangle. Based on this object attribute information, held in working memory,
the participant now knows that the object belongs in bin 4 and can execute a series
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Fig. 1. A conceptual depiction of the routine sequence of actions in the sADM task. An object is
selected for processing from a queue of objects that could be processed. Each object has features
that affect the user’s performance score. Object attributes must be queried and the results held in
working memory. The object must be sorted into the bin that matches its attributes. Some objects
require multiple rounds of querying and sorting. Finally, new objects may appear after sorting and
the process repeats until the time limit is reached.

of key presses to sort it. Because each bin only accepts certain attribute combinations
(e.g., large, orange triangles), the user must query objects to see their attributes and
then sort them into the appropriate bins. Some objects require querying and sorting on
one set of attributes (visual-based attributes of size, color, and shape) and others require
querying and sorting on two sets of attributes (sound-based attributes in addition to visual
attributes). Objects that require two levels of querying/sorting therefore require about
twice as long to process.

Fig. 2. Sample queue showing all object features available in the sADMtask. The last two columns
do not appear explicitly in the queue that participants see, they are implicit in their position in the
queue.
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A task block is presented for six minutes, and the goal is to score as many points
as possible. Objects have a range of point values, penalties, and deadlines as shown in
Fig. 2. Sorting the object correctly awards the participant the point value of the object.
Sorting the object into the wrong bin subtracts the object’s point value from the current
score. Every object has a deadline and timer that counts down from that deadline to zero.
Every time the counter reaches zero, the counter resets to the deadline and the penalty
value for that object is deducted from the score. This penalty for elapsed deadlines
occurs for all objects in the queue, including the object that is currently being processed
by the participant. Therefore, performance depends on utilizing strategies that take into
account multiple, dynamically changing factors (e.g., points, deadline, time until the
object’s next deadline).

The queue of objects initially starts with 1–3 objects, and each time an object is
successfully sorted one to three new objects appear probabilistically. The task adjusts
the probability of new objects arriving so that the queue contains approximately 7–12
objects at any given time. Objects can also occasionally arrive while the participant
is processing an object as a form of interruption. When this interruption occurs, the
participant must choose whether to continue processing the current object or switch to
the interrupting object.

The primary way to maximize performance is to sort as many high point objects
before their deadline and to prevent high penalty objects from remaining in the queue
and accumulating penalties. Selection strategies used to select objects to work on are
therefore critical to performance. In the queue, the participant can see the object’s name,
deadline, point value, penalty value, how many seconds remain before the deadline
elapses again, and the number of levels that an object must be queried/sorted on. These
object features, alongwith the position of the object in the queue, are the possible features
that can be used to guide one’s selection strategy.

3 Strategy Classification in the sADM Task

The sADM selection strategy classification algorithm takes as input a list of the objects
on each queue presented to a participant, including all of the object features, and whether
each object was selected from the queue. Each sADM task block yields a list of objects
that appeared in the queue for each selection that a participant made and the nine features
of each object: points, deadline, time until deadline, penalty value, the number of sorting
levels required, whether work on the object was interrupted, position in the queue,
selection distance, and the selection number. When a person begins object selection,
the middle object in the queue is initially highlighted and they move the selector up or
down using key presses before selecting an object. The selection distance is simply how
many times the selector had to be moved to reach an object. The selection number is a
feature that can be used to group together all objects that appeared on the same queue.
For example, there may have been nine objects present on the queue when a participant
made their fourth object selection. These nine objects would all have a selection number
of four. The category label that the classification algorithms are being trained on is a
binary value (selected/unselected). Both a linear support vector machine (SVM) and a
decision tree (DT) classifier were implemented using the scikit-learn library [12] and
trained to predict which object a person would select from this data.
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After each of the DT and SVM classifiers were trained to predict which objects
a participant selected, then the classifiers were analyzed to determine the features
present in that participant’s strategy. A strategy is represented as a series of features
ordered by importance and valence. Valence refers to whether higher or lower values
on a feature were more likely to be selected. For example, a strategy represented as
[Points+ , Deadline−] means that higher point value was the most important feature, but
the participant also preferred lower deadline values.

The SVM and DT classifiers use different techniques to learn to categorize instances
of selected and unselected objects from sADM data. Each classifier gets information
about a number of features for each selected and unselected object (e.g., points, deadline,
time in queue). The SVM classifier divides up this multidimensional feature space by
separating the selected and unselected objects with a hyperplane. The DT classifier
builds up a hierarchical set of rules to classify objects as selected or unselected (e.g., if
the object has the highest point value then it is selected, if not then if it has the lowest
deadline then it is selected, otherwise it is not selected). Therefore, the DT classifier
represents a participant’s strategy as a sequence of binary decisions while the SVM
classifier represents the strategy as a hyperplane. The components of the DT or the
location of the hyperplane in the feature space can be analyzed to determine the important
features of a participant’s strategy.

Both the SVM and DT methods take a common approach to preprocessing feature
data. All features within one selection number are scaled to a 0 to 1 scale. Features are
scaled within each selection number to reflect the structure of the decision. For example,
an object in a queuewith the highest point valuewill have a 1 after scaling. Thismethod of
scaling is important because these classifiers treat each object as a separate piece of data
to be trained on. They do not make a selection of one object from the queue of objects.
Instead each object from each queue is a separate instance labeled as either selected or
unselected. The classifier’s job is to learn to predict whether each object is selected or
unselected. There are more unselected than selected objects, and so both classifiers are
trained with weights to balance the contribution of both selected and unselected objects
on the resulting trained classifier. Following feature scaling, the data are split into three
cross-validation folds such that the classifier is trained on two-thirds of the data and
produces a prediction accuracy on the other third.

All objects from a given selection queue are semi-randomly placed into one cross-
validation fold so that objects frommultiple selection queues are not spread across folds.
The process is semi-random because the selection queues from a given block are divided
up into those that occur in the first, second, and third third of the block. Each of the three
cross-validation folds will contain one third of the data from each third of the block.
This constraint was included so that any strategy differences that occurred over time in
the block would be equally represented in each cross-validation fold.

Traditional machine learning applications of these classifiers have the primary goal
of maximizing prediction accuracy on novel data. However, our goal is to best represent
the decision-making strategy that a participant was using. Therefore the cross-validation
process was not used to maximize accuracy, but it was instead use to tune hyperpa-
rameters of the classifiers. These hyperparameters control how complex the classifier is
allowed to be, which translates roughly into the number of object features that were used
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to classify the data. More features indicate a more complex strategy, but classifiers can
also use a plethora of features to over-fit the training data, generating high performance
on training sets but limiting the generality for new data.

A grid search was performed for each hyperparameter and the primary measure
obtained was to assess the agreement on the feature extracted from each cross-validation
fold. If perfect agreement was found for multiple hyperparameter values, then the hyper-
parameter with the highest cross-validation prediction accuracy was selected. The pur-
pose of this approach is to allow the complexity of the strategy to vary so long as all
three folds yielded the same strategy. This approach allows for themost complex strategy
supported by the data (including accuracy on untrained data) to be extracted.

Both machine learning classifiers learn to classify a single object as either selected
or unselected. However, a good representation of a participant’s strategy should lead
to a prediction about which object that participant will select from a queue of objects.
In order to test the classifiers’ ability to predict this behavior, testing accuracy was
calculated on predicting the object that would be selected from a queue as opposed to
simply allowing the classifier to classify each object as selected or not selected. Both
the DT and SVM classes in the scikit-learn library have a method that allows for a
probability to be generated instead of a binary classification. For all of the objects in a
queue, the classifiers rank ordered the objects that would be selected according to their
predicted probability of being selected. A rank order accuracy score was calculated by
this formula: (queue_size-rank)/(queue_size-1). Here queue_size is simply the number
of objects in the queue and rank is the rank order assigned to the object that the participant
actually picked. This rank accuracy score has a maximum value of 1 when the person’s
selection matches the classifier’s top ranked object and has a minimum of 0 when the
person picks the object ranked last by the classifier. The expected value of this rank
accuracy score if the classifier assigned ranks randomly would be 0.5.

This rank accuracy score was used instead of a binary accuracy score so that the
accuracy score would retain some sensitivity to a person’s underlying strategy even if
the person did not always pick the optimal object under a strategy. For example, a person
picks the second highest point value because of an error or it was simply close enough to
the maximum point value object (satisficing behavior). The final strategy reported was
based on which of the DT and SVM classifiers reported the highest rank accuracy score
on the test data when there was agreement on the strategy across the cross validation
folds. This approach using both classifiers was used since some strategies, such as a
weighted additive strategy for two features, would be better matched by the structure of
an SVM, while other strategies would be better matched by the structure of a DT.

3.1 Validating the Strategy Classification Algorithm

Without knowing the strategy a person was actually using, it is difficult to establish the
accuracy of strategy detection. People reported using a number of object features in
complex ways, but this self-report data did not predict their actual selections very well.
To circumvent this validation conundrum, an ACT-R cognitive model was created that
interacts directly with the same sADM task that human participants perform. ACT-R is a
cognitive architecture that incorporates a number of constraints consistent with theories
of human cognition [3] and was used to simulate behavior across a range of selection
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strategies in the sADM task. The ACT-R model consistently employs the strategy every
time it selects a subtask in the sADM, providing an ideal set of data with a known
ground truth for comparison with the output of the strategy classification algorithm. The
complexity of the model’s strategy can be controlled, and it is also possible to insert a
controlled amount of noise into the model’s behavior to examine the performance of the
strategy tracking algorithms in the presence of errors or satisficing behavior.

Human participants face a number of choices at various times in the sADM task
such as how many object properties to query before sorting, and how to handle an error
in sorting. An idealized participant was implemented in the ACT-R model: other than
selecting the next object to work on, the model always performed the same sequence of
actions. It queried theminimum number of object properties to determine the correct bin,
and it never made a sorting error. Different ACT-R models only varied in the selection
strategy used. After initial construction of themodel, and using default parameter values,
the ACT-R model’s performance was compared to human participants in terms of the
number of objects that it could sort in a 6-min sADM task block. Compared to human
participants that spent about 1 h practicing the task, ACT-R’s performance fell in the
60th percentile of the human data. Therefore, the data presented to the strategy classifier
algorithm being tested is similar to a human with moderate task experience.

The results from an ACT-R model of eight object selection strategies are presented
here. Each model employed only one of these strategies. The two simplest strategies
each used a single feature that was directly presented to participants in the queue: pick
the object with the highest point value and pick the object with the lowest deadline. The
third and fourth strategies were combinations of using points and deadline. A points-
deadline weighted strategy selected the object with the highest weighted sum of points
and deadline. A points-deadline threshold strategy selected objects based on points if
there were objects with point values greater than 400 in the queue and otherwise it picked
the object with the lowest deadline.

The remaining four strategies were noisy versions of the simple single-feature strate-
gies. For example, themodelwould choose randomly10%of the timeand theother 90% it
would follow the points strategy (i.e. a points-noise or a deadline-noise strategy). Finally,
a model that incorporated satisficing behavior for both the points and deadline strategies
was implemented: points-satisfice and deadline-satisfice. The points-satisficing strategy
was to pick the first object within 50 points of the highest point value in the queue. These
variants were created to simulate noise expected to be in human data. People are known
to satisfice in decision making and occasionally make errors.

Table 1 shows the results of applying the algorithm to each of 60 simulated 6-min
blocks of sADM data. The rank accuracy score is the rank accuracy on the testing
data from the cross-validation process. Rank accuracy scores can be converted into an
approximate rank order of the object selected by the person by assuming a given queue
size. In this case, the mean queue size (7.13) was used to produce the rank order shown
in the table. The final column is the accuracy of the strategy reported by the algorithm.
For a strategy to be scored as correct, all features and their correct valences had to be
reported by the algorithm.

The algorithm does well with one and two feature strategies. It also performs reason-
ably well with single feature strategies in the presence of noise or satisficing. However,
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Table 1. Results of recovering strategy in simulated data

Strategy Rank score Rank order Strategy accuracy

Points 0.997 1.02 100%

Deadline 0.999 1.00 100%

Points-Deadline-weighted 0.951 1.3 95%

Points-Deadline-threshold 0.959 1.25 90%

Points-noise 0.944 1.35 95%

Points-Deadline-weighted-noise 0.877 1.75 70%

Points-satisfice 0.957 1.26 88%

Points-Deadline-weighted-satisfice 0.929 1.44 63%

the accuracy of the algorithm drops with two feature strategies in the presence of noise
or satisficing. In these cases, the strategy accuracy declines because only one of the two
features (either points or deadline) is identified but not both. This drop in accuracy with
noise and more complex strategies is most likely due to the limited amount of data with
which to train the algorithm. When pairs of blocks are used instead of single blocks, so
the number of selections in the data is roughly doubled, the accuracy of the algorithm
on two feature strategies improves to the same level as without noise or satisficing.

In summary, the strategy classification algorithm does well on this simulated data,
but there are limits to its ability to detect more complex strategies with noise in the data.
People have been shown to simplify their decision-making procedures, often reducing
a multi-attribute decision to a single feature under time pressure [13], so the algorithm
may perform reasonably well in the time-pressured sADM task with human data.

4 sADM Strategy Classification with Human Data

Given the success of the strategy classifier algorithm on simulated data from the sADM
task, the next step was to test the ability to track strategies on people performing the
task. The ability to identify strategies automatically based on behavior in a task that has
a sufficiently complex space of strategies opens up the possibility to address a number
of questions that have received little attention in the literature. The primary question
to be addressed is to what degree does the strategy algorithm identify stable strategies
in peoples’ behavior. Of course, in this case, the actual strategy that participants are
using is not known, but the predictive accuracy assessed with the rank accuracy score is
highly correlated with the strategies identified in the simulated sADM data. Therefore,
this measure can be used to address the question of how well the strategy classifier
algorithms work on human data.

The sADM task was designed with three different strategy scenarios, or blocks of the
task where one particular selection strategy is optimal. By examining performance on
the sADM task in which a number of these strategy scenarios are encountered, we can
address the question of how often people adapt to the scenario and select the best strategy
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for that scenario. Finally, the data will provide an opportunity to examine points where
people fail to adapt their strategies or where there is high variability across individuals in
performance. These points of failure or high variability are targets for training augmented
with the ability to know what strategy (if any) people are using. So the third purpose of
this study is to identify these points where our strategy-based coaching system can have
the most impact in improving strategy-based performance in the task.

4.1 Method

Participants. The participants were 64 students or staff from Mississippi State Uni-
versity who participated in exchange for compensation. All participants stated that they
were native-English speakers with normal hearing and color vision.

Design. The experiment consisted of two sessions in which a total of 20 blocks of the
sADM task were completed. The values of object features in each block were designed
so that a particular selection strategy would yield the best performance. For example, a
selection strategy that picks the objectwith the shortest deadlinewill lead to the best score
when the variability of the deadline feature is high across objects, but the variabilities
of the points and penalty features are low. In this manner, blocks of the sADM task can
be designed to have an optimal strategy.

Four consecutive blocks all had the same optimal selection strategy, which was
shifted for the next four blocks. These groups with the same optimal strategy are referred
to as strategy scenarios. Three different strategy scenarios were used: points, penalty,
and deadline, reflecting the best strategy to maximize overall score.

Participants saw a total of four of these strategy scenarios in the following order:
points, deadline, points, penalty. They were not informed about the scenarios or when
the switches occurred. These four scenarios consisted of four 6-min blocks for a total
of 16 blocks. This strategy scenario design was used so that the impact of the scenarios
on the strategies that participants used could be examined. A final set of four blocks
were then presented in which the optimal strategy shifted within each block. The results
presented in this paper focus on only the first 16 blocks.

Procedure. For the first 1.5-h session, participants completed a tutorial on how to com-
plete the sADM task which also included memorizing the attributes of each of the bins
that objects were sorted into. Following the tutorial, the participants completed a prac-
tice block in which they simply had to successfully sort three objects to finish the block.
Object features in this block were designed to have identical values so that no selection
strategy was better than any other. After the practice block, participants completed eight
six-minute blocks which constituted a points strategy scenario followed by a deadline
strategy scenario.

In the second session, participants completed 12 more blocks of the sADM task after
a brief refresher on the attributes for each bin. The first four blocks of this session were
again a points strategy scenario followed by four blocks of a penalty strategy scenario.
The last four blockswere the ones inwhich the optimal strategy changedmidway through
the block.

Participants were told that they would receive a performance incentive based on
the average of their top three sADM block scores. The incentive was to encourage high
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performance throughout the entire study because therewas alway an incentive to improve
on one’s high score. Participants’ top three scores were shown after each block.

Participants answered two questions at the end of each block. The first asked partic-
ipants to identify the features they were basing their object selections on. Participants
simply selected all of the features they had used during the prior block. The second
question asked participants to rank order the importance of all of the selected features.
These questions assessed how participants thought they were selecting objects and were
used to determine to whether this was consistent with the task selections they made.

sADM Performance Measures. The primary sADM performance measure is simply
the score earned in each block. In addition, the number of sorting errors, sorting time, and
query efficiency were also used as measures of performance for the sorting component
of the sADM. A sorting error is placing an object in the wrong bin. Note that a sorting
error results in the object’s point value being deducted from the total score. Sorting time
is simply how long it took a person to sort the object from the time they selected it from
the queue until it was successfully sorted (i.e., the total time they were actively sorting
the object). Query efficiency is a measure of how many excess queries were made on an
object. To correctly sort an object requires knowledge of only two of its attributes for
each level of sorting. Query efficiency is simply the number of attribute queries made
divided by the minimum number required to sort it and has a value of 1 if a person
queries only the minimum number of features necessary to ensure error-free sorting.

4.2 Results

Selection Strategies Used in the sADM. The strategy classification algorithm
described earlier was used to determine the strategy for each participant for each block of
the sADM task. Table 2 shows the number of blocks in which a given selection strategy
was identified for each of the three strategy scenarios used. A strategy is identified by
the constituent object features and a valence. For example, “Points+” means that the
strategy selects the highest point value object.

The fourth column of the table shows the mean rank accuracy score of that strategy,
which ranges from 0 to 1 with an expected value of 0.5 for random object selections.
The fifth column shows the rank order of the object predicted by the classifier assuming
a queue size equal to the mean of all queue sizes in the data, 7.13 objects. A value of 1 in
this column would mean that the object selected by the participant was the same as the
top object predicted by the strategy classifier. A value of 2 in this column would mean
that the object selected by the participant was the object the strategy classifier ranked as
the second most likely object, and so on.

There are a few properties of this data worth noting. First, the optimal strategy
appears in this list for each strategy scenario. It is the most likely strategy under the
points scenario, and it is the second most likely strategy under the penalty scenario.
For the deadline scenario, participants preferred a time until deadline strategy over
the deadline strategy. These object features are correlated, and the time until deadline
strategy performs nearly as well as the deadline strategy in our ACT-R simulations of
the sADM.
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Table 2. A sample of strategies used in different sADM strategy scenarios

Strategy scenario Strategy N Mean rank score Mean rank

Deadline SelectionDistance− 82 0.92 1.47

Deadline TimeTillDeadline− 60 0.85 1.93

Deadline No Strategy 24 - –

Deadline Deadline− 19 0.80 2.21

Deadline FinalLevel− 19 0.78 2.35

Deadline Points+ 14 0.87 1.78

Deadline QueuePosition− 13 0.81 2.14

PenaltyPoints TimeTillDeadline- 61 0.86 1.86

PenaltyPoints PenaltyPoints− 51 0.85 1.90

PenaltyPoints SelectionDistance− 45 0.94 1.34

PenaltyPoints No Strategy 27 – –

PenaltyPoints PenaltyPoints−, TimeTillDeadline− 10 0.81 2.18

Points Points+ 120 0.89 1.65

Points No Strategy 101 – –

Points TimeTillDeadline− 89 0.86 1.85

Points SelectionDistance− 73 0.92 1.48

Second, the strategy classifier could not identify a strategy a substantial portion of the
time. This is reported as “No Strategy” in Table 2. The histograms of rank accuracy score
in Fig. 3 show these “No Strategy” values at the level of chance (i.e., 0.5). This figure
shows that the proportion of these failures to identify a strategy occur predominantly in
the first half of the task. However, they continue to be present in a substantial number
of blocks in the second half of the task.

Third, there is substantial variability in how well the strategy identified explains the
selections that people make. There are a few possible explanations for the strategy not
correctly predicting the object selected by a participant. First, there can be ties in the
features (e.g., two objects in the queue with the same highest point value). However,
these ties occur rarely and based on our ACT-R data, they can be expected to lead to
an average rank order of 1.04. The second explanation is that the strategy classifier
has only captured a portion of the strategy. However, our ACT-R data shows that the
classifiers do very well at capturing strategies that utilize up to two features without
noise or satisficing. The third explanation is that participants did not always select the
optimal object for a given strategy. Participants could be satisficing and picking near
optimal objects, simply making errors, or exploring the strategy space without settling
on a specific strategy. OurACT-R simulations incorporatingminor amounts of satisficing
behavior and random selections (i.e., errors) are in line with the range of data in Fig. 3.

Based on these comparisons with the ACT-R simulation data, our interpretation of
these data is that there is substantial variability in how consistently participants are
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Fig. 3. Histogram of rank accuracy scores per block for the first and second half of the 16 blocks
of the sADM task.

carrying out their strategies. In analyses reported below, we will use the rank score as a
measure of strategy consistency in order to examine whether the consistency with which
one can apply a strategy impacts performance on the task.

Predictors of Task Performance. If participants use the optimal selection strategy for
a given strategy scenario in the sADM task, then performance should be higher than if
they used any other strategy. Figure 4 displays the mean score on the sADM task across
participants for each block for participants who used the optimal selection strategy
and those who used some other strategy. Use of the optimal strategy was determined
by examining the object features that were important for each participant’s selection
decisions for each block. If the most important feature matched the optimal strategy,
then the participant was considered to be using the optimal strategy. This measure does
allow for participants to be using additional object features as long as the most important
feature was optimal for a given block within a strategy scenario. Figure 4 shows that
using the optimal strategy generally led to better performance.

In order to examine this relationship between strategy use and total score while also
accounting for other performance-related measures, a set of measures from the sorting
portion of the sADM task were all used to predict total score in a linear mixed effects
model. The measures from the sorting portion of the sADM were the number of sorting
errors, sorting time, and query efficiency. A binary predictor was included that was set
to 1 if the optimal strategy was used or 0 for other strategies. Finally, the rank score from
the strategy classifier was included as a predictor as a measure of the consistency with
which participants applied the strategy they were using in a given block.

The resulting model fit is shown in Table 3. All performance measures from the
sorting portion of the task had an impact on score. Better query efficiency was always
a significant predictor of scoring more points. Sorting errors and the time taken to
sort an object were also significant but their effect decreased with practice (as these
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Fig. 4. Mean score on the sADM task for each block for participants who used the optimal
selection strategy and those who used a nonoptimal strategy.

measures generally asymptote with practice). Importantly, using the optimal strategy
was a significant predictor of higher scores, consistent with the data shown in Fig. 4. In
addition, strategy consistencywas a predictor that increased in importance in later blocks.
Figure 5 depicts predictions from this model for the effects of strategy consistency and
optimal strategy use. Consistent strategy users achieve higher scores especially in later
blocks, and optimal strategy users outperform non-optimal strategy users.

Table 3. Model fit for model predicting total score from sADM performance and strategy use

Term Estimate SE df t p

(Intercept) 6162.84 2323.21 734.76 2.653 0.01*

Block 365.01 205.81 636.79 1.774 0.08

Sort errors −309.96 781.19 652.29 −0.397 0.69

Sort time −162.93 40.49 215.55 −4.024 <.001*

Rank accuracy score 39.91 2400.71 825.88 0.017 0.99

Optimal strategy used 638.44 196.22 809.05 3.254 0.001*

Query efficiency −1949.96 864.55 330.02 −2.255 0.02*

Block x sort errors −846.84 96.68 756.62 −8.759 <.001*

Block x sort time −57.2 5.63 696 −10.16 <.001*

Block x rank accuracy score 507.71 233.7 636.86 2.173 0.03*

* indicates significance at α = .05

The left half of Fig. 6 shows the proportion of participants who used the optimal
strategy in each block. The points scenario was used from blocks 1 through 4 and
for blocks 5 through 8 (at the beginning of both sessions), and the figure shows that
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Fig. 5. Depiction of the effects of using the optimal strategy and increasing strategy consistency
as measured with the rank accuracy score.

the proportion of participants using a points-based strategy steadily increased in these
blocks. However, participants struggled to identify the optimal strategy in the deadline
scenario presumably because the time until deadline strategy appeared better or at least
more salient. Finally, the proportion of optimal strategy users in the penalty scenario
was intermediate between these other scenarios.

Fig. 6. The left half of the figure plots the proportion of participants who used the optimal strategy
on each block of the sADM. The right half is a histogram showing the frequency with which
individual participants used the optimal strategy.

4.3 Discussion

One of the primary questions to be addressed in this study was the extent to which the
strategy classifier algorithms could be used on human data. The results strongly support
that these algorithms work well. In the second half of the task, the algorithms identified
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strategies at above chance levels of prediction accuracy over 92% of the time. The rate
was a bit lower in the first half of the task, 79%, likely due to people still learning the
task. In support of this, we also find that sorting errors, query efficiency, and the amount
of time taken to sort an object also asymptote after the first half of the task. These results
could mean that simply learning how to execute the task well interferes with the ability
to employ a consistent selection strategy.

The second question addressed in this study was to what extent people adapt their
strategy to match the strategy scenario’s optimal strategy. The data shown in the left half
of Fig. 6 show that the proportion of participants using the optimal strategy never reaches
50% on any block. The right half of Fig. 6 shows that there are substantial individual
differences in the rate at which individuals adapt their strategy to the current scenario.
These results raise questions about how people search for an effective strategy orwhether
other sources of individual differences (e.g., working memory, reasoning ability) may
underlie these differences in optimal strategy use. These questions are beyond the scope
of the current paper, but this variability in optimal strategy use provides a point of where
intervention may be introduced by a strategy coaching system.

Two possible points of intervention for strategy coaching arise from this study. First,
there is the variability in optimal strategy use, suggesting participants do not know how
to identify the optimal strategy. Second, there is substantial variability in the predictive
rank accuracy score shown in Fig. 3, suggesting that, behavior was so inconsistent that
a consistent selection strategy could not be found. However, for many more cases, the
algorithm struggled to predict exactly which object was selected.When people select the
object the algorithm ranks as second or third most likely to be selected, then it indicates
that either the strategy identified is not complete (i.e., there are additional object features
that people are using) or people are not picking the optimal object for their strategy.
Our simulations of various levels of random noise and satisficing behavior in the ACT-R
sADM data do appear similar to the range of predictive accuracy values seen in Fig. 3.
It is impossible to know exactly which of these two possibilities (or both) are true,
but this variability in consistently applying a strategy is another potential target for the
strategy coaching system. In summary, the results support the use of these algorithms
in tracking strategies and support two potential targets for a strategy coaching system:
optimal strategy use and consistent strategy use.

5 Strategy Coaching and Broader Implications

The strategy classifier algorithm and the results from the study of strategy use in the
sADM task lay the groundwork for utilizing knowledge of the strategies that people are
employing to improve strategy use. We have developed a strategy coaching system for
the sADM task in order to examine the potential for training people on strategy use. The
coaching system includes three components: a declarative knowledge training phase,
an online strategy consistency monitoring system, and an optimal strategy monitoring
system.

The declarative knowledge training phase establishes a foundation of knowledge
that ensures that all participants recognize that selection strategies have performance
implications and establishes a common vocabulary for discussing them. First, this phase
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explains what a selection strategy is and how someone might use three simple selection
strategies to choose an object from the queue. It presents a points, a deadline, and a
penalty strategy. It also explains that in the sADM, a strategy’s effectiveness can only
be assessed over a matter of minutes because the impact of penalty occurs over time
as unselected objects accumulate penalties by remaining in the queue. It then shows a
video of the computer performing the task over a few minutes with these three different
strategies. The video provides an opportunity to observe the impact of different strategies
without having the additional load imposed by completing the task. Finally, there is
explicit instruction about the variability in object features that may be present in the
queue and their relationship to strategy effectiveness. A test consisting of having to
identify which strategies should be employed for a given set of object queues is given
both at the start and end of this phase to measure knowledge. This training has been
piloted on a small group of participants (N = 19) with significant improvements seen
from pretest to posttest, t(18) = 4.3, p < .001. In addition, there is an improvement in
consistency of strategy use from sADM blocks before the training phase to those after
the training phase, M = .61 to M = .76, t(18) = 4.7, p < .001.

The strategy consistency and optimal strategy monitoring components utilize the
strategy classification algorithm to track whether people are employing strategies con-
sistently and if so whether the strategy is the optimal one for the strategy scenario being
presented. For consistency monitoring, if low consistency is detected, then the partic-
ipant is prompted to identify a feature they would like to base their selection on and
the interface highlights the object consistent with selecting based on that feature. This
scaffolding persists for 10 selections and then the objects stop being highlighted. This
approach is intended to help temporarily minimize the load of identifying the best object
and thereby encourage consistent strategy application. The optimal strategy interven-
tion is triggered if participants continue to use a non-optimal strategy after the first two
blocks of a strategy scenario. The task is paused early in the third block and participants
are asked to identify the object feature in the queue with the highest variability. This
intervention is intended to prompt individuals to shift out of their current strategy to the
optimal strategy, perhaps because they have not noticed the change in the queue with
the shift in the strategy scenario. This type of scaffolding has been used successfully in
intelligent tutoring systems [14].

One of the key questions to be addressed in future work with this coaching module is
whether the interventions lead to higher strategy consistency and more optimal strategy
use in future strategy scenario shifts that occur post-intervention. More broadly, a future
research topic is to identify the cognitive processes involved in effective strategy devel-
opment and adaptation. In particular, we expect that individual differences might lead
someone to be better at developing effective strategies in a dynamic task. Identifying
these processes and individual differences will provide a basis for training applications,
and it opens up the possibility to investigate transfer of strategy training across tasks.

Even if transfer of strategy training is confined to the task it is trained in, theremay be
substantial benefits to identifying those individuals most likely to benefit from strategy
training within a task. Given the importance of strategies in expert performance [1], an
individual who can flexibly shift strategies within a task as the task environment changes
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should exhibit high levels of performance even if the skills acquired are limited to the
task at hand.

The strategy classifier algorithm that has been developed for the sADM has enabled
these questions to be addressed within this task designed to capture some key elements
of other time-pressured real-world tasks. However, there is nothing specific to the sADM
task in the algorithm. Any task where strategic decisions are made based on features
present in the task environment should be able to be analyzed with the same approach.
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Abstract. In this paper, we propose to apply recent advances in deep learning to
design and train algorithms to localize, identify, and track small maritime objects
under varying conditions (e.g., a snowstorm, high glare, night), and in computing-
with-words to identify threatening activities where lack of training data precludes
the use of deep learning. The recent rise of maritime piracy and attacks on trans-
portation ships has cost the global economy several billion dollars. To counter the
threat, researchers have proposed agent-driven modeling to capture the dynamics
of the maritime transportation system, and to score the potential of a range of
piracy countermeasures. Combining information from onboard sensors and cam-
eras with intelligence from external sources for early piracy threat detection has
shown promising results but lacks real-time updates for situational context. Such
systems can benefit from early warnings, such as “a boat is approaching the ship
and accelerating,” “a boat is circling the ship,” or “two boats are diverging close to
the ship.” Existing onboard cameras capture these activities, but there are no auto-
mated processing procedures of this type of patterns to inform the early warning
system. Visual data feed is used by crew only after they have been alerted of a pos-
sible attack. Camera sensors are inexpensive but transforming the incoming video
data streams into actionable items still requires expensive human processing.

Keywords: Deep learning · Artificial neural networks · Convolutional neural
networks · Fuzzy logic · Computing with Words · Autonomous vehicle ·
Usability · Human computer interaction

1 Introduction

The rise of maritime piracy and attacks on transportation ships has posed a significant
burden on the global economy [1]. Researchers have proposed agent-driven modeling to
counter the threats, facilitating the potential of piracy countermeasures but lacking real-
time update capability for situational context [2]. Onboard sensor information combined
with intelligence from external sources proved valuable for early piracy threat detection
[3]. In all scenarios, visual data feed is used by crew only after they have been alerted to
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a possible attack: camera sensors are inexpensive but transforming the incoming video
data streams into actionable items still requires expensive human processing.

In this paper, we propose to apply recent advances in deep learning to design and
train algorithms to localize, identify, and track small maritime objects under varying
conditions (e.g., a snowstorm, high glare, night). The crew can benefit from an early
automated warning, e.g., “a boat is approaching the ship and accelerating” and decide on
the countermeasures based on the developing scenario. Existing onboard cameras capture
surrounding activities, but there is no automated processing of threatening patterns to
inform earlywarning systems.Automatedwarning such as “a boat is circling the ship,” or
“two boats are diverging close to the ship” can help direct piracy countermeasures more
effectively. The state-of-art deep learning activity detection and recognition systems
depend on large corpora of training data, which is infeasible to use in this scenario. We
propose a computation-with-words approach, where any activity, e.g., “a boat is circling
the ship,” is analyzed using natural language-based human reasoning.

Humans have a remarkable capability to reason, compute, and make rational deci-
sions in the environment of imprecise, uncertain, and incomplete information. In so
doing, humans employ modes of reasoning that are approximate rather than exact.

For example, consider a scenario where two friends are each renting a personal
wave-runner (small ski-jet boat) and exploring the local lake together while maintaining
a “safe distance1” from each other and other boats on the lake. To this end, a computer-
based system might deploy numerous high-resolution sensors for accurately measuring
location, speed, velocity, and distance from other marine vehicles. The sensor data and
information are generally represented via numerical data. Even this task of maintaining
“safe distance” from lake traffic, which is relatively simple for most humans, requires
the autonomous system to obtain large amounts of data, maintain a relatively large
database/knowledgebase of general knowledge, and perform complex real-time infer-
ence. The approach of employing Computing with Numbers (CWN) is well established
and is highly effective in many applications. Yet, due to the efficiency and effectiveness
of the human mind, there are applications where the human approach, which involves
computation using natural language reasoning and “calculations,” that is, Computing
with Words (CWW), is more simple, efficient, and effective. This raises an intrigu-
ing research question concerning the computational and human-computer interaction
benefits of using CWW for tasks involving Artificial Intelligence (AI).

The goal of the research reported here is to explore the utility of CWW as a tool for
identifying threatening activities where lack of training data precludes the use of deep
learning. The main contribution of this paper is that it should serve as an initiator of
theoretical and applied research in the field of CWW and its applications in areas such
as autonomous vehicles and vehicle activity detection. To the best of our knowledge,
there is no published research concentrating on the disruptive concepts of usingCWWfor
efficient computation andHumanComputer Interaction (HCI) andArtificial Intelligence
(AI) applications.

The rest of the paper is organized as follows. Background concepts are defined in
Sect. 2. Section 3 reviews state of the art. Section 4 introduces the CWW-basedMaritime

1 The term “safe distance” has a fuzzy connotation. Nevertheless, a CWN engineer might attempt
to provide a crisp and accurate definition for this term.
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Activity Detection System (CWWMAD). Section 5 provides a qualitative analysis of
the CWWMAD effectiveness and efficiency, as well as its usability. Finally, Sect. 6
concludes and proposes further research.

2 Background

In this section, we provide background concerning Maritime Activity Detection. The
CWW theoretical and applied concepts are detailed in a previously published paper [4].

2.1 Maritime Object Localization, Identification, and Tracking Using Deep
Learning

Maritime sensor imagery quality varies greatly with the weather conditions, sea sur-
face movements, size, and distance of maritime vessels. This degrades the performance
of state-of-art Deep Convolutional Neural Networks (DCNN) for identifying maritime
vessels. On the other hand, compared to the consumer domain, the maritime domain
lacks the abundance of alternative targets that could be incorrectly identified as mar-
itime objects: this allows relaxing the parameter constraints learned on urban natural
scenes in consumer photos, adjusting parameters of the model inference, and achiev-
ing robust performance and high average precision (AP) measure for transfer learning
scenarios [5].

DCNNs trained on large corpora of labeled consumer images provide robust gen-
eralized modeling for starting and initializing a network with transferred features from
almost any number of layers and boosts generalization. In our previous work [4], we
have relied on this finding and expanded the consumer dataset to the maritime domain
for adapting the DCNNs to reflect the target domain. We have utilized domain charac-
teristics to refine the deep learning framework and have shown that our transfer learning
strategy produces models that reliably and accurately identify sea-surface objects in
overhead imagery data. Furthermore, we have demonstrated successful single-source
domain adaptation from consumer and maritime data sources to maritime object recog-
nition [5]. In this paper, we use CenterNet as a baseline [6], as it has emerged as a fast
and lean deep network that produces the same quality of recognition results with reduced
model size and inference time. CenterNet object detector builds on successful key-point
estimation networks, finds object centers, and regresses to their size. The algorithm is
simple, fast, accurate, and end-to-end differentiable without expensive non-maximum
suppression (NMS) post-processing step. Every object is modeled as a single point, cen-
tered at its bounding box, and the approach skips the expensive step of an exhaustive
search of the possible object locations.

Frame-to-frame target tracking can greatly improve the accuracy of the system and
reduce the number of false positives in the dynamic learning schema. Towards this
end, we have adapted the DeepSort algorithm for real-time object tracking. The sys-
tem optimizes cosine similarity through a simple re-parametrization of the conventional
Softmax classification regime [7]. At inference time, the final classification layer facil-
itates nearest neighbor queries on unseen individuals using the cosine similarity metric
[7]. Figure 1 depicts the CenterNet domain adaptation to maritime data. The adaptation
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produces high, real time, recall localization inference at a fraction of the model size.
As illustrated in the figure, the system, trained on maritime data, can identify and track
small objects through longer periods of occlusions.

Fig. 1. CenterNet domain adaptation to maritime data

2.2 The IPATCH Dataset

The IPATCH project data collection focuses on non-military protection measures for
merchant shipping against piracy [3]. The goal of the project is to develop an on-board
automated surveillance and decision support system providing early detection and clas-
sification of piracy threats and supporting the captain and crew in selecting appropriate
countermeasures against piracy threats. The data collection was carried out employing
the vessel ‘VN Partisan,’ where the ship was traveling at a constant speed, while fishing
boats and “pirate” boats re-enacted scenarios. A subset of the IPATCH dataset collected
in 2015was released for public use as the PETS dataset [3]. The recordings, which repre-
sents a series of realistic maritime piracy scenarios, presents several challenges of object
detection and tracking including the fusion of data from sensors with different modalities
and sensor handover, tracking objects passing from one field of view (FoV) to another
with minimal overlapping FoVs, event detection, and threat recognition. Piracy attacks
on a vessel typically fall into one of five scenarios [3]. The PETS database contains only
a small sample of each of the listed scenarios.

2.3 Activity Recognition

Recent two-streamDCNNs havemade significant progress in recognizing human actions
in videos.Despite their success,methods extending the basic two-streamDCNNhave not
systematically explored possible network architectures to utilize spatiotemporal dynam-
ics within video sequences further. Furthermore, activity recognition in maritime videos
lacks sufficient annotations. The annotated activities are categorized into seven groups:

• Speeding: Sudden acceleration of the mobile object.
• Loitering: The detected object stands still or moves slowly in the same area.
• Group formation: A mobile object comes close to another and holds an interaction.
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• Group Separation: A mobile object departs from a group.
• Moving Around (Circling):A boat is moving and has appeared in two or more sides
of the ship.

• Sudden Direction Change: sudden change of the trajectory.

2.4 Computing with Words, Human-Computer Interaction, and Usability

The theoretical and to some degree the applied background of the present paper is
described in detail in [4] “Computing with Words—a Framework for Human-Computer
Interaction,” authored by a subset of the present authors with a contribution by Lotfi
Zadeh. A further in-depth review of the background can be found reference [4] citations.

3 Related Work

The DCNN framework is designed so that the individual neurons respond to overlapping
regions in the visual field [8]. DCNNs for object recognition in images consist ofmultiple
layers of small neuron collections, inspecting small portions of the input image, called
receptive fields. The results of these collections are then tiled so that they overlap to obtain
a better representation of the original image; this is repeated for every layer. One major
advantage of DCNNs is the use of shared weights in convolutional layers, which means
that the same filter (weights bank) is used for each pixel in the layer; this reduces the
requiredmemory size and improves performance. The performance of the DCNNs in the
ImageNet Large Scale recognition challenge has approached the capabilities of human
recognition [9]. When it comes to noisy imagery, however, the processes humans use
to identify a specific target are largely unknown. Nevertheless, recent advancements in
DCNN research have changed the expectations from an image and video understanding
system, significantly raising the bar. DCNNs, however, continue to exhibit shortcomings,
which has spurred great activity in the research community but with limited its effec-
tiveness in real-life situations. Due to a large number of network parameters that have
to be trained on, every DCNN system requires a significant number of labeled training
samples to perform well. Pascal VOC, COCO, and ImageNet [9], and benchmarks moti-
vated a breakthroughs in the field as training samples were collected via a well-executed
and expensive crowd sourcing endeavor to label millions of object instances in imagery
created by consumers using their hand-held devices. To achieve similar performance in
other domains, one has to consider the replication of these process at comparable scale,
and this is prohibitive when it comes to the periscope imagery domain, where crowd
sourcing effort or labeling uniformity to achieve comparable benchmark at such a large
scale are not available. Recent advances in DCNN development for object recognition
have demonstrated that one can apply high-capacity DCNNs to bottom-up region identi-
fication in order to localize and segment objects, andwhen labeled training data is scarce,
supervised pre-training for an auxiliary task, followed by domain-specific fine-tuning,
yields a significant performance boost [8, 10–12].

Transfer learning focuses on storing knowledge gained while solving one problem
and applying it to a different but related problem and has gained traction in domain
adaption problem in computer vision. In the domain adaption problem, we focus on
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utilizing multiple existing source data to build a model that performs well on different
but related dataset. For taskswhere sufficient number of training samples is not available,
a DCNN trained on a large dataset for a different task is tuned to the current task
by making necessary modifications to the network and retraining it with the available
data [13, 14]. Lately, multiple groups proposed a one-shot learning approach for deep
learning setup, and demonstrated that it is consistent with ‘normal’ methods for training
deep networks on large data [13]. Domain adaptation of DCNN systems has been used
to produce segmentation maps and to improve category identification when applied to
satellite imagery and remote sensing [15]. It should be noted that generating synthetic
data can serve as an intermediate stage for DCNN training.

Numerous publications address the topic of CWW from the theoretical point of view
aswell as relevant applications [16–20]. Several of these papers and patents, e.g., [16, 17]
allude to the possibility of using CWW for Maritime navigation, activities, and Piracy
Alert systems. Nevertheless, a thorough search for literature that is using the approach
presented in this paper did not yield any relevant publications.

Several papers, cited in [4] address the topic of HCI in CWW-based system and
conclude that the affinity between the way that the CWW-based system operates and
natural language oriented HCI significantly improve these systems’ usability. These
observations are in line with our expectations. Nevertheless, except for reference [4], we
could not identify papers that specifically address the HCI of CWW-based applications
such as Maritime Activity Detection, and Piracy Alert systems.

4 CWW Procedure

4.1 Background

Assume that a boat that is monitoring maritime activity is the “friendly boat,” referred
to as Boat �, and the boats that are monitored are the “adversary boats,” referred to as
the � boats. In the present paper, we study the problem of identifying whether a single
�-boat is “circling” Boat �. A byproduct of our procedure is identifying whether any
� is “too close” to �.

The DCNN is fed by onboard video cameras placed according to the schematics of
Fig. 2. These cameras provide incomplete and overlapping coverage of the area around
�. Hence, at certain times, the location of an adversary boat in the image obtained by a
specific camera is known, and at other times it is unknown.

“Four AXIS P1427-E Network cameras were added to the ship; three of them at the
side and one at stern. The camera technical characteristics are the following: 5-megapixel
resolution; 35°–109° FoV – Autofocus; Frame rate 30 fps; Digital PTZ” [3].

We are fixing a computer graphics frame (affine coordinate system and a point of
reference - origin), referred to as the Cameras View Frame (CVF), where Boat � is
assumed to be in its origin. The CVF is time dependent as is generated by applying
affine transformations on the location of the adversary boat as obtained from onboard
cameras using DCNN. Next, we mark the subregions of the CVF, as depicted in Fig. 3.
The regions {A, B, C, D} denote proximity of the adversary boat to Boat �. The virtual
region ‘INV’ denotes that none of the cameras identifies an adversary boat at the given
CVF. To distinguish between individual frames of each camera and the view frameset
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Fig. 2. Schematic representation of added cameras in the VN Partisan [3]

by the monitoring system, we refer to the camera view frames as the CVFs, while the
video frames of the individual cameras are referred to as Image Frames (IFs).We assume
that the cameras mounted on the boat, along with the DCNN, can provide the following
information, as illustrated in the Fig. 3, at a rate of 30 CVFs per second.

D D D D D D D D 
D C C C C  C C D 
D C B2 B2 B1 B1 C D 
D C B2 A A B1 C D 
D C B3 A A B4 C D 
D C B3 B3 B4 B4 C D 
D C C C C C C D 
D D D D D D D D 

Fig. 3. Cameras view frame subregions

We further assume that at every time unit (of 1/30 of a second or longer) the system
provides the following information: (1) either (x, y, 0) – meaning that an adversary boat
is invisible in the current frame, or (2) (x, y, 1) meaning that an adversary boat is visible
and is located in the affine point (x, y, 1)T . In this system, (x, y, 0) means a vector to
the direction of (x, y), which represents the direction at which the adversary boat was
visible in the last frame. In this case, (0,0,0) is the 0 vector – meaning that there is no
knowledge about an adversary boat. Given the above, we can construct the following
list of directions (Table 1):
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Table 1. List of directions

NW N NE 
W ST E 

SW S SE 

NW N NE 
W INV E 

SW S SE 

For example, the direction NWmeans that the adversary boat is “currently” moving
in the Northwest direction in the CVF, ST means that the boat is loitering, and INV
means that the boat is invisible at the current CVF. Note that the smallest time unit for
‘currently’ is 1/30 of a second (the frame rate of the cameras). The largest ‘currently’
unit is arbitrary and is determined by monitoring considerations.

A “circling” activity in the context of the present paper is defined to be:

Circling: An adversary boat is moving and has appeared at two or more sides of Boat
�. It should be noted that this activity can be detected by the dynamics of the boat
location change. For example: consecutive movement through regions B1, B2, and B3
constitutes a circling event.

The situation assessment unit, referred to as CWWMAD (MAD stands for Maritime
Activity Detection), is capable of providing the crew of Boat � with several indications
of alert levels, which can be considered as flags, where “Alarm” is the “Red Flag.” The
alert levels are denoted as {invisible,watch, inspect, suspect, andAlarm}. The alert levels
are determined by the current location, history of directions, and history of activities of
the adversary boat. Additionally, the direction is utilized to visualize the adversary boat’s
trajectory and to produce synthetic training data.

4.2 CWWMAD Inference Procedure

The CWWMAD procedure for identifying whether an adversary boat is too close Boat
�, or is circling �, can be implemented using the DCNN readings denoted in Fig. 3. It
is described using the following notation:

1) No adversary- If the current and the previous n readings of the adversary boats’
locations are ‘INV’, then it is assumed that no adversary boat is in proximity to Boat
�.

2) Watch - If the current reading of an adversary boat’s location is ‘D,’ it is assumed
that the adversary boat is in the ‘D’ region and might become a threat.

3) Inspect - If the current reading of an adversary boat’s location is ‘C,’ it is assumed
that the adversary boat is in the ‘C’ region and requires an elevated level of
monitoring.
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4) Suspect - If the current reading of and an adversary boat’s location is ‘B1’, ‘B2’,
‘B3’, or ‘B4’, it is assumed that the adversary boat is in one of the ‘B’ regions and
might become a reportable threat if it crosses into the ‘A’ region completes a circling
operation, as defined above.

5) Alarm - If the current reading of an adversary boat’s location is ‘A’ or if the adversary
boat has completed a circling activity (as defined above) then the crew must receive
an alarm and undertake a response.

5 Analysis

5.1 System Verification

A simplification of the problem of detecting circling and several othermaritime activities
via a CWW enables system implementation using a relatively simple rule-based system.
We have constructed a rule-based system RB-CWWMAD for the detection of “circling”
and of “getting too close to our boat”.

Due to the simplicity of the CWWproblem statement, we have been able tomanually
verify the soundness and completeness of CWWMAD. This is significant since currently
there is not enough realistic video data that can be used for automatic verification.

5.2 Usability

The following is quoted from [4]. Internal citation numbers are removed to fit the present
paper.

“Tamir et al. have developed an effort-based theory and practice of measuring
usability [-]. Under this theory, learnability, operability, and understandability are
assumed to be inversely proportional to the effort required from the user in accom-
plishing an interactive task. A simple and useful measure of effort can be the time
on the task. Said theory can be used to determine usability requirements, evaluate
the usability of systems (including comparative evaluation of “systemAvs. System
B”), verify their compliance with usability requirements and standards, pinpoint
usability issues, and improve usability of system versions. It is quite obvious, and
supported by research literature, that an interface that uses a natural language or a
formal language that are “close” to natural languages reduces the operator effort
and can improve system usability [-].

A natural language interface can accompany a CWN-based as well as a CWW-
based system. A CWW-based system, however, provides the advantage that the
system itself operates and is being controlled in a way that is closer to human
reasoning, decision making, and operation. This increases the coherence between
the system and its user interface and, thus, it simplifies the system design and
human-controlled operation of the system.”
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5.3 Additional Activities

The CWWMAD system for circling detection can be expanded to include additional
activities, such as “divergence of boats” and “acceleration towards our boat.” These
activities would be detected via simple extensions of the current CWW rule-based infer-
ence engine. Another activity of interest, which might be more challenging, is detecting
that an adversary boat is following Boat �. This system would require a more complex
inference engine.

6 Conclusion and Further Research

We have demonstrated that the integration of a CWW-based inference engine with a
DCNN is a viable tool for detecting and providing alerts concerning several maritime
activities, including boat circling. The inference can be implemented with a relatively
simple rule-based system. Additionally, we have discussed the utility of a CWW-based
human-computer interface (HCI) to enable ergonomic interactionwith theCWWsystem.
Analysis of the system’s performance and its usability shows that the approach has a
potential for the facilitation of mitigation of maritime piracy, with an ergonomic and
efficient system.

In the future, we plan to extend the activity detection capability of the system and
include other maritime activities such as “following,” “diverging,” and “accelerating
towards our boat.”We also plan to examine the utility ofmore complex inference engines
that include game-theory considerations and space search-based inferencing.

We plan to obtain and annotate additional realistic video data, which would enable
automatic testing of CWW, as well as training a deep-learning artificial neural network
(ANN) and comparing the performance of the CWW-based inference engines to the
performance ofANN-based approaches.We also plan to construct a simulation system to
generate synthetic data for training deep-learning ANNs. With the addition of computer
graphics capabilities to the simulation, stakeholders will be able to assess the utility and
usability of maritime activity inference engines.
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1 Introduction

In this paper, we sought to capture the questions users ask when the autonomous
systems they are interacting with behave unexpectedly or produce unexpected
results. Through this modeling process, we argue that we can derive design
strategies that better support user information needs (i.e., what information
could an interface provide that would answer user questions in such a scenario).
Our theoretical position is informed by a wealth of findings from both laboratory
studies and real world mishap investigations [1–3,10,13] which outline numer-
ous examples of how these off-nominal, unexpected system behaviors can have
very serious consequences on human decision making. Thus, we argue that by
improving how autonomous systems communicate in a way that aligns with user
expectations and priorities, we can improve user trust, and strengthen the overall
human-machine team environment. To accomplish our modeling task, we used
a mixed method called Q methodology, a technique in which participants assess
a bank of questions and rank them in a normalized distribution. These rankings
can then be quantitatively analyzed using factor analysis in order to find com-
monalities amongst the factor groups. We ran a human-in-the-loop study with
110 participants in the US and UK, using the same interaction scenario. Our
findings resulted in a detailed analysis of a range of user information needs and
priorities. With this information we built a detailed user typology, which corre-
sponds to the four distinct user types found in our data. In subsequent sections,
we detail and describe each user type, discuss the ramifications and uses of build-
ing such a typology, and discuss how utilizing this approach to user interaction
modeling can help guide the design of intelligent systems which are transparent
and intelligible to their users. This work will ultimately help designers tailor
intelligent systems based on the desires and priorities of users.

2 Background and Motivation

Generating explanations that are meaningful and relevant to lay users is com-
plicated by a variety of factors, both psychological and technological [4]. Models
that are able to be explained and understood by humans are said to be “intel-
ligible” [5]. Intelligibility is a major component of the umbrella term of “trans-
parency,” which has lately come to refer to both the degree to which a system’s
inner workings can be seen and understood by the user, as well as other fac-
tors such as fairness, accountability, and privacy. For this work, we focus on the
intelligibility component of intelligent system transparency, particularly in the
role it plays in helping end users understand and trust intelligent autonomous
systems.

A good deal of research has been done towards developing methods to make
models more intelligible [6–8]. Gregor and Benbasat [1] presented a detailed
review of explanation types, and identified a set of useful constructs used to
generate explanations to users of early intelligent systems. These include: trace
or line of reasoning (explaining why certain decisions were or were not made by



Modeling User Information Needs for Autonomous Systems 447

reference to the underlying data and rule base), justification or support (linking
“deep” domain knowledge to portions of a procedure, such as providing a text-
book reference or hyperlink to explore deeper), control or strategic (explaining
the system’s behavior by providing its problem solving strategies and reasoning
rules), and terminology (providing users with term definitions to aid in their
comprehension).

These constructs have been used broadly to enhance user understanding and
trust in intelligent systems with some success. Studies have found that users who
consider systems to be “intelligible” tend to perform better on system tasks,
demonstrate more appropriate trust (generally defined as knowing when and
when not to use the system, depending on the circumstances), and often report
higher levels of usability and satisfaction during interaction [3,9–11]. Exploring
intelligibility in context-aware systems, Lim, et al. [7] examined how different
explanation types (Why, Why Not, What If, and How To) had an impact on
user trust, performance, and comprehension of system functions. Participants
interacted with different context-aware systems and were shown basic input-
output cycles, along with different reasoning traces in the form of the questions
above. Participants were then measured on their understanding of how the sys-
tem functioned. They found that the Why and Why-Not explanations improved
participants’ task performance and understanding, as well as increased their
trust in the system, while neither the How-To nor What-If explanations showed
any improvements over no explanations. Interestingly, there were no significant
differences between Why and Why-Not intelligibility types. These findings sug-
gest that most users have a basic desire to understand system behaviors and
inner workings, and that answering these user questions in the correct format
plays a central role in determining the interaction outcome.

Despite these findings, however, much of the work in the realm of explain-
ability and intelligibility has been done to produce what some might call “back
end” explanations, or explanations that would be considered intelligible by pro-
grammers and experts, but few others. This is not an indictment against these
efforts - they are vital to the development of safe and effective algorithms, and
methods to enable programmers to better validate models and detect potential
unsafe deviations from operating parameters are critical. It is important to note,
however, that the human user comprises at least 50% of the human-machine sys-
tem, at least in principal, and so should receive commiserate levels of modelling
and consideration towards system design. In reality, it could be argued that
humans comprise a considerably higher portion of the variability in system per-
formance since it is their interactions with systems that ultimately determine
much of the system’s output. Yet a cursory review of the scientific literature
on explainability and transparency reveals that user-centered studies focusing
on the development of design strategies for autonomous systems are squarely in
the minority, with most attention given to algorithm development, visualization
techniques, or debugging efforts [8,23,27].

This problem is not unique to today’s advanced autonomous systems. Early
intelligent systems such as expert systems were only able to provide the most
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basic of explanations. These tended to be focused on verbalizing internal states,
goals, and plans. These explanations were interpreted from a knowledge base,
which limited their ability to answer questions from a static dataset and often
bore little resemblance to human language [14]. As intelligent systems matured
further, more sophisticated attempts to provide explanations emerged, and
began to incorporate some degree of justification, offering not only the what,
but also the why [15]. These systems offered explanations that were both under-
standable and satisfying, although only in limited scope. The newest generation
of intelligent systems now strive to consider a variety of factors in their explana-
tion capabilities, including the decision context, knowledge of the user, knowl-
edge of the history of system performance, including reliability; modeling and
knowledge of the goals of the user, and awareness of the domain [9].

Determining which of these features to include in an explanation, at what
time, and in what format is still the subject of much investigation. Our own
recent work has sought to explore methods of providing explanations by cate-
gory (system parameters and logic, different qualities of data, how user person-
alization plays a role, providing some justification of why one option was recom-
mended over another, and what other users have done in similar circumstances
before) as a means of improving transparency and intelligibility of intelligent
system recommendations [16]. While much work remains focused on developing
methods to make models explain themselves to users, we argue that much of
this model-based information is superfluous to most end-users, and that by pri-
oritizing information that users care about most, system designs can achieve a
higher net effect in terms of user comprehension, trust, and perceived usability.
In many cases, these data already exist in the underlying system architecture,
which means making them available to users through an interface is often rela-
tively inexpensive and simple. Tracing decisions made by systems, especially in
examples such as recommender systems, is also relatively easily accomplished.
Most design decisions such as these, however, tend to be made out of pragmatic
considerations. In other words, most designs of autonomous intelligent systems
are driven by an effort to reduce clutter and streamline interface layout. In
many cases, these decisions are made according to the priorities of the designers,
rather than the end users, a phenomenon Cooper termed “the inmates running
the asylum” [12].

This means that in order to truly design an autonomous system interface
that supports user trust and decision making, we must first determine what
information users think is most important, especially in the context of highly
complex autonomous, distributed systems that have the capability of choosing
behaviors with little to no user input. Our purpose for this research is to assess
the relative value or importance of various bits of information that would be
potentially available in an interface with an autonomous system, and to quantify
these priorities in a manner that supports future system designs.

To do this, we employed a method known as Q-methodology. Q-methodology
is a mixed method, often referred to as the “scientific study of subjectivity” [17]
and has been successfully used in previous HCI work [18] to elicit design feedback
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from stakeholders. Q-methodology asks users to sort statements or questions
according to their preferences or priorities into a fixed matrix that represents a
normalized distribution. Using a factor analytic approach, Q-methodology can
identify patterns of subjectivity and thought in the data, which is used to iden-
tify groups, or clusters of people who share similar opinions and ways of think-
ing about a given issue. Interpretation and classification of these clusters is
then made using traditional factor analysis techniques, effectively combining the
strengths of both qualitative and quantitative research. The results from this
method are data that is deep in texture and nuance that could otherwise be
passed over by a purely statistical or survey sampling approach. We describe the
steps of our methodology in the following section.

3 Methods

Since we are interested in understanding what features users find more or less
valuable to help them understand and trust intelligent autonomous systems,
we needed a way for them to consider and prioritize a large number of design
elements. To do this, we created a bank of questions that users might ask of
a system when it behaves unexpectedly or uncharacteristically. The motivation
behind this decision was that by asking participants to identify what questions
they would ask, we could more accurately model what information they consid-
ered vital to their decision making. This approach, we argued, would minimize
issues common to survey or ethnographic methods (i.e., bias, response inter-
pretation), while still allowing for detailed user priorities to be captured in a
quantifiable and reliable manner.

These questions were deliberately developed to represent a variety of
approaches to providing users critical information that could help them resolve
conflicts with interactions in intelligent autonomous systems. In order to narrow
down the potential list of conflicts, we chose to focus our study on interactions
with intelligent recommender systems, or systems that provide recommendations
to users (i.e., decision support algorithms). For example, in a basic recommender
system scenario, if a user was presented with a restaurant recommendation which
seemed out of place for their tastes, the user would probably want to know how
that recommendation was made. To answer how, however, the user could be
given a variety of information. For example, they may care to learn what data
was used to create that recommendation, and in doing so better understand
the recommendation. Or perhaps they might want to know whether or not the
system actually has a model of themselves and their tastes, or whether the recom-
mendation was made randomly. Because there are a variety of potential answers
to “how was this recommendation made?” where some of those answers would
be more valuable and satisfying than others to individual users, it is important
that we try to model these so that our interface designs provide answers that are
meaningful to the intended users of the system, rather than system architects.

In our approach, each question we developed is mapped to a potential design
feature that could be achieved through an interface. Our purpose was to help
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determine which potential design features would most help users understand and
trust intelligent autonomous systems, and which would be considered a nuisance
or irrelevant.

3.1 Question Bank Development

Because the question bank we developed from an earlier project [16] was not
specific to any one type of system, we first had to develop questions that would
be most appropriate for interactions with our intended system in this project. To
do this we started with Ram’s taxonomy of question types as an initial starting
point to ensure that we used a variety of question types [19]. Ram’s taxonomy
is useful because it describes a wide breadth of questioning strategies, and was
developed explicitly to enhance the explainability of intelligent systems to end
users. We refined these questions using Silveira et al’s taxonomy of user’s frequent
doubts [20]. After iterative evaluation and consultation within the project team
and with experts in intelligent system design in the US and UK, we arrived at
an initial bank of 36 questions.

Fig. 1. Our interactive testbed for this project was the Deep Securities and Accounting
Management (DSAM) system. This system emulated an intelligent autonomous system
that provides recommendations to its users.

Once the set of questions was developed, we presented participants with the
Deep Securities and Accounting Management (D-SAM) system (Fig. 1). D-SAM
is a research testbed, and was developed by reviewing recent submissions to
the United States Patent and Trademark Office’s Patent Full-Text and Image
Database (PatFT). By exploring recent patent submissions, and combining these
with our knowledge of intelligent autonomous systems research, we developed
a near-future, plausibly relevant financial management system that embodies
many of the most advanced efforts in intelligent systems today, and assumes
their success in the near future. Our users were asked to interact with D-SAM,
which resulted in a system-generated recommendation the user had to determine
whether to accept or reject. This interaction deliberately introduced ambiguity
and uncertainty into the scenario in the form of an unexpected or seemingly
inappropriate recommendation. This ambiguity and unexpected system behavior
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is the most common combination found to result in significant user conflicts
with intelligent systems [10], and thus served to create the need for users to seek
additional information from the system in order to determine whether or not it
could be trusted, or if its recommendation should be disregarded. This ambiguity
and unexpected system behavior is one in which the concept of transparency is
theoretically most critical, hence we used it to frame our study.

Fig. 2. The forced distribution matrix. Cards are arranged from right (most important
to me, +5) to left (least important to me, −5).

Once presented with the interaction scenario, participants were then given
a stack of 36 numbered index cards, each containing a different question. Each
question on the card was meant to represent a different information seeking
strategy. The concept behind this is that a user could potentially ask the system
a wide variety of questions about all manners of different things. Our goal was
to better understand what questions were more or less frequently prioritized
as important to users, as a proxy of inferring their information priorities and
preferences. Some example questions were “How current is the data used in
making this recommendation?”, “Precisely what information about me does the
system know?”, and “What have other people like me done in response to this
recommendation?” Participants were then given time to sort these 36 cards
into the fixed distribution matrix described in Fig. 2 above. Participants were
encouraged to consider each question as if it were something they would ask
themselves, and then to determine which questions, if answered, would have
the greatest impact on trust and their willingness to act on recommendations
generated by the system.

Once cards were sorted, participants recorded their arrangements on a paper
form, and answered two additional questions: “Briefly describe why you chose
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this question as your most/least important question to ask.” Paper forms were
then collected and prepared for analysis and interpretation.

Each column in the matrix in Fig. 2 is given a number value, corresponding
to the degree of preference expressed by each participant - +5 for the rightmost
column corresponding to “most important to me,” −5 for the leftmost column
corresponding to “least important to me,” and everything in between. Each
participant’s sort then represents a full arrangement of their preferences in a
forced and normalized distribution. Once completed, each participant sort was
arranged in a correlation matrix with each other participant sort. This matrix
was then submitted to factor analysis.

Using principal components analysis (PCA) for factor extraction [21], we
extracted 8 initial factors. We tested several possible solutions, ranging from two
to eight factor groups, and ultimately settled on a four factor solution because
together they explained the majority of variance (61%), and divided the major-
ity of respondents into a relatively small number of groups that were distinct
from one another, yet large enough to permit statistical analysis. We then used
the VARIMAX method to obtain optimal rotation [22]. 11 of the participant’s
arrangements were confounded because they loaded on more than one factor,
and 18 participants failed to load on any of the four factors we extracted. This
resulted in four distinct viewpoints of information priorities and preferences of
the remaining 89 individuals.

3.2 Factor Interpretation

Once factor extraction and rotation was complete, we next set about analyzing
how each factor group arranged their questions in order to intuit and interpret
their reasoning and prioritization strategy. To accomplish this, we produced a
weighted average of each participant’s arrangement of cards from within their
factor group, and combined those arrangements into one exemplar composite
arrangement per group, also known as a “factor array.” We then compared each
group factor array to one another in order to derive a statistical basis of compar-
ison. By examining the placement of each question within each factor array and
comparing those arrangements to each other factor array, we can begin to detect
patterns, which can be used to infer how and why these clusters of individuals
prioritize and value information differently.

To do this, we examined each factor array’s distinguishing questions. A
distinguishing question is found when the participants in a factor group place a
question in a significantly different position from all participants loading on other
factors. For example, the highest ranked question from factor group two was
“What is the history of reliability for this system?” (composite score 5, Z = 1.85,
p < 0.01). This question was placed significantly higher than any other factor
group, thus partially defining factor group two. By examining distinguishing
questions for each factor group, we began to uncover unique differences amongst
the groups, and to describe how each group prioritized information differently.

Finally, in order to fully appreciate our findings, we examined participants’
qualitative feedback to contextualize and verify our analyses. This feedback was



Modeling User Information Needs for Autonomous Systems 453

solicited from participants in the form of two questions which they answered in
open comments on the data collection sheet, “Briefly describe why you chose
this question as the MOST/LEAST important question to you.”

The result of this factor analysis is a detailed user typology that sorts par-
ticipants into four cohesive, like-minded groups based on their shared priorities,
reasoning strategies, and patterns of thought. In the following section we describe
our findings from each of the four user typologies, and later discuss the potential
implications of these findings in the greater design space of intelligent system
transparency and intelligibility in Sect. 5.

4 Results

We identified four distinct user typologies for intelligent system transparency.
In this section, we describe each group based on its quantitative features, and
then provide an analytical interpretation of the characteristics associated with
people in the group. A summary table of findings is available in Table 2, while a
detailed table of all findings by question type is available in the Addendum.

4.1 Factor Group 1 - “Interested and Independent”

Factor group one was defined by 24 participants and explained 14% of the total
study variance with an eigenvalue of 20. 71% reported they had little to no
working knowledge of intelligent systems. Roughly 60% of factor group one were
less than 40 years old. Individuals in this group most want to know “why was
this recommendation the BEST option,” indicating a desire for some sort
of justification for why a recommendation was made, above and beyond a basic
explanation (composite score 5, Z = 1.42, p < 0.05). Individuals in this group
also demonstrated an interest in some of the underlying components of how
systems function, and would like to know “What if I decline? How will
that decision be used in future recommendations by this system?”
(composite score 4, Z = 1.29, p < 0.01) and “Can I influence the system?
Will it consider my input?” (composite score 3, Z = 1.06, p < 0.01).

Individuals in factor group one were least interested in the opinions or behav-
iors of others when considering what to do with a computer-generated recommen-
dation. They ranked questions like “Is there anyone in my social network
that has received a similar recommendation” (composite score −5, Z =
−2.1, p < 0.01), “How many other people have accepted or rejected
this recommendation from this system” (composite score −4, Z = −1.8,
p < 0.01), “How similar am I to other people who have received this
recommendation” (composite score −4, Z = −1.58, p < 0.01), and “What
have other people like me done in response to this recommendation”
(composite score −3, Z = −1.57, p < 0.01) as their least important or valuable
questions.

Because of their preference for deep system information, and their reluctance
to place any priority on other users’ behaviors or decisions, we named this factor
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group the “interested and independent” group. This descriptive name serves to
differentiate factor group one from the other groups, as well as to identify a
general information seeking strategy found amongst our data (Table 2).

Table 1. Characteristics of factors after rotation. Factors define clusters of participants
whose arrangement of questions were very similar, and were mathematically clustered
using factor analysis. We refer to these as “factor groups,” or by their given typological
names throughout the duration of the paper. Factor 1: Interested & Independent;
Factor 2: Cautious & Reluctant; Factor 3: Socially Influenced; Factor 4: Egocentric.

Factor characteristics

Factor 1 Factor 2 Factor 3 Factor 4

No. of Defining Participants 24 16 24 17

Avg. Rel. Coef. 0.8 0.8 0.8 0.8

Composite Reliability 0.99 0.985 0.99 0.986

S.E. of Factor Z-scores 0.1 0.122 0.1 0.118

Eigenvalue 20 15.34 8.07 7.16

Explained Variance 14% 11% 12% 9%

Malea 67% 94% 67% 76%

Female 33% 6% 33% 24%

Experts 29% 75% 29% 41%

Novices 71% 25% 71% 59%

20–30 yrs old 46% 18.8% 58% 53%

30–40 yrs old 12.5% 43.8% 21% 29%

40–50 yrs old 29% 25% 8.5% 12%

50+ yrs old 12.5% 12.5% 12.5% 6%
aAll participants identified as either male or female

4.2 Factor Group 2 - “Cautious and Reluctant”

Factor group two was defined by 16 participants and explained 11% of the study
variance with an eigenvalue of 15.34. 94% were male, 64% were less than 40 years
old, and 3/4 had extensive working knowledge of intelligent systems.

This group was exemplified by a deep concern over a system’s past perfor-
mance and reliability. For example, they most wanted to know “What is the
history of the reliability of this system?” (Composite score 5, Z = 1.85,
p< 0.01), followed by “Under what circumstances has this system been
wrong in the past?” (Composite score 4, Z = 1.4, p< 0.01) and “What data
does the system depend on in order to work properly, and do we know
if those dependencies are functioning properly?” (Composite score 3, Z
= 1.19, p<0.05). This group also appeared very interested in information that
could help them gauge how the system considers uncertainty and risk, as exem-
plified by their high ranking of questions like “How much uncertainty does
the system have?” (Composite score 3, Z = 1.12, p < 0.01) and “How does
the system consider risk, and what is its level of acceptable risk?”
(Composite score 2, Z = 1, p < 0.01).
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Participants in factor group two were least interested in whether “Is there
anyone in my social network that has received a similar recommen-
dation?” (composite score −5, Z = −1.69, p < 0.05). They also thought little
of questions such as “What does the system think I want to achieve?
(How does the system represent my priorities and goals)” (composite
score −4, Z = −1.59, p < 0.01), “Can I influence the system by providing
feedback? Will it listen and consider my input?” (composite score −4,
Z = −1.42, p < 0.01), and “Was this recommendation made specifically
for ME?” (composite score −3, Z = −1.32, p <0.01).

Because the nature of questions prioritized by factor group two seemed to
revolve around the kinds of information that could aid in validating that a sys-
tem was operating normally, we named this group “Cautious and Reluctant.”
This group seemed to be the least willing group to interact with and perhaps
most suspicious of intelligent autonomous systems, based on their information
priorities. Thus this group would represent a particularly vulnerable user group
whose needs would most need to be considered in the design of a system such as
D-SAM.

4.3 Factor Group 3 - “Socially Influenced”

Factor group three was defined by 24 participants and explained 12% of the
study variance with an eigenvalue of 8.07. 67% were male, 79% were less than
40 years old, and 71% had little to no working knowledge of intelligent systems.
Participants in this group most wanted to know “Why is this recommen-
dation the best option?” (composite score 5, Z = 1.75, p < 0.05) followed
closely by “What are the pros/cons associated with this option?” (com-
posite score 4, Z = 1.25, p < 0.01). They also indicated an interested in learning
what others have done by ranking “What is the degree of satisfaction that
others have expressed when taking this recommendation?” (composite
score 3, Z = 0.9, p < 0.01), and “How many other people have accepted
or rejected this recommendation from this system? (What is the ratio
of approve to disapprove?)” (composite score 1, Z = 0.29, p < 0.01) higher
than any other factor group.

Participants in this group were least interested in knowing anything about
the qualities of data used by the system. Questions like “What is the signal-
to-noise ratio of this data?” (composite score −5, Z = −2.34, p < 0.01),
“Can I see the data for myself?” (composite score −4, Z = −2.22, p <
0.01), “How much data was used to train this system?” (composite score
−4, Z = −1.53, p < 0.01), and “Is the system working with solid data, or is
the system inferring or making assumptions on ‘fuzzy’ information?”
(composite score −3, Z = −1.43, p < 0.01) were all ranked lowest by this factor
group.

Analyzing the priorities of this factor group revealed a pattern of preferences
related to the behaviors and decisions of other users. While their highest rated
questions revolved around understanding the recommendation itself, this group
also highly ranked questions related to what other users have done. Relative to
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other groups, this group was the only one that considered this kind of informa-
tion relevant or important. Given the majority of these participants were less
than 40 years old, these findings could potentially indicate a user group with
a posture towards intelligent systems that incorporates social components of
usage, suggesting the increasing importance of utilizing features that provide
this information in intelligent system designs.

4.4 Factor Group 4 - “Egocentric”

Factor group four was defined by 17 participants and explained 9% of the study
variance with an eigenvalue of 7.16. 76% were male, 82% were less than 40 years
old, and expertise was almost evenly split between 59% who had little to no
working knowledge of intelligent systems, and 41% who had extensive working
knowledge of intelligent systems. Participants in this group appear most inter-
ested in understanding how recommendations relate to themselves, and others
like them. Their top ranked question was “Was this recommendation made
specifically for ME (based on my profile/interests), or was it made
based on something else (based on some other model, such as corpo-
rate profit, or my friend’s interests, etc.)?” (composite score 5, Z = 2.6,
p <0.01), followed by “Precisely what information about ME does the
system know?” (composite score 4, Z = 1.25, p < 0.01), “What have other
people like ME done in response to this recommendation?” (compos-
ite score 3, Z = 1.22, p < 0.01), “How many other people like ME have
received this recommendation from this system?” (composite score 3,
Z = 1, p < 0.01), and “Is there anyone in my social network that has
received a similar recommendation?” (composite score 3, Z = 0.98, p <
0.01).

Participants in this group appeared not to care much for details about other
options, or how the system considers the concept of risk. They ranked “What
are the pros/cons associated with this option?” (composite score −5, Z
= −1.99, p < 0.01), “How does the system consider risk, and what is
its level of acceptable risk?” (composite score −4, Z = −1.63, p < 0.01),
“Are there any other options not presented here?” (composite score −4,
Z = −1.42, p < 0.01), “How many other options are there?” (composite
score −3, Z = −1.21, p < 0.01) and “What does the system think is MY
level of acceptable risk?” (composite score −3, Z = −1.17, p < 0.01) as least
important to them.

Interpretations of this group’s information priorities revealed a clear pref-
erence for self-referential information. Accordingly, we named this group the
“Egocentric” group. While the egocentrics were the smallest of our four factor
groups, their unambiguous preferences indicated a clear strategy in decision mak-
ing. When faced with unusual or unexpected results from an intelligent system,
at least in our recommendation scenario, these individuals consider themselves
in the equation, and consider answers to these questions most important to help
them understand and trust system outputs.
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5 Discussion

Thus far, we have demonstrated four distinct differences in user information
preferences when interacting with unusual or unexpected recommendations from
an intelligent financial planning system. These differences characterize different
ways that users might seek to resolve conflicts with intelligent systems, especially
when faced with unusual, unexpected, or ambiguous system behaviors. In our
study we designed an interaction scenario where our participants were presented
with a recommendation from a financial management system, and that recom-
mendation seemed potentially unsafe or inadvisable enough that users would
need additional information in order to determine whether or not to accept and
act on the recommendation, or to reject it. Our findings validate the argument
that users use different reasoning strategies, and that those strategies can be
quantified and described in sufficient detail to allow design recommendations to
be created.

In this next section, we discuss the implications of these findings in terms
of how they might be used to prioritize design elements, guide interface devel-
opment, and structure communication strategies to promote effective human-
machine teams. Our first step is to analyze questions that had near-universal
consensus in our sample; that is, questions that nearly all users agreed were
either very important, or very unimportant. These questions should be consid-
ered as most valuable in terms of design priorities, since they all had near full
consensus in our sample. Next, we explore questions that produced the highest
disagreement amongst all factor groups. These questions represent design ele-
ments that could please some users, while aggravating or confounding others.
Since these questions were the source of much contention within our sample, we
propose these as a starting point for interfaces. Next we analyze questions by
category in order to extract valuable design insights and lessons learned, and
show how our findings might be translated to design through illustrative inter-
face mockups. We end with a discussion of the limitations of our study, and
plans for future work.

5.1 Consensus Amongst Groups

While each factor group had identifying statements that distinguished it from
others, there were some questions that all factor groups found either important
or unimportant. These are known as consensus questions, or those that do not
distinguish between ANY pair of factor groups.

All four of our factor groups thought the question “What are all of the
factors (or indicators) that were considered in this recommendation,
and how are they weighted?” as highly important (average score 3.75, Z
score variance 0.06). That this question was the most agreed upon is not sur-
prising, given that other studies have confirmed most individuals demand at
least some degree of explanation and justification for system outputs in refer-
ence to automated recommendations [7]. Our participants also moderately valued
“What safeguards are there to protect me from getting an incorrect
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recommendation?” (average score 1.5, Z score variance 0.031) across all factor
groups. Despite the wide array of differences in information priorities and deci-
sion making heuristics we found amongst our participants, these two questions
were agreed upon by all as having at least moderate importance for users of
intelligent systems that make recommendations. These questions should there-
fore be considered highly valuable to answer through an interface, and those
design elements should be considered a high priority in intelligent recommender
systems such as the one described in our study.

On the other end of the spectrum, none of the factor groups found the ques-
tions “Is my data uniquely different from the data on which the system
has been trained?” (average score −0.75, Z score variance 0.122), and “Is the
system working with solid data, or is the system inferring or making
assumptions on fuzzy information?” (average score −2.25, Z score vari-
ance 0.109) as being very important or valuable to them. These questions are
likely important to some people, such as programmers who may appreciate this
granularity of information about the underlying data, but to end users they
are unlikely to be very meaningful or to improve trust or acceptance. In con-
trast to the questions earlier, answering these questions through an interface
would likely add either confusion or become an irritation to users of systems
such as D-SAM. Examining what questions produced agreement from across all
participants allowed us to quickly narrow down our potential design elements,
illustrating a clear benefit of a mixed methods approach to user-centered design.

5.2 Disagreement Amongst Groups

Just as we examined questions that all groups found equally important or unim-
portant to them, we also examined questions that produced the greatest dis-
agreement between groups. These polarizing questions can help identify poten-
tial design elements that may be points of contention to some users. To analyze
these questions in a way that is both detailed, yet practical, we arranged all
questions into five categories, based on their similarity to one another. The first
category was named parameters and logic, and describes aspects of system fea-
tures that constrain its operations, such as how sensor data is used in deriving
system outputs. The next category was named qualities of data, and describes
features of relevance about data itself, such as its age, provenance, level of noise,
etc. The next category was named user personalization, which describes how
systems consider the user in deriving system outputs (this is especially relevant
in recommender systems, such as the system we developed for this study). The
next category was named justification of options, and describes how options
are arranged, how they are prioritized by the system (again, this category of
explanation is highly relevant to recommender systems that may generate sev-
eral potential recommended options, but may only display one to the user).
The final category was named social influence, which describes the behaviors
and decisions of other users. This is a somewhat unique explanation strategy
to recommender systems, commonly seen in music or movie recommendations
(i.e., users who watched this show also enjoyed this other show). We will discuss
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how each factor group valued and prioritized these categories of questions in the
sections below.

5.3 System Parameters and Logic

Questions explaining the inner workings of a system, including its reasoning,
logic, policies, and limitations, were termed System Parameters & Logic. These
questions produced a low degree of disagreement (average Z score variance 0.33)
across all groups, with most questions averaging around the mean (score of
0). With the exception of the Cautious and Reluctant group (who were most
interested in questions about reliability, uncertainty, and risk), all others found
these questions to be of moderate to low importance, indicating them as medium
to low priority design elements that are perhaps best delivered through menu
options that can be accessed by those most interested. Designing explanations
that provide information of this sort, therefore, is advisable, given that most
participants, regardless of their factor group, ranked these questions moderately
important.

5.4 Qualities of Data

Overall, questions pertaining to the qualities of data, such as age, noise and
provenance generated moderate agreement between all factor groups (average Z
score variance 0.419). Questions such as “How current is the data used in
making this recommendation?”, “How clean or accurate is the data
used in making this recommendation?”, and How is this data weighted
or what data does the system prioritize? all averaged between 0–1 across
all factor groups. It is important to note here that the forced distribution used for
this experiment results in a mean score of 0. That these questions were all ranked
around the mean indicates they are questions which the majority of stakeholders
would like addressed in some form, plausibly in order to better understand and
trust intelligent system recommendations.

Other questions related to the qualities of data, however, proved more divi-
sive, and may be too much for some users to appreciate. As discussed in the
section on Consensus, none of the factor groups found the questions “Is my
data uniquely different from the data on which the system has been
trained?” or “Is the system working with solid data, or is the system
inferring or making assumptions on fuzzy information?” very important
to them, indicating a potential limit of the usefulness of displaying qualities of
data as a means of improving intelligibility. While the Interested and Indepen-
dent group demonstrated the most willingness and interest in these types of
questions, none of the other factor groups was especially interested.

5.5 User Personalization

We termed questions aimed at helping users understand what of their data is
known, and how that data is used to derive recommendations as User Person-
alization questions. This category generated a wider range of sentiment than



Modeling User Information Needs for Autonomous Systems 461

questions about the qualities of data (average Z score 0.744), including the most
divisive question “Was this recommendation made specifically for ME
(based on my profile/interests), or was it made based on something
else (based on some other model, such as corporate profit, or my
friend’s interests, etc.)?” On average, the Socially Influenced and Egocentric
groups favored these types of questions more than the more analytical Interested
and Independents, and Cautious and Reluctant. Examining user sentiment sur-
rounding these questions helps perhaps to understand why variance was so high.
For instance, people in the Cautious and Reluctant group commented things like
“I don’t think ’me’ is important... I need objective metrics!”, whereas people in
the Socially Influenced group expressed a different sentiment, I want to know
that the system has made the right choice for me and my lifestyle/preferences,
and whether it has it really taken all my situations and personal feelings into
consideration.

Yet, the recent increasing concern over potentially inappropriate collection
and uses of personal data by social media and others, combined with the mod-
erate rankings of many questions in our sample, such as Does the system
know and understand my goals? (average score 1.5, Z score variance 0.51),
and Precisely what about me does the system know? (average score
0.5, Z score variance 0.59), suggests new efforts should be made towards afford-
ing users information about and answers to these kinds of questions. Consider-
ing the strong prioritization of these questions by the Socially Influenced and
Egocentrics, we strongly suggest designers consider making these affordances
available wherever possible. To demonstrate one example of how some of these
questions can be addressed in order to make systems and algorithms more trans-
parent to users, we have provided a screen shot of a restaurant recommendation
app currently under development, which will be used in follow on studies.

Justification of Options. Closely related to explanations, justifications offer
assertions about reasons for decisions or choices, examples, alternatives that
are eliminated, or counterfactuals [23]. All factor groups in our study agreed
that a justification of Why this recommendation is the BEST option is
important and valuable to them (average score 3.25, Z score variance 0.66). Other
questions related to justification of options were also agreed upon as not being
valuable or useful to our factor groups, such as Are there any other options
not presented here (average score −0.75, Z score variance 0.5), and How
many options are there? (average score −1.25, Z score variance 0.25). These
questions are likely too in depth for most stakeholders to appreciate, especially
given that one of the principal reasons for leveraging decision support tools is to
ease the burden of choice [24].

One question: What are the pros and cons associated with this
option? produced a very high amount of variance between groups (average score
0, Z score variance 1.56). Both Interested and Independents (composite score 2)
and Socially Influenced (composite score 4) felt this question was important to
them, while the Cautious and Reluctant (composite score −1) and Egocentrics
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(−5) did not. Since the Interested and Independents and Socially Influenced
were not significantly aligned on any other questions, it is worth exploring why
they should both see this question as one they would like answered through an
interface.

Understanding the reasoning behind these user priorities is an important
component of this research, and if we consider the above question in relation
to what other questions these groups found valuable, we may better understand
how designs can afford users answers that are meaningful to them.

In this case, while both Interested and Independents, and Socially Influenced
want to know the pros and cons associated with a recommendation, precisely how
to answer that is decidedly different. While the Socially Influenced are more likely
to seek answers in the form of what other people report, such as user satisfaction
metrics, Interested and Independents would prefer to understand what data was
used and how it was weighted. Questions like the above are precisely those
that motivate our research, since they have the potential to both confirm and
confound user sentiment, depending on a variety of individual factors which are
often difficult to measure.

Social Influence. We termed questions that pertained to the actions or opin-
ions of others, or to how users are characterized and grouped with others as Social
Influence questions. Questions in this category produced the greatest amount of
disagreement between groups (average Z score variance 0.98), suggesting that
as design elements they represent potentially polarizing options. Averaging all
questions in this category, we see that the Egocentrics (average score 1.33) and
Socially Influenced (average score 1.17) both consider this information valuable
and useful to their decision making, while the Cautious and Reluctant (average
score −2.33) and Interested and Independent (average score −3.5) clearly do
not.

Socially-related information, such as how users are characterized and grouped
into personas, and what other people like them have done in similar circum-
stances, is commonly used in current systems that offer recommendations, such
as Netflix, Spotify, or Amazon (e.g., others who purchased this also bought XYZ).
These features may improve decision making for some, like the Egocentrics, while
they may be ignored by others, like the Interested and Independent. What is of
potential interest, however, is how this type of information may soon be featured
in other applications with greater scope.

There is considerable room for this kind of information to be considered use-
ful, for instance, as crowd sourcing becomes a more common feature in several
domains. There are already several notable examples, such as citizen science [25],
personal wellness [26], and even app design [27] which make use of a community of
distributed participants that collaborate to form something. These projects often
feature consensus building activities that leverage the concept of “hive mind”
or “wisdom of the crowd” to achieve common goals. While there are certainly
limits to the use of crowd sourcing, especially in highly personalized domains
such as clinical medicine or personal financial management, these approaches
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may very well become more commonplace as intelligent systems broaden and
consume greater market presence in our everyday lives. Designers that choose to
feature socially-related information into their products may well find those fea-
tures appreciated and valued, especially as a younger techno-centric generation
assumes more of the user base.

5.6 Design Implications

Of the 36 questions in our sample bank, most were of value to one factor group
or another, and (as we showed in the Consensus section above) very few were
totally unimportant. For prospective designers of transparent intelligent systems,
this presents something of a quandary. The most obvious solution–to present all
data that could be relevant to someone–would result in impractical long lists of
information that is not especially relevant to anyone.

Our approach has uncovered a detailed view of the different manner in which
users reason about systems, and can help designers better understand how some
explanations can have a greater or lesser effect on user trust, engagement, and
acceptance. For example, an explanation and justification of options is most
important to people like the Interested & Independent group, while users in
the Socially Influenced group might respond well to social navigation cues. The
Cautious & Reluctant group would be more satisfied with a detailed description
of the data that fed the model, and appreciate control over which data are
used to make recommendations. Using mixed methods approaches such as Q-
methodology can add significant value to traditional user-centered investigations,
and offer data that is qualitatively nuanced, while being quantitatively rigorous.
An approach such as this could be successfully used early in the design cycle-
and indeed we suggest and encourage the early involvement of users, but would
also be appropriate in later stages as well. Designers can readily make use of
data such as these to help resolve potential conflicts in priorities, and guide
their communication strategies.

6 Conclusion

We have explored potential design features for enhancing the intelligibility and
transparency of intelligent systems to end users using a novel mixed methods
approach. We have described a variety of reasoning and information seeking
strategies of potential users of said systems, and have detailed them into a robust
user typology. We have explored this typology in detail, and have compared
and contrasted user preferences related to understanding system functions and
behaviors to demonstrate how they can be used to guide design strategies. We
have compared and contrasted potential design features in order to determine
which may be more efficient and valuable to end users in the context of inter-
actions with intelligent recommender systems. Our findings support and rein-
force the argument that system transparency is a multi-dimensional construct
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requiring at least some consideration for user preference and individual differ-
ences in order to achieve the desired effect of improving trust, usability, and
technology acceptance.
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Abstract. Gaze has a major role in social interaction. As a deictic reference, gaze
aims at attracting visual attention of a communication partner to a referred entity
in the environment. Gaze direction in natural faces is a well-investigated domain
of research at behavioral and neurophysiological levels. However, our knowledge
about deictic role of gaze in Human Robot Interaction is limited. The present
study focuses on a comparative analysis of the deictic role of gaze direction in
alternative face morphologies. We report an experimental study that investigated
deictic gaze in a virtual reality environment. Human participants identified object
locations by utilizing deictic gaze cues provided by avatar faces, as well as natural
human faces. Our findings reveal a facilitating role in the accuracy of objection
detection in favor of gaze embedded in natural faces compared to gaze embedded
in synthetic avatar face morphologies.

Keywords: Deictic gaze · Joint attention · Human-avatar interaction ·
Human-robot interaction · Synthetic faces

1 Introduction

Gaze has a major role in social interaction. Gaze direction is a well-investigated research
domain at behavioral and neurophysiological levels in both humans and primates. Early
research on the role of gaze direction and orientation of the face revealed nerve cell selec-
tivity inmacaquamonkey [1]. Gaze direction and head orientation have been investigated
within the context of Human Computer Interaction [2–4].

In natural communication settings, the role of gaze direction can be studied in accom-
pany with language use, since language and vision are two complementary modalities
that employ deixis in communication. Verbal deictic expressions are necessarily accom-
panied by other modalities, such as pointing gestures or pointing by gaze. The presence
of multiple modalities serves various purposes, such as disambiguating spatial reference
to objects in the environment.

The present study investigates deictic gaze within the context of natural vs. synthetic
faces. We designed a joint action setting to investigate the role of gaze deixis in disam-
biguating spatial reference to objects in a virtual reality (VR) environment. The use of
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VR allowed us to investigate human-avatar interaction in an immersive, social interac-
tion setting, as well as giving the flexibility for studying the differences between natural
and synthetic face morphologies. Below, we introduce the concept of deixis within the
context of Human Robot Interaction.

1.1 Deixis in Human-Robot Interaction (HRI)

Joint action settings have been frequently used for studying communication in Human
Robot Interaction (HRI) by employing specific communication settings, such as joint
attention, action observation, task sharing, and action coordination [5, 6]. These studies
focus on various aspects of HRI, such as the properties of shared environments [7],
and collaboration between humans and robots by means of shared tasks and/or deictic
expressions [8–10]. They also address multimodal aspects of communication such as
gaze andgestures [11–13] aswell as language [8, 9]. For instance,Admoni andScassellati
[11] describe gaze-based interaction between humans and robots within the context of
intuitive interactions. They state that the communication between the interlocutors in
an HRI setting take place in both verbal and non-verbal modalities, such as gaze and
gestures.More generally, social robotics is a recent domain of research that addresses the
investigation of communication modalities, methods, and interaction patterns between
interlocutors [14]. The present study employs the concept of deixis to study the role of
face morphologies in HRI.

Deixis can be realized in multiple, interdependent modalities in communication,
including both non-verbal forms (e.g., gaze or gesture) and/or verbal forms (e.g., deictic
referring expressions). Various aspects of deictic interaction have been reported pre-
viously. For instance, Devault, et al. [15] investigated collaborative reference from a
linguistics point of view. To propose a dialogue framework in a human-human commu-
nication setting, they analyzed collaborative reference by a supervised machine learn-
ing model that evaluated interlocutor affirmations to verbal descriptions. They aimed
to simulate a collaborative communication setting where they conceived collaborative
reference as information state and linguistic reference in both utterance planning and
understanding. Another relevant study on gaze interaction in multi-agent HRI environ-
ments is by [16]. They investigated how gaze cues could be utilized in HRI settings,
particularly in information exchange tasks. They investigated the forms of cues that an
avatar may provide to human participants to regulate conversational roles.

In the present study, we designed a VR environment, where the participants were
immersed in a deictic communication setting. This setting was used for an experiment
in which we explored human responses to gaze direction of virtual avatars (avatars’
pointing to objects by their gaze direction vectors). The avatars pointed at objects by
their gaze, and the human participants reported the gazed object by naming them. For
communication, we used explicit referring expressions (e.g., “what is the object at the
top-left?”), as well as implicit referring expressions resolved by avatars’ gaze vectors
(e.g., “what is there?”). This setting allowed us to investigate HRI in VR from a joint-
action perspective with the following research questions: (1) How does face morphology
of avatars (vs. natural faces) influence accuracy and response time to identify the intended
object? (2) Does the number of avatars in have an influence on those variables? (3) How
is the human participant’s gaze distributed on the avatars during the joint task?
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We used four avatar designs (humanoid avatar, non-humanoid stick figure avatar,
human-image avatar, and blinking non-humanoid stick figure avatar). The number of
avatars and their deictic gaze vectors on the objects were varied for each new scene (a
set of objects on a table) by randomization. We investigated how gaze distribution, as
an indicator of gaze dispersion, was influenced by the task and the number of avatars in
this setting. We evaluated gaze distribution of the participants by an entropy analysis,
which can be interpreted as a measure of confidence in response. The entropy anaylsis
has been used as a measurement of uncertainty inherent in a random variable [17], [18,
p. 480]. The following sections introduce the experimental investigation in more detail.

2 Methodology

The experiment was conducted in a VR environment with a head-mounted display
(HMD) capable of eye-tracking (a 60 Hz SMI tracker embedded in Samsung Gear
VR headset). The experiment had a 4 (avatar design) ×2 (explicit vs. implicit referring
expression) ×3 (the number of avatars) design. The avatar designs differed in face and
body morphology: Humanoid Robot (Fig. 1a), Stick Figure (Fig. 1b), Human Avatar
(Fig. 1c, 1d), Blinking Stick Figure (Fig. 1e, 1f).

The first two avatar designs (Fig. 1a, 1b) employed identical, cartoon-like eyes,
whereas human-image avatar design (Fig. 1c, 1d) used model humans’ eyes in sets of
images, approximately angled to match the gaze vectors from the first two designs. For
the sake of naturality of the eyes in the robot face, we added a third face morphology that
employed eyelids on the same cartoon-like eyes from the first two designs, furthermore,
a blinking animation was also added to the eyes with the lids (Fig. 1e, 1f). The four
avatar designs were presented to the participants in four distinct experimental sessions
(i.e., the avatar design was a between-subject factor).

The participants attended two experiment sessions (i.e., the joint task was a within-
subject factor with two conditions, namely explicit and implicit, described in more detail
below). The number of avatars was also a within-subject factor. In each trial, the number
of avatars was varied between one avatar, three avatars, and five avatars (Fig. 2).

3 Participants, Materials, and Procedure

Ninety-three participants participated in the experiment. The participants were either
students or academic staff (e.g., assistants, instructors). Participants’ ages varied between
18 and 50 (M = 24.55, SD = 5.45). Participants were randomly allocated to one of four
groups (cf. four face morphology conditions). All participants were native speakers of
the experiment language.

Each experiment session consisted of two joint tasks, namely an explicit joint task
and an implicit joint task. In the explicit joint task, the participants were presented
questions that included explicit referring expressions (shown in italics in this example),
such as “what is the object at the top left?”. The questions were presented auditorily.
The refering expressions were simply descriptions of geometric locations of the objects
on a table in the VR environment. Accordingly, the questions in the explicit joint task
were “what is the object at the {left top, left bottom, right top, right bottom}?”. In the
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a. Humanoid robot avatar b. Non-Humanoid (stick figure) robot avatar

c. Female Human-image avatar. d. Male Human-image avatars

e. Stick figure avatar with eye-lids. f. Stick figure avatar blinking.

Fig. 1. Alternative face morhologies utilized in the virtual reality environment.

a. 1 avatar condition; avatar 
gazes at the right bottom corner.

b. 3 avatars condition; avatars 
gaze at the right top corner.

c. 5 avatars condition; avatars 
gaze at the left top corner.

Fig. 2. Variation in the number of avatars. Condition repeated for all face morphologies.

implicit joint task, the questions included an implicit deictic reference, i.e. “what is the
object there?”. The participants had to reply the questions by inspecting the avatar(s)
gaze direction(s), which were all consistent in case of multiple avatars. The location
gazed by the avatars also was randomized for each of the fourty (thirthysix recorded and
four practice) trials. The participants replied to an audio recording verbally in both joint
tasks and their answers were transcribed after the experiment.



470 E. Yılmaz et al.

The accuracy of the participants in identifying the intended object on the table, their
response time (the duration between the end of the question and the onset of the answer),
and their gaze interaction with the environment (i.e., the distribution and dispersion of
participants’ gaze on the avatars, as well as their gaze contact ratio with the avatars)
were dependent variables. Additionally, the number of avatars were randomized for
each trial in both (explicit and implicit) tasks such that 1, 3, or 5, avatars were presented
randomly.The explicit task also had ano-avatar condition,which served as a condition for
technical verification (i.e. to check whether the environment setting technically worked
as expected). In the trials where there was more than one avatar, the gaze vectors of all
the avatars consistently pointed at the same object.

Accuracy, response time, gaze distribution on the avatars were analyzed using a
repeated-measures ANOVA with the number of avatars (within-subject), the joint task
(explicit, implicit – within-subject), and the avatar design (between-subject) factors. For
gaze disribution, we performed an entropy analysis that used gaze shifts between objects
in the VR environment. We assumed that, in the transition matrix, each data point where
a participant shifted their gaze from an object to another represented a gaze shift (e.g.,
from the table to the pumpkin, or from an avatar to the book), whereas each data point
where the participant fixated on the same object as before was a gaze fixation. The
entropy measure was calculated by the following equation, where R is the normalized
matrix with ri being its values, and p representing probability.

H(R) = −
∑

p(ri)log2p(ri) for ri ∈ R

The termEntropywas originally defined by Shannon [17], and proposed as ameasure
of dispersion in eye tracking studies by [18, p. 480]. The present procedure resulted in
an entropy value for each trial. This allowed us to calculate the uncertainty in gaze
distribution as a measure of confidence in response, as well as the randomness in the
scanpaths of participants in their gaze interaction with the avatars.

4 Results

This section presents the results of the experiment. In particular, we report the analyses
of 4 (avatar designs)×3 (number of avatars)×2 (joint tasks) conditions for participants’
accuracy in identifying the intended objects, their response time and gaze distribution
on the environment.

4.1 Accuracy

Firstly, we report the technical verification condition, where no-avatar existed in the
environment. In the explicit task, where participants responded to questions, such as
“what is the object at the left top?” or similar, virtually no errors were observed (M =
98.47, SD = 0.09). This showed that the VR experiment setting worked as intended. We
excluded one participant from the results due to the misunderstanding of the task. All
the participants were included in the following analyses.

A Repeated Measures ANOVA test was conducted to evaluate the effects of both
within-subject (number of avatars, task) factors and the between-subject factor (avatar
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design). Firstly, a Mauchly’s test indicated that the sphericity had not been violated for
anyof ourwithin-subject effects,χ2

number-of-avatars (2)= .185,p> .5,χ2
number-of-avatars * task

(2) = 1.137, p > .05. Therefore, we report our values without any correction for par-
ticipants’ accuracy. A significant effect was obtained for within-subject factor of task
F(1, 88) = 122.809, p< 001. This showed that the accuracy of the participants differed
significantly between explicit and implicit task conditions. The number of avatars also
revealed a significant effect F(1, 176) = 11.295, p < .001, along with a significant
interaction effect for task and number of avatars F(2, 176) = 8.584, p < .001. Finally,
the results for the between-subject factor (avatar designs) show that there was a signif-
icant interaction effect for both joint tasks F(3, 88) = 20.602, p < .001. However, the
interaction between the number of avatars and the avatar design was not significant.

To further evaluate the accuracy results, we conducted a series of t-tests. The first
was a comparison of each step in the number of avatars for the two tasks. The results
showed that the accuracy was significantly different between explicit and implicit tasks
for all numbers of avatars (1, 3, and 5 avatars respectively) t(91)= 6.461, p< .001, t(91)
= 5.604, p < .001, t(91) = 7.727, p < .001. These first t-test results were in line with
the significant effects present in the repeated measures analysis. Secondly, we analyzed
for the significant effects observed in the number of avatars. In the explicit joint task,
the number of avatars did not have a significantly different result in terms of accuracy
in any of the steps for the number of avatars for 1 and 3, 1 and 5, and 3 and 5 avatars.
In contrast, for the implicit joint task the accuracy results were significantly different
between 1 and 5 avatars; t(92) = 2.406, p < .05, as well as for 3 and 5 avatars; t(92) =
4.318, p < .001. For each pair of values, the descriptive results are shown in Table 1.

Table 1. Descriptive statistics for the accuracy of participants’ responses for varying numbers of
avatars appearing in the VR environment in the two joint tasks. The results are presented in n/1
(i.e. a result of 1.000 means 100% accuracy).

Number of avatars Explicit joint task Implicit joint task

1 avatar M = .984 (SD = .044) M = .866 (SD = .164)

3 avatars M = .989 (SD = .092) M = .893 (SD = .157)

5 avatars M = .977 (SD = .088) M = .825 (SD = .188)

Finally, we conducted several independent-samples analyses to further evaluate the
role of the avatar face morphology on the accuracy in the tasks. The results showed that
in the explicit task, the accuracy values exhibited a similar pattern among all conditions
(Table 2). However, in the implicit task, the non-human avatar faces exhibited a sim-
ilar pattern, which was different than the accuracy values in human-image avatars. In
particular, the use of human-image avatars resulted in much higher accuracy values in
the implicit task condition, compared to the accuracy scores in the use of non-human
avatars (Table 3).

In summary, when considering all results (4 avatar designs, 2 tasks, and 3 conditions
in the number of avatars), the accuracy in the explicit condition did not differ significantly
among avatar designs. This result was expected since the participants were able to detect
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Table 2. Explicit joint task only descriptive statistics for accuracy by avatar designs and the
number of avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Image
Avatars

Blinking
non-humanoid
Avatars

1 avatar M = 1.000
(SD = .000)

M = .977
(SD = .059)

M = .973
(SD = .051)

M = .989
(SD = .036)

3 avatars M = 995
(SD = .024)

M = .988
(SD = .039)

M = .981
(SD = .043)

M = .995
(SD = .024)

5 avatars M = .994
(SD = .027)

M = .988
(SD = .037)

M = .968
(SD = .096)

M = .991
(SD = .029)

Table 3. Implicit joint task only descriptive statistics for accuracy by avatar designs and the
number of avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Image
avatars

Blinking
non-humanoid
avatars

1 avatar M = .808
(SD = .147)

M = .776
(SD = .152)

M = .991
(SD = .029)

M = .830
(SD = .202)

3 avatars M = .870
(SD = .142)

M = .854
(SD = .177)

M = .994
(SD = .014)

M = .810
(SD = .190)

5 avatars M = .752
(SD = .195)

M = .748
(SD = .185)

M = .993
(SD = .019)

M = .734
(SD = .166)

the intended object without employing the gaze directions of the avatars. On the other
hand, in the implicit joint task, the accuracy results for human-image avatars differed
significantly from non-human avatars for all number of avatars. The following section
presents the results for response times of the participants.

4.2 Response Times

The response time analysiswas conducted as a repeated-measuresANOVA.AMauchly’s
test indicated that the sphericity had not been violated for any of our within-subject
effects, χ2

number-of-avatars (2) = 2.717, p > .05 and χ2
number-of-avatars * task (2) = 1.420, p

> .05. Therefore, we report our values without any correction for participants’ response
times. The results indicated a statistically insignificant effect on participants’ response
times between the tasks F(1, 88) = 2.249, p> .05. However, the number of avatars had
a significant effect; F(2, 176) = 34.680, p < .001. Additionally, the interaction effect
between the number of avatars and the tasks was significant; F(2, 176) = 25.529, p <

.001. The results are shown in Table 4.
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Table 4. Descriptive statistics for response times of participants in their answering to the explicit
verbal expressions (explicit task) or in resolving the deictic gaze references (implicit task).

Number of avatars Explicit joint task Implicit joint task

1 avatar M = 2.387 (SD = .538) M = 2.240 (SD = .589)

3 avatars M = 2.424 (SD = .552) M = 2.492 (SD = .743)

5 avatars M = 2.423 (SD = .546) M = 2.668 (SD = .905)

The results also revealed an interaction between the tasks and avatar design, F(3,
88)= 5.853, p< .01. In a paired samples t-test, we evaluated how the number of avatars
interacted with the response times (Table 5 and Table 6). The t-test results revealed
significant differences between 1 and 3 avatars, t(92) = −5.537, p < .001, between 1
and 5 avatars, t(92) = −7.740, p < .001, and between 3 and 5 avatars, t(92) = −3.596,
p < .01.

Table 5. Explicit joint task only descriptive statistics for response time by avatar designs and the
number of avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Image
Avatars

Blinking
non-humanoid
avatars

1 avatar M = 2.319
(SD = .564)

M = 2.171
(SD = .502)

M = 2.569
(SD = .564)

M = 2.420
(SD = .445)

3 avatars M = 2.421
(SD = .610)

M = 2.188
(SD = .532)

M = 2.629
(SD = .559)

M = 2.379
(SD = .414)

5 avatars M = 2.328
(SD = .541)

M = 2.166
(SD = .511)

M = 2.651
(SD = .550)

M = 2.458
(SD = .471)

In summary, the response time analyses showed that the response times did differ
between the two tasks only for a certain number of avatars in the environment.

4.3 Gaze Interaction and Distribution

To reiterate the experiment setting, it was only in the implicit task that gaze interac-
tion with the avatars was required, whereas in the explicit task, the participants were
able to answer correctly by replying the question. The change in the nature of the task
was observed in gaze distributions. We followed a two-step approach for gaze analyses.
Firstly, the gaze data were analyzed to find the total gaze contact with the avatars. Sec-
ondly, the gaze shifts and gaze fixationswere analyzed as a transitionmatrix in an entropy
analysis. We removed data from two participants, one due to the misunderstanding of
the task, the other due to technical problems in gaze data collection.

A repeated-measures ANOVA was conducted for analyzing gaze contact with the
avatars. AMauchly’s test of sphericity indicated that the sphericity had been violated for
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Table 6. Implicit joint task only descriptive statistics for response time by avatar designs and the
number of avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Image
avatars

Blinking
non-humanoid
avatars

1 avatar M = 2.468
(SD = .705)

M = 1.964
(SD = .537)

M = 2.262
(SD = .574)

M = 2.263
(SD = .463)

3 avatars M = 2.775
(SD = .948)

M = 2.253
(SD = .577)

M = 2.378
(SD = .662)

M = 2.629
(SD = .707)

5 avatars M = 2.999
(SD = 1.113)

M = 2.263
(SD = .519)

M = 2.553
(SD = .964)

M = 2.901
(SD = .769)

the within-subject factor of number of avatars χ2
number-of-avatars (2) = 15.121, p < .001.

In contrast, the results for the interaction between the task and the number of avatars
indicated that the sphericity had not been violated χ2

task * number-of-avatars (2) = 4.556, p
> .05. As a result, we report corrected (Greenhouse-Geisser) results for the number of
avatars within-subjects factor and its interaction effects, whereas reporting task factor
without corrections.

The results showed that the task condition (explicit vs. implicit) had a significant
effect on gaze contact of the participants with the avatars F(1, 89) = 1078.0, p < .001.
The number of avatars factor also revealed a significant main effect F(1.725, 151.784)=
55.675, p< .001. Therewas also a significant interaction between the task conditions and
the number of avatars F(1.903, 167.456) = 22.244, p < .001. Lastly, the avatar design
interacted significantly with the task F(3, 88) = 4.581, p< .01, but not with the number
of avatars F(5.174, 151.784)= 1.676, p> .05. To analyze the within factor differences a
paired samples t-test was conducted. The results showed that the total gaze on the avatars
was significantly different both within and in between the two tasks. The t-test results
are that participants gazed at the avatars in differing amounts of time between the two
joint tasks for all numbers in which the avatars were present in the VR environment: 1
avatar; t(91) = −24.473, p< .001, 3 avatars; t(91) = −30.245, p< .001, and 5 avatars;
t(91) = −29.643, p < .001.

The mean differences in (values in Table 7) were also analyzed in a paired samples
t-test for the within-subjects factor of number of avatars. In the explicit joint task, par-
ticipants gazed at the avatars at rates significantly differently between 1 avatar and 3
avatars; t(91) = −3.886, p < .001, as well as between 1 and 5 avatars; t(91) = −2.658,
p < .01. However, between 3 avatars and 5 avatars, there was no significant difference;
t(91) = .950, p > .05. The same trend continued for the implicit joint task; in that the
significant differences were in between 1 and 3 avatars; t(92) = −9.670, p < .001, and
in between 1 and 5 avatars; t(92) = −9.383, p < .001, and not significant in between 3
and 5 avatars; t(92) = .332, p > .05.

Finally, we also conducted a repeated-measures ANOVA and follow up paired sam-
ples t-test using the entropy values of participants’ gaze interaction. A Mauchly’s test
of sphericity indicated that the sphericity had not been violated for either the factor of
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Table 7. Gaze contact ratios in which participants gazed at the avatars in the VR environment for
the total number of gaze samples in each trial, for the number of avatars and the two joint tasks.

Number of avatars Explicit joint task Implicit joint task

1 avatar M = 26.31% (SD = 16.75%) M = 68.70% (SD = 13.27%)

3 avatars M = 30.00% (SD = 17.40%) M = 79.16% (SD = 10.93%)

5 avatars M = 29.09% (SD = 18.05%) M = 78.95% (SD = 11.10%)

the number of avatars χ2
number-of-avatars (2) = 2.366, p > .05 or for the interaction of the

number of avatars and task χ2
task * number-of-avatars (2) = 4.077, p > .05. Therefore, all

results are reported without corrections. The results showed that there was not a signif-
icant effect of the within-subject factor task (the two joint tasks) on the entropy results
of participants’ gaze interaction in the VR environment; F(1, 87) = .281, p > .05. In
contrast, the interaction between task and avatar design was a significant effect; F(3, 87)
= 7.510, p < .001. Furthermore, the number of avatars F(2, 174) = 77.071, p < .001
had a significant effect, whereas the interaction between the number of avatars and the
avatar design F(6, 174) = 1.991, p > .05 did not have a significant effect. Finally, the
interaction between the task and the number of avatars was also significant F(2, 174) =
28.447, p < .001.

The paired samples t-test results (mean values are shown at Table 8) showed that the
entropy values – except for one case – were significantly different for both the joint tasks
and in all variance point for the number of avatars; t-test values reported in Tables 9, 10,
11.

Table 8. Mean entropy values for each variance in the number of avatars for the two joint tasks.

Number of avatars Explicit joint task Implicit joint task

1 avatar M = .173 (SD = .029) M = .161 (SD = .031)

3 avatars M = .180 (SD = .027) M = .197 (SD = .034)

5 avatars M = .187 (SD = .033) M = .193 (SD = .032)

Table 9. Tasks comparison results of paired samples t-test for mean differences in entropy of
participants’ gaze dispersion.

Number of avatars Explicit task – implicit task

1 avatar t(92) = 3.331, p < .01

3 avatars t(92) = −3.922, p < .001

5 avatars t(92) = −1.388, p > .05
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Table 10. Explicit task results of paired samples t-test for mean differences in entropy of
participants’ gaze dispersion.

Number of avatars 3 avatars 5 avatars

1 avatar t(92) = −3.116, p < .01 t(92) = −5.704, p < .001

3 avatars – t(92) = −2.640, p < .05

Table 11. Implicit task results of paired samples t-test for mean differences in entropy of
participants’ gaze dispersion.

Number of avatars 3 avatars 5 avatars

1 avatar t(92) = −9.518, p < .001 t(92) = −10.656, p < .001

3 avatars – t(92) = 1.708, p > .05

The entropy analysis show that participants’ gaze dispersion is significantly different
between the two joint tasks when 1 or 3 avatars are present in the VR environment.
Furthermore, the dispersion within each joint task also differ significantly between 1
avatar and both 3 or 5 avatars in the VR environment (Tables 12 and 13).

Table 12. Descriptive statistics for the entropy values for the explicit joint task and the number
of avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Image
avatars

Blinking
non-humanoid
avatars

1 avatar M = .181
(SD = .027)

M = .180
(SD = .026)

M = .165
(SD = .025)

M = .176
(SD = .024)

3 avatars M = .188
(SD = .026)

M = .188
(SD = .024)

M = .170
(SD = .025)

M = .179
(SD = .028)

5 avatars M = .202
(SD = .035)

M = .199
(SD = .036)

M = .169
(SD = .026)

M = .186
(SD = .025)

5 Discussion and Conclusion

The results of the experimental study showed that an explicit statement of a referring
expression, as in “what is the object at the left bottom?” in a joint, deictic gaze task
revealed different patterns in terms of accuracy, response times and gaze allocation of
the participants, compared to an implicit statement of a referring expression, as in “what
is the object there?”. The differences were shaped by both the number of avatars in
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Table 13. Descriptive statistics for the entropy values for implicit joint task and the number of
avatars.

Number of
avatars

Humanoid
avatars

Non-humanoid
avatars

Human-Imagen
avatars

Blinking
non-humanoid
avatars

1 avatar M = .154
(SD = .029)

M = .179
(SD = .034)

M = .155
(SD = .029)

M = .160
(SD = .026)

3 avatars M = .188
(SD = .031)

M = .201
(SD = .034)

M = .208
(SD = .037)

M = .196
(SD = .027)

5 avatars M = .176
(SD = .030)

M = .203
(SD = .032)

M = .195
(SD = .032)

M = .195
(SD = .030)

the VR environment (1, 3 and 5 avatars) and their design (humanoid, non-humanoid,
and human-image avatars). In particular, in the explicit joint task, the accuracy of the
responses to human-image avatars was strikingly high, close to 100% compared to the
accuracy of the responses to humanoid and non-humanoid avatars. This finding shows
that deictic gaze is difficult to represent in non-human-image avatars, may they have
either humanoid or non-humanoid designs, possibly due to humans’ highly efficient
biological endowment in responding to real human faces.

Human-image avatars took longer to respond in the explicit joint task, possibly due to
its salience, since it was not required to extract information from the avatar in the explicit
joint task. When it was necessary to resolve the gaze direction of the avatars (i.e., in the
implicit task), the response time difference was lost. This finding suggests that humans
are more efficient in resolving gaze deixis when they look at a human-image avatar,
whereas this efficiency is not related to response time. The participants allocated their
gaze on the avatar(s), in contrast to gaze allocation to other entities in the environment, i.e.
the table and the objects on the table, more frequently when there were multiple avatars
in the environment. However, non-significant differences between 3-avatar conditions
and 5-avatar conditions show that the number of avatars in the environment may not have
a significant impact on deictic gaze resolution, other than attracting more gaze compared
to a single-avatar.

In conclusion, the present study provides evidence for the roles of avatar agent
design and collaborative reference in disambiguation deixis inVR environments. Further
research aims at studying other design factors, such as the movement of the avatars, as
well as their spatial allocation and visual design parameters.
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